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Foreword

Losses of 2.2 million dollars per hour. This was the estimated damage suffered by an 
app store when technical problems took out its services for up to 11 hours in 2015 (see 
ZDNet 2015). Incidents like this are common. In 2013, a major search engine was 
calculated to have lost hundreds of thousands of euros due to an outage lasting just a 
few minutes. And in the following year, a system crash at a bank threatened transac-
tions worth billions. Outages happen for many different reasons, and technology 
alone is not always to blame. Elements of human error and unpracticed process chains 
can often endanger the availability of services and the security of processes. This oc-
curs in all industries and sectors, from food production to IT departments, operating 
rooms and self-driving cars. Outages, therefore, not only result in economic losses 
and damaged reputation; depending on the situation, the risks could be much worse. 

To put it plainly: the security and quality of workflows, processes and products 
are vital – and they should be a top priority for company managers. As a pioneering 
ICT and cloud provider, we thus faced a great responsibility right from the start: 
ensuring that our customers could continue to do business, that their products were 
produced in time, and that our customers’ customers were satisfied. Although provid-
ing IT and telecommunications services may sound simple, it was and continues to 
be essential. As an ICT provider – regardless of whether you are an external partner 
or internal department – you are ultimately responsible for the success and business 
capabilities of a company.

And in this role, you cannot rely on technologies alone. Long-term quality assur-
ance is equally, if not, more important. It’s very simple: If the quality isn’t right, the 
subsequent product won’t be right either. I experienced my personal “Aha!” experi-
ence in 2010. We had grown very quickly at the time and won a number of large 
contracts. This meant that we faced several Herculean tasks and had to handle vari-
ous megaprojects all at once. As a result, the demands placed on us also increased 
tremendously. However, we wanted to set ourselves up for the future so that, despite 
the growing complexity, we could maintain the high-quality standards we had always 
aspired to – for the benefit of our customers. After all, there is nothing less at stake 
than the long-term business success of our corporate customers.
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Therefore, we focused on our processes and started on a blank slate. We put every 
process to the test. Were there hidden errors anywhere? How could we permanently 
meet our high-quality demands? Our first, very decisive step was something that we 
have since institutionalized: we started an intensive and somewhat ruthless dialogue 
with our customers. This was accompanied by an extensive internal cause analysis. 
What we discovered is that only a holistic strategy will lead to the desired result. 
Because optimization measures in just a few obvious areas aren’t enough to offer 
customers end-to-end quality.

Zero Errors, Total Engagement
As our analysis clearly showed, it was important for us to define what had to be done 
when and how. We knew that if we wanted to convince our customers in the long 
term, we had to define standards and permanently maintain them. In essence, this 
was the birth of Zero Outage.

What exactly did we want to achieve with the program? Our goal was to reduce 
the number of IT outages to zero – and make the quality of our services truly measur-
able. After all, you can only improve what you can measure. Thanks to our ruthless 
error analysis, we also knew what we needed to achieve this goal. Firstly: optimally 
trained employees who receive regular instruction and certification – with a unified 
culture of discipline and precision. Secondly: simple, standardized processes, en-
abling greater efficiency and a high-quality result – with as little implementation risk 
as possible. And thirdly: standardized, high-performance and high-availability plat-
forms that are always state of the art. We know from our own experience and analy-
ses of other companies that standards are generally lacking in these three core areas: 
people, processes and platforms.

How Does Zero Outage Work?
What is the best way to tackle such a comprehensive program? After all, you have 
to walk before you run. In the quick-fix phase, we initially concentrated on the big-
gest problems of our top 25 customers. To do this, we analyzed all of our customers’ 
business-critical systems and documented them in a critical landscape. How impor-
tant was the ICT system to the customer’s business success? And how vulnerable 
was the respective system? By consistently posing and answering questions such as 
these, we were able to prioritize and solve existing quality problems based on the 
respective customer business impact. That is, if an ICT system disruption would 
have serious consequences for a customer’s business success, we took care of this 
issue first. This made it possible for us to quickly improve our level of quality.

Risk categorization was another item on our agenda. We did not want to solve 
problems in a solely reactive way. Instead, with Zero Outage, we wanted to prevent 
problems from arising in the first place. We know that in IT and telecommunications 
– as in many other sectors – there is no such thing as 100-percent stability. But our 
goal was to get as close to perfection as possible. The Quality Roadmap that we 
devised assisted us here. In this roadmap we recorded 280 individual risks in 40 cat-
egories. These included risks such as electricity outages, defective components and 
employee strikes. We then thought about the concrete measures we could take to 
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prevent such problems. This made it possible for us to proactively manage risks that 
threatened the reliability of our services and thus, the IT and telecommunications of 
our customers. 

Quality Is a Management Issue – Day and Night
But even with extensive and careful preventive measures, IT disruptions cannot be 
entirely avoided. So, what happens when an incident does occur? You have to re-
spond immediately and in a deliberate manner to get your customer’s systems up and 
running again as swiftly as possible. This is why we established the Manager-on-
Duty service as an integral part of the program. The Manager on Duty and respective 
teams are available worldwide around the clock, 24 hours a day, 365 days a year. And 
when an incident occurs, they work on the problem until the systems are up-and-
running again. 

One key aspect of this is that a senior manager is always involved; so, decisions 
can be made quickly at the highest level. To ensure that everything works seam-
lessly in the event of an incident, we simulate 500 incidents every year. In these so-
called “fire drills,” our employees practice every process so that in real emergency 
they won’t put a foot wrong.

Interplay between Humans and Technology 
The human factor plays an important role in quality. It is employees who bring qual-
ity to life and actually implement it day after day. Another key element of our Zero 
Outage program has always been our internal Quality Academy, a training program 
for employees that has now expanded to include partners as well. More than 20,000 
employees and nearly 100 top partners and access providers have since been certi-
fied. This ensures a shared understanding of quality and solution know-how at every 
level.

These solutions must naturally also meet the most stringent technical require-
ments. Redundant data center technologies are therefore the infrastructure founda-
tion of Zero Outage. The principle here is that all data and systems are maintained in 
two architecturally identical, but physically separate data centers. If one data center 
experiences an outage – due to force majeure, for example – its “twin” immediately 
jumps into action. This allows us to offer our customers IT availability rates of up to 
99.999 percent – which equates to one potential outage of just a few minutes every 
year. Furthermore, the latest security solutions protect our systems and information 
from unauthorized access by third parties. Finally, the issue of security must go hand 
in hand with high standards of quality. Quality and security together is the prerequi-
site for all cloud and digitalization endeavors.

To sum up: redundant, highly secure technologies, clearly defined processes, and 
qualified personnel are the foundation of Zero Outage. Complemented by preventive 
measures such as the Manager-on-Duty service, the Zero Outage program ensures 
the highest possible quality and availability of our ICT services. This type of program 
is probably unique in the industry. 
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Measurable Success – Multiple Customer Benefits
The success of this concept can be seen in the results of the Zero Outage program at 
T-Systems. Thanks to Zero Outage, we have minimized the quantity of major inci-
dents. Each year we carry out around 315,000 IT changes – with a success rate of 
99.5 percent. And this is reflected in our customer satisfaction rates. We have 
achieved the best scores three years in a row, making us a benchmark for the indus-
try. External experts have also confirmed the Zero Outage principle: in 2015, we 
received the seal of approval from TÜV Rheinland for our quality program.

And every single day we work to improve even more. After all, the Zero Outage 
approach is of fundamental strategic importance for us. It is the basis of our quality 
leadership – and it distinguishes us in the market. It is also the foundation for new 
solutions such as the “Un-outsourcer.” We can offer outsourcing without long con-
tractual commitments and with cancellation rights in the event of dissatisfaction, 
because we are completely confident in our high quality and reliability – and this, 
too, is thanks to Zero Outage.

Setting Standards with Zero Outage
Zero Outage is the central lever for quality on all levels – and it is a standard that can 
be applied to every other industry and company. This is why we want to share our 
experiences with you in this book and explain how Zero Outage works in practice. 
The articles here should help guide you and pave the way for making your own (ICT) 
processes even more reliable and (fail-)safe. In the following chapters, we share our 
key findings in quality management and give you an exclusive insight into Zero 
Outage.

Enjoy the book!
Ferri Abolhassan,
Director Service Transformation Telekom Deutschland
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1Introduction – Zero Outage as a Guiding 
 Principle for IT

“Cheap is cool!” trumpeted a well-known German electrical goods retailer in 2002. 
And this saying has become rather more than a fashionable advertising jingle: it has 
become anchored in the minds of many people, including decision-makers. Its pres-
ence is felt in both our personal and working lives, and since 2007 the global finan-
cial crisis has amplified the concept. Today, throughout the economy and year after 
year, we believe that prices for products and services must fall, and that the same 
profit must be earned with less costs than in the previous year, or – ideally – profit 
must go up while costs go down.

For IT decision-makers – whether as a supplier or within an IT department – this 
model has meant only one thing since the turn of the millennium the best-case fore-
cast for the overall budget is no improvement. This is because cost increases due to 
higher pay, lease prices, energy costs or higher fees for licenses and maintenance 
work must be balanced by greater productivity. Business departments and consumers 
alike have come to assume that enhanced functionality, more resources (in terms of 
storage or processing power, for example) or improved usability can be had at last 
year’s prices – or lower.

But a perfect storm is brewing, since the criticality of IT has increased consistently 
during the past 30 years. Shortcomings in IT quality can have deadly consequences. In 
many areas of modern life, even a temporary IT systems outage can result in severe 
financial losses for the affected companies and facilities, and may even create life-
threatening situations. Every production line is controlled by IT systems: for example, 
complex supply chains in the automotive industry rely on the exchange of information 
and data 24 hours a day to enable real-time collaboration across company boundaries 
and national borders. For key IT systems, a few hours of downtime can bring an entire 
sector’s production chain to a shuddering halt, worldwide. And there is more: all of our 
telecommunications, news, TV, police systems, rescue services, drilling platforms, 
parcel logistics, freight forwarders and ocean freight, retail, and the entire financial 
sector – yes, even the harvesting of sugar beet – are entirely dependent on fully-func-
tional IT systems. These systems must work 24 hours a day, 365 days a year with virtu-
ally no downtime. So, while the need for failure-tolerant IT may not always be im-
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mediately obvious to everybody, it is still a necessity. In the 21st century, a CIO is 
reprimanded if costs are too high, but fired if quality defects are too severe. 

This isn’t news to decision-makers. As a PwC report has shown, a fundamental 
rethink of the CIO role occurred around 2012 (see PwC 2012). Contrary to what some 
might believe – and despite considerable financial pressure and a global economic 
crisis – price was not the most common aspect named as a key selection criterion for 
IT suppliers (58 percent). Instead, CIOs focused on quality (84 percent) (see Fig. 1.1).

1.1 IT Quality – A Success Factor in the Digital Age 

Year after year, IT managers must therefore master the difficult balancing act of in-
creasing the quality they deliver while cutting the costs involved in doing so. At first, 
this seems an insoluble problem: as already mentioned, budget savings achieved by 
falling prices for hardware are typically outweighed by an increased demand for 
resources, higher pay and other costs. The only option, therefore, is to offer improve-
ments in internal processes and organization to deliver better quality despite a shrink-
ing budget. But what exactly does “quality” mean for IT? 

The quality of IT services is very much in the eye of the beholder, i.e., the con-
sumer of these services. In a Zero Outage context, three aspects are of fundamental 
importance here:
1. the stability of the production IT systems currently in use,
2. the reliability of new IT systems in projects and during important delivery, and
3. a visible and professional customer interface.

Fig. 1.1 Which Abilities of an ICT Provider Are Important to IT Responsibles? 
© PwC Group (slightly adapted figure)
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This book takes both a theoretical and practical look at how systematic application 
of the Zero Outage concept can be used to measure and – above all – decisively 
improve these three factors. Interested readers will be shown how a high level of 
customer satisfaction can be achieved even as costs are cut and demand for resourc-
es rises. 

1.2 Zero Outage – A Roadmap for the Future

Zero Outage is not a reinvention of a quality system; it is neither a silver bullet nor 
a buzzword.

Instead, Zero Outage epitomizes the way in which an organization behaves – in 
terms of the systematic and efficient processing of quality-relevant tasks and assign-
ments aimed at a continuous improvement of customer satisfaction.

Therefore, Zero Outage covers operations in telecommunications and IT, the 
delivery of service change requests and projects, as well as optimizations to the 
customer interface and the customer’s perception of the ICT supplier. What’s also 
important is that Zero Outage affects the behavior of each and every member of an 
organization – from senior management downwards. This includes basic behavioral 
patterns such as: 

• a sense of urgency – the ability to act quickly, decisively and effectively in 
critical situations, and with all available resources,

• a readiness to focus on the specifics of a problem, 
• accepting the principle of dual review (“four-eyes principle”) as a prudent 

strategy for customer-relevant changes and
• a proactive approach to systematic prevention.

Alongside technical principles of redundancy, Zero Outage also involves observing 
global process standards for operations and projects. And it also implies a strong 
focus on raising workforce awareness, bolstered by staff training and re-training.

So, Zero Outage is an integrated topic: if quality is to be anchored in a truly sus-
tainable way within the company, it needs to involve every employee at every level 
of the hierarchy. Quality in the sense of satisfied customers – and in the sense of the 
company’s own profitability. But Zero Outage impacts much more than the com-
pany’s own business – it has now also a matter of social responsibility. As the impact 
of faults in communications and IT continues to be felt further afield, customer pa-
tience with such faults wears ever more thin, just as the dependency on error-free IT 
infrastructure continues to rise. In a nutshell, both business and society at large need 
Zero Outage to ensure that fewer system outages occur around the world, with the 
resulting improvements in living standards for everyone. A concerted effort must 
now be made to promote Zero Outage in the enterprise.
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2.1 Organizing IT Services: The Zero Outage Principle

As with any local water or electricity supply, IT is now a basic precondition for 
modern customers, who simply assume that it will be available and working fault-
lessly all the time. The choice of providers is no longer the determining factor, 
since the market offers a comparable set of solutions and services. Accordingly, 
customers do not select a specific product. Instead, they are looking for maximum 
value in terms of quality and reliability. For IT service providers trying to attract 
customers, the ability to offer a high level of quality, even as market prices decline, 
is therefore an increasingly important differentiator. As competition becomes ever 
more international and many companies operate branches all over the world, the 
ability to maintain quality standards across borders also plays a major role. Ide-
ally, customers will want to source all of their global IT services from one and the 
same provider. 

As in any relationship, trust is the cornerstone for building long-term collabora-
tion between customers and their IT partners. To allow this trust to form and develop, 
the IT service provider must be in a position to operate the IT systems reliably over 
an extended period of time. Each fault and outage impacts the trust on which the 
relationship is built. And this is entirely understandable: these incidents affect com-
pany data, sensitive information, the ability of employees to do their work the world 
over – indeed, the very ability of the company to do business. Apart from scalable 
and tailor-made solutions, today’s customers therefore also expect their IT service 
providers to offer the greatest possible level of data protection and safeguarding 
against outages. And the longer the partnership lasts, the more important the aspect 
of reliability becomes: once customers experience stable operations without outages 
for a period of time, this then simply becomes the status quo – and the foundation 
for the customer’s business processes. Email – a typically well-functioning system 
– has become one of the most important components in corporate communications, 
for example, making sudden outages all the more catastrophic. Should the corporate 
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Exchange Server unexpectedly go down, communication throughout the company 
will be massively disrupted. 

IT service providers therefore have the ongoing task of improving their service 
quality and reliability while continuing to cut production costs measurably. Industry 
reports have confirmed this trend: in 2015, for example, the ITSM Group discovered 
that 70 percent of companies with revenue exceeding 50 million euros considered IT 
service quality to be a “consistently critical factor for success” – and this perception 
has been trending upwards since 2007 (see ITSM Group 2015 and Fig. 2.1).

The importance of IT service quality as a critical success factor stems from a 
simple fact: outages cost businesses money. A lot of money. In Europe alone, over 
37 million working hours are lost due to IT outages and data restoration by compa-
nies with over 50 employees. And that’s only the annual figure. Beyond this, longer 
outage periods can threaten the company’s very existence if they happen to impact 
business-critical systems. During the financial crisis, a technical fault meant that 
smaller banks found themselves in serious trouble. At the time, German investors 
were extremely concerned about their portfolios, and these worries had been further 
exacerbated by the Lehman Brothers bankruptcy and the failure of several Icelandic 
banks. And rightly so: having previously attracted German investors with exception-
ally high rates of interest, the banks simply took their online banking offline in 2008, 
denying account holders access to their money. Understandably, this behavior had 
made investors extremely skittish – with fatal consequences for other banks. When 
the online banking service of a U.S. financial service provider went offline for sev-
eral hours due to a simple technical fault, customers panicked. Thinking they would 

Fig. 2.1 In How Far Are Business Processes Dependant on a High and Measurable IT Service 
Quality? © ITSM Group (slightly adapted figure)
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soon lose access to their money, they made withdrawals totaling several hundred 
million dollars – a severe shock to the system for the short-term liquidity of a rela-
tively small bank (see Kasulke 2013a).

2.2 Customers: Optimal Service and Continuous Improvement

So, what tools can we use to positively influence the customer’s subjective opinion? 
What are the aspects that build trust in a business relationship? From the customer’s 
point of view, (the subjective perception of) service quality depends on the long-term 
fulfillment of certain criteria (see Kasulke 2014): 

• Reliability: Stability of important systems should be optimal and serious 
outages should never occur. Also, the customer expects the service provider 
to reliably comply with change requests, guaranteed delivery dates and 
project costs.

• Credibility: Credibility is fostered by clear communication and reporting in 
a language the customer understands. Even if a fault occurs, IT service 
providers give points for explicit and – above all – rapid action. 

• Flexibility: In the event of new or changing requirements, a flexible attitude 
works wonders to boost customer confidence.

• Competence: Compliance with service level agreements (SLAs) is a basic 
and essential principle. And the IT service provider should not just respond 
passively to the customer, but also advise proactively on technical develop-
ments.

• Understanding: IT service providers show understanding by displaying 
knowledge of the customer’s industry and how it is enabled by IT.

• Security: Observe the standards necessary to ensure a high level of security 
and all legal requirements. By employing reliable staff, IT service providers 
also demonstrate their team-building skills and the efficiency of their 
business.

• Contact: Providing responsive and friendly advice helps the IT service 
provider to build confidence in the business relationship.

As stated above, this is an area where service quality should measurably increase 
over time while production costs fall. 

2.3 Problems Encountered in Practice

In order to guarantee quality and reliability, it helps to be aware of typical issues, so 
that these can then be readily identified and resolved. In practice, systematic prob-
lems often go unnoticed for a long time, i.e., they are treated as isolated incidents by 
the supplier and initially tolerated by the customer as “freak accidents” or isolated 
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faults. Only when a spate of problems occurs over a shorter time frame are matters 
then escalated via the customer executive or CIO, who must now also face the con-
certed criticism of their own departments. The root causes to such problems are often 
to be found on both sides – supplier and customer – and can be subdivided into three 
categories: problems in project planning, problems in the provisioning of opera-
tional services, and problems at the interface between the customer and the supplier.

2.3.1 Problems in Project Planning 

This challenge is well illustrated by a real example. A few years ago, a company 
started a major project. The intention was to replace the entire legacy IT backend 
with a modern and totally new IT environment. For economic reasons, and the fact 
that the in-house IT unit comprised just under 100 employees, the project was too 
big to be handled in Germany. The new development was then launched with 300 
additional staff members from an Indian software company. At the same time, con-
struction had just started across the road on a new multi-storey office building with 
underground parking. What did these two projects have in common? One simple fact: 
the sign providing information about the new construction gave almost the same 
completion date as was announced for the major IT project. To cut a long story short: 
while the office building was completed on the stated date, IT management faced the 
unwelcome task of communicating a delay of several years, together with a new 
project plan. Of course, people have been building houses for thousands of years – 
and IT solutions only for a few decades.

Apart from personal experience, many analysts have offered reasons why projects 
fail, exceed budgets, or are finished with significant delays. Some of the most com-
mon causes include:

• Poor project preparation: There are many examples of substandard project 
preparation. A vague definition of what should be delivered, the concrete 
expectations and requirements of the client, or the acceptance criteria that 
must be satisfied. On the client side in particular, there is often a lack of 
understanding about the very real need for client involvement in a project. 
This leads to numerous change requests during the course of the project, 
with associated delays and unplanned cost overruns. To make a comparison 
with our construction project example: if the client were suddenly to decide, 
half-way through the project, that eight storeys are needed instead of four, 
this would incur huge additional costs and could even require demolition and 
re-build. Precise formulation of requirements and objectives is therefore 
essential before the project starts. In an IT context, however, it is often the 
case that the client has not properly thought through even the most basic 
requirements beforehand. Here, the IT service provider must use a structured 
set of questions to exclude as many errors as possible well in advance and 
ensure that project preparation is optimal. 

• Poor project management: Like any other trade, project management 
consists largely of skills that must be learned. Thanks to the use of standards 
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such as PMI or PRINCE2 (see Chapter 3), the average level of training 
possessed by project managers has improved significantly over the last ten 
years. In complex and large-scale projects, however, hands-on project 
management must be supplemented by a high degree of professional commu-
nication, leadership skills and stakeholder management. And since experi-
enced senior project managers are scarce in most companies, the deployment 
of less experienced colleagues often leads to errors in project execution.

• Overly optimistic assumptions: Typically, important projects start as 
top-down initiatives led by the company’s executive management, with the 
aim to make change happen. Critical voices inside the company are dis-
missed as doubters or blockers, and the risks they articulate are swept aside 
in order to start the project quickly. The result is an overloading of the staff 
and a failure to manage risks. The project therefore starts with undue 
optimism and later becomes bogged down in reality. 

• Excessive demands on the team/complexity exceeds ability: In the example 
above, the situation quite simply asked too much of the client’s company, 
since none of those involved had ever worked on a project of this magnitude 
and complexity. New and specific processes had to be implemented, and new 
tools had to be procured in order to manage the sheer size of the undertaking 
– plus, the overall planning itself was several degrees more complex than 
any prior project. The level of professionalism – and thus of reliability – 
shown in project handling depends on employees’ experience. 

• Poor communication: Projects are dependent on continuous, uninterrupted 
communication, and stakeholder involvement is crucial, since change is 
constant. If this communication is disrupted in any way, for example 
between the client and contractor or between project management and 
technical implementation, then difficulties will develop quickly. And even 
where virtual teamwork is going well, it is recommended to locate all of the 
project team in the same physical space during critical phases, since informal 
communication can be also a crucial success factor.

• Changes in the project environment: If changes in the company manage-
ment occur at the client, for example, these often result in changes to strategy 
and prioritization. Also, where projects are set to run for over two years, 
there is a risk that changes in the client’s competitive environment cause 
changes in project deliverables, which may have a negative effect on 
delivery and costs. 

From a customer perspective, operational incidents are even worse than project de-
lays. What are the typical causes?

2.3.2 Problems in the Provisioning of Operational Services

In almost all branches of industry, a company’s most basic processes are dependent 
on communications and IT. There is no practical way to work around an operational 
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incident in an ERP system with manual methods and processes. Within a short space 
of time – often a few minutes, at most a few hours – the customer’s business will be 
at a standstill. Company employees will be sent home and customers will be left high 
and dry. This not only causes large-scale losses but, depending on the outage sever-
ity, can also lead to a massive loss of reputation for the customer – and then (if not 
earlier) an escalation towards the service provider. 

One well-known example from Germany is the outage faced by Sky Go viewers 
in November 2014, where a server problem – possibly caused by a cyberattack – 
prevented these pay TV customers from watching the Champions League match 
between Schalke 04 and FC Bayern Munich. Or we could recount the story of the 
stock exchange going offline in Mumbai, India, in July 2014, when network failures 
resulted in severe financial losses and claims for compensation – and a significant 
loss of reputation for the provider HCL.

Extensive root cause analysis conducted on past faults and outages has shown that 
the typical causes for operational incidents can be categorized into three groups: 
people, processes and platforms (3Ps).

1. Human errors: people
The vast majority of serious faults affecting the operation of mission-critical systems 
can be traced to human error. Indeed, critical systems can now be given safeguards 
that make a fault extraordinarily unlikely – as long as a human does not commit a 
serious error. We can use an example to illustrate this point. 

A large corporation suffered a severe service disruption affecting all of its custom-
ers in Austria, after the connection between its two data centers in Vienna was dis-
rupted for a period of about eight hours. The cause was found to be a defective cable 
running between these centers, which had been gnawed to pieces by rodents. While 
this doesn’t sound like a case of human error just yet, the devil is – famously – in the 
details. There were of course two cables running between the data centers. But the 
failover to the backup connection had not been triggered since the wrong firmware 
version was installed on the all-important routers. To make matters worse, the 
failover process had not been tested for some time and a more recent firmware ver-
sion had not been installed, although it was available and would have rendered the 
error visible. In addition, the cable ran over the Danube with an increased risk of 
rodent damage, but the cable was ordered without specifying steel jacketing. Last 
but not least, the fault occurred at night. If all of the staff in monitoring, technical 
troubleshooting and management had estimated the criticality of a possible cable 
failure correctly, the effect on customers could have been minimized and the fault 
could at least have been fixed before the next working day. In summary then, a cas-
cade of human errors transformed a simple technical fault into a major outage for the 
company.

2. Process errors: processes
Process descriptions are either unclear or incomplete or old. Since the introduction 
of ITIL (see Chapter 3) and its provision of standardization and full descriptions 
of routine processes in IT, problems with patchy process descriptions have now 
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become something of a rarity. Much more frequent, however, are overly abstract 
process descriptions that offer little to no guidance on how the tools and system 
environment should be handled in practice. Other common problems occur when 
company – or departmental – boundaries are crossed. Overlap or inconsistency in 
responsibilities can lead to situations where everyone is expecting someone else 
to step in, resulting in a service disruption. Here, too, we can use another real-world 
example.

A customer ordered a bandwidth upgrade from a service provider. In technical 
terms, this meant activating a new, higher-bandwidth line and deactivating the old 
connection. This process involved the constant crossing-over of department bound-
aries but, the two technical operations had no process continuity and their timing was 
not synchronized. As a result, the old, low-bandwidth line was deactivated first and 
the new connection was only activated later as part of incident processing, with 
catastrophic results for the customer: multiple total failures relating to WAN use, i.e., 
in the network connections between the company’s sites.

3. Technical errors: platforms
As has been mentioned above, technical errors are only rarely the cause of faults in 
systems with multiple safeguards. However, these should not be underestimated. 
Modern systems and telecommunications networks are designed with multiple re-
dundancy. In the event of a power supply unit (PSU) defect, for example, a second 
PSU will take over. The same applies to storage to prevent total drive failure. There 
are redundant servers, network connections at all layers and other precautions. The 
probability that both components fail simultaneously is very low indeed. Additional 
redundancy at a higher level acts to further minimize the risk. This can take the form 
of a second active and fully specified server in another data center, for example. 
Despite all of these safety measures, however, technical faults cannot always be 
avoided, especially in cases where redundancy itself – i.e., component incompatibil-
ity – is the source of the problem. Or if a component malfunction occurs only spo-
radically or in one particular area, generating a “flapping” scenario. Here, service 
can be disrupted by rapid, uncontrolled activation and deactivation of the failover. 
For network operations in particular, this kind of malfunction is critical, since all of 
the downstream services and applications will also fail.

Other frequent sources of error include defective firmware, outdated hardware 
(networking is a prime candidate here), substandard monitoring that does not offer 
an end-to-end view, and too much complexity due to the coexistence of heteroge-
neous technology and version levels. Firmware in active network components is an 
especially critical factor for example. In large networks, a common problem is that 
the failover is set up correctly – so that a second component will take over from a 
failed first component – but certain firmware versions in certain configurations then 
cause a system-wide failure. In this situation, the backup component either fails to 
handle the workload, or is so disrupted by the defective component that network 
traffic effectively ceases. This is an especially insidious problem, since not all pos-
sible eventualities can be tested. Furthermore, network outages usually have fatal 
consequences for the vast majority of services.
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2.3.3 Problems at the Interface between the Customer 
and the Supplier

Good customer communication is crucial for success – particularly in critical situa-
tions. Yet this is also precisely where misunderstandings can occur that lead to major 
service faults even if the supplier is meeting its SLAs. Satisfaction – and its flip side, 
dissatisfaction – is ultimately a subjective metric.

Here, employees function as intermediaries between the two companies: internal 
processes must ensure that they receive information quickly and can prepare it for 
use by the customer. In large enterprises with a number of production units and 
complex supply chains, however, these processes can be error-prone and time-con-
suming. Yet the smooth flow of information between operations staff and the service 
delivery managers is critical for ensuring visibility by the customer, and thus for the 
provider’s overall credibility. 

Another major source of problems is a lack of access to information from the 
customer’s environment. Service delivery managers are often expected to know the 
customer’s back-end systems – and the roles of the various systems and connections 
– in detail, and to provide quick and accurate trouble-shooting during a fault situa-
tion. They should also be aware of new customer ideas or priorities early enough to 
translate these into solutions. In a conflict situation, service delivery managers must 
represent the interests of the contractor whilst, as the customer’s representative at the 
same time, ensure an adequate level of service provision from their own units and 
escalate delivery grievances internally.

The total sum of these and many other tasks such as submitting change requests, 
offering new services to the customer, or providing consulting services, can place 
excessive demands on managers, or result in highly complex job roles for which very 
few staff members are suited. As a result, important activities are either sidelined or 
poorly executed, and a gap opens up between contractor and client. Over time this 
can widen into a breakdown of critical proportions in the relationship between the 
two companies.



3ISO, ITIL & Co. – A Baseline and 
 Orientation How-To

How can we guarantee the level of service quality for customers described in the 
previous chapter and avoid crises? Which existing guidelines are referenced by Zero 
Outage? And what is the starting point for establishing a zero-defect culture in an IT 
service company?

A sensible and logical first step to define a mutually agreed and auditable overall 
framework is to base quality on existing standards. This chapter briefly discusses 
several such standards and offers suggestions for business practice. Later sections of 
this book then address these in greater detail, in terms of their role in Zero Outage.

3.1 A Brief Overview of Recognized Guidelines and Standards

3.1.1 International Organization for Standardization (ISO)

ISO standards are published by the International Organization for Standardization 
(ISO), an independent organization with member bodies in over 160 countries. The 
basic idea behind the work of ISO is to create internationally recognized standards 
for safety and compliance that certify companies on the basis of their internal man-
agement and safety processes. The core is formed by a series of best practice frame-
works, which reference a very wide range of sectors, including IT quality, water 
utilities, food production and sustainable development. ISO-certified companies 
obtain documented proof of the safety, reliability and high level of quality achieved 
by their products and services.

Two possible routes are open to any company wishing to obtain certification. The 
first – and hardest – route is to read and digest the standard reference works and then 
transitioning the company as an independent project. But this can be daunting if 
managers lack experience in the field: even the terminology used can be unclear for 
the newcomer. This approach is therefore time-consuming and expensive and offers 
no guarantee of a satisfactory end result. 

S. Kasulke, J. Bensch, Zero Outage, 
DOI 10.1007/978-3-319-53739-9_3, © Springer International Publishing AG 2017 
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The second approach is to attend workshops run by accredited inspection bodies 
or management consultants, and then commission specialists to implement within 
the company. Whilst more costly initially, it is more results-focused and ultimately 
more cost-effective, as it avoids any risks of misinterpreting the subject matter. ISO 
auditors themselves are not allowed to provide consulting services. Whichever route 
is taken, a company makes a formal application to a certification body when confi-
dent of passing a certification audit. These audits assess company compliance with 
the standard. Pre-assessment audits can also be organized. Here, the company pro-
vides a list of parameters not yet audit-ready, which auditors either focus on or ignore 
for the purposes of this audit. These audits are also limited in terms of depth and 
scope. A pre-assessment audit should take less than three days, for example, or there 
could be a suspicion that the auditors are playing a consultant role. The goal is a 
one-day audit. At the end of the day, the company receives a cost estimate based on 
company size, number of employees, presence of an internal research and develop-
ment unit, etc. If the company accepts the quote, the actual audit then follows with-
in a specified period of time. 

Once a company is certified, the certification is valid for three years. A re-certifi-
cation audit is then carried out. After the first audit, two follow-up audits plus recur-
ring surveillance audits are performed to verify that compliance with the standards 
is being maintained.

Details of the various standards (ISO 9000, ISO 9001, ISO 20000 and ISO 27001) 
are provided in the Annex.

3.1.2 IT Infrastructure Library (ITIL)

ITIL is a widely used best practice framework whose level of acceptance has made 
it the de facto standard in its field. ITIL is a five-book compendium defining the 
ideal approach towards managing IT operations. Initially developed in the 1980s, 
ITIL was first published by the UK Office of Government Commerce (OGC), a 
 British government agency.
The individual volumes are:

• service strategy (SS)
• service design (SD)
• service transition (ST)
• service operation (SO)
• continual service improvement (CSI)

Each book illuminates an area of service management in an IT context.
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Service strategy addresses the necessity for IT service providers to prepare for the 
eventuality that they can be undercut by other providers offering cheaper and/or more 
efficient services. Providers therefore need to continuously improve their competi-
tiveness and scrutinize their own performance as an ongoing process. service design 
addresses the product portfolio of individual clients while service transition then 
looks at the task of implementing business requirements as IT services. Service op-
eration focuses on avoiding disruptions to process flow after service roll-out, while 
the continual service improvement volume offers an overarching view of the con-
tinuous optimization of products, service provision, quality and processes. 

As Fig. 3.1 shows, the separate volumes collectively form a coherent, self-con-
tained framework that offers an excellent foundation for companies looking into 
redesigning their own IT to be more efficient. At this point, it should be mentioned 
that ITIL is intended to act as a valuable reference and does not claim to be the de-

Fig. 3.1 ITIL Life Cycle   
© Itil V3 Volume 1 (slightly adapted figure)
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finitive guide to service management. Nor should ITIL be viewed too literally. The 
contents of its books must always be interpreted within the context of the company. 
Implementing it to the letter is often impossible or even harmful for the enterprise 
concerned. The standardized processes offered by ITIL are also not sufficient for 
obtaining the required ISO 20000 certification (see Schiefer et al. 2008, and the An-
nex). Although purchasing the documentation is itself a minor expense, the volumes 
have one important shortcoming: they describe only the “what”, not the “how” – 
primarily because ITIL aims to be of use to many different enterprises and therefore 
offers industry-neutral guidance. Transitioning the IT departments and acquiring the 
know-how to do so must be handled by the company itself or commissioned from an 
external partner, which can be an expensive business (see Stych et al. 2008). Also 
worthy of consideration is “that company and IT management […] [need to] ensure, 
first, that compliance and performance are tailored to modified general regulatory 
and economic conditions and, second, that continuous and continual improvement 
optimize the company’s competitive standing” (Fröhlich et al. 2007).

Unlike ISO certification, for example, there is no recognized quality standard 
associated with ITIL, which therefore makes it less useful for external communica-
tion. Instead, ITIL provides practice-focused guidance that is extremely helpful in 
optimizing internal IT operations. Details of the various volumes and processes are 
provided in the Annex to this book.

3.1.3 Capability Maturity Model Integration (CMMI) 

CMMI supports the development of products and processes by assigning these to 
various “capability levels” that describe the degrees of maturity. This enables iden-
tification of those products and processes where development is still required. CMMI 
is a universal standard that can be applied to any company operating according to 
ISO/IEC 15504, and enables comparisons to be made both between products and 
processes within a company and between one or more other companies. 

CMMI uses a cascading system of ascending maturity to define the following five 
capability levels:

• 1 Initial: Processes are neither coordinated nor defined. The company has no 
overall business plan and success depends on individual factors such as 
employees happening to have certain skills or abilities.

• 2 Managed: Processes are planned, controlled and assigned resources.
• 3 Defined: Processes are standardized; standards are documented in writing 

before rollout, and compliance with these standards is monitored. Process 
design is in itself a continuous process.

• 4 Quantitatively managed: Statistical methods are used to control processes. 
Quality, performance, efficiency, and effectiveness is managed.

• 5 Optimizing: The statistical data obtained are fed into deviation analysis 
used to drive long-term process optimization.
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A continuous data display format is also used, although only the cascading maturity 
system is used for certification and definition of a CMMI level. Assigning and con-
firming a level for an organization involves a highly detailed assessment stage, in 
which all aspects of each process area are investigated for a corresponding level of 
maturity. This investigation requires fully documented results to be presented from 
the affected organizational units and the relevant projects. These are collected in 
interviews and from document analysis in a process that typically takes several 
weeks. Any critical deviation is an obstacle to certification. The official assignment 
of the CMMI level is made solely by persons authorized by the Software Engineering 
Institute (SEI). The SEI is the R&D unit at Carnegie Mellon University in Pittsburgh 
(Pennsylvania, USA) originally responsible for developing CMMI. Development 
work is now handled by the new CMMI Institute.

3.1.4 Lean Management and Six Sigma

As the name suggests, Lean Management is a management style characterized by 
streamlined, optimized processes and high efficiency. Various production methods, 
such as Henry Ford’s continuous flow, Ohno’s Kanban system at Toyota or the fa-
miliar Deming cycle (Plan-Do-Check-Act) were investigated by researchers at the 
Massachusetts Institute of Technology (MIT). The results were then used to derive 
the theory of Lean Management (see Gorecki et al. 2014).

Lean Management aims to provide a solution for the following: “The wastage of 
resources due to activities that do not create value, the simplification of processes 
and workflows, and [...] continuous [...] improvement” (see Gorecki et al. 2014).

The successes – both potential and actual – attributable to Lean Management 
include: 

• “Reducing inventories (semi-finished goods, finished goods) by over 50%,
• adjusting lead times to customer requirements,
• substantial improvements to product/service quality,
• reductions in rejects and defects in production,
• increasing customer and employee satisfaction,
• significant improvement to financial key figures, such as return on invest-

ment” (Gorecki et al. 2014).

To resolve the triple challenge in production and service management of balancing 
the competing factors of product quality, lead time and cost, the “elimination of 
waste” should be looked at in greater detail (see Gorecki et al. 2014). “From the 
customer’s perspective, wastage is anything that makes no contribution to value. 
Wastefulness (‘muda’ in Japanese) is a key concept in Lean Management” (see 
Gorecki et al. 2014). 

Lean Management follows five principles to achieve its goals:
• “Precise description of the value of the product or service. The value of a 

product or a service is defined solely from the customer’s perspective. For 
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companies that want to realize Lean Management, the customers’ require-
ments and their ‘appreciation’ of products or product properties are therefore 
given the highest priority.

• Identification of the value stream of the product or service. This refers not 
only to the internal supply chain, i.e., the value creation process flow within 
the company, but also to the overall network of companies (suppliers, 
suppliers of the suppliers, etc.) that is responsible for the manufacturing of 
an end product (external supply chain). All activities (whether value-creating 
or not) form part of the value stream and are thus a part of Lean Manage-
ment.

• Flow of value without interruption. This lean principle calls for a value 
creation process that is not interrupted by the storage of intermediate and end 
products or idle time in the production process. This principle is the most 
difficult to apply, since the batch-driven processing of interim steps (batch 
manufacturing) seems to be a kind of unwritten law in human labor that 
yields only reluctantly to the value flow principle.

• Pull of the value by the customer. In accordance with this principle, the value 
stream is not set in motion by the planning process at the manufacturing 
company but by requirements or demand at the (end) customer. By applying 
the principle, production occurs only when products or services are required.

• Striving for perfection. Just as learning never ceases in our knowledge-based 
society, so too is Lean Management a never-ending task. The implementation 
of the flow and pull principles can always be improved, and even companies 
such as Toyota, which started putting Lean Management into practice over 
50 years ago, continue to strive towards perfection” (Gorecki et al. 2014).

In the ICT industry, the primary goal when applying this methodology is to identify 
activities and process steps that waste time and should therefore be optimized ac-
cordingly. As one example, the periods of time in which employees typically wait 
for a backup to finish as part of a software upgrade could be usefully spent in plan-
ning a new task. 

Six Sigma is a methodology that draws on the application of statistical and ana-
lytical methods to improve processes and process output. These are precisely the 
aspects in which it differs from other process optimization models: it is mathemati-
cally based and represents every process as a mathematical function. 

Six Sigma consists of five phases, termed the “DMAIC cycle”:
• Define: What is the problem?
• Measure: How can it be measured?
• Analyze: What are the causes?
• Improve: How can it be eliminated?
• Control: How can I avoid this problem in the future?

Application of this methodology always involves the assumption that there is a 
problem to fix or a situation that is to be improved. Accordingly, the first step is to 
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analyze the genesis and type of problems that occur to then eliminate them in a tar-
geted and controlled manner (see SixSigma 2015).

While Six Sigma is conventionally applied to the optimization of production pro-
cesses in manufacturing, its methodology of identifying the right key figures for 
control and for measurement of the same is also very applicable to the ICT industry. 
As one example, measuring the time taken for each process step is an indispensable 
part of being able to control productivity. In this way, starting values can be identified 
for process chains and then be improved in a targeted manner by comparisons between 
separate organizations, with customer requirements or the latest benchmark. The 
underlying premise here is always to achieve no less – but also no more – than 100 per-
cent of the stated objective. Further details, covering rollout in the enterprise, oppor-
tunities for skills training, and the Lean Six Sigma variant, can be found in the Annex.

3.1.5 Project Standards

Following the presentation of the various general enterprise standards and frameworks 
above, the next sections now turn to look at standards used in project management. 

A project is created at the moment in which a company decides to take some sort 
of action: to implement an idea, to develop something new, or to make an improve-
ment. This project is assigned to employees and the whole undertaking is given an 
entrepreneurial structure. In this way, the same kind of structures are generated 
within the project as are found in company hierarchies: with one or more managers 
at the top management level and staff members executing the project in their various 
roles. Depending on the project size, additional management functions may be add-
ed underneath the top management layer – such as for heads of department or team 
leaders. The project standards below are intended to show how projects can be orga-
nized to be target-oriented, controlled and coordinated. They are therefore recom-
mended as a guidance.

3.1.5.1 PRINCE2
PRINCE2 is a tool for ensuring that projects are managed in a coordinated and ef-
ficient manner. Written out, the acronym expands to “PRojects IN a Controlled 
Environment”. This project standard was established by the Office of Government 
Commerce (OGC), a UK government agency, and continues to be maintained and 
further developed by this body. It has been deployed in over 56 countries and is a 
familiar concept in many companies worldwide. The standard has existed since 
1989. In 2005/2006, the revised version PRINCE2 was published, and this was again 
revised – and simplified – in 2009. Since the underlying structure remained the same, 
however, the name was not changed to PRINCE3 (see Beims et al. 2015). 

PRINCE2 is used to handle parts of project preparation, the project start, comple-
tion, and a coordinated end to the project (see Ebel 2011). Further details on the 
structure of the standard are provided in the Annex to this book.
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3.1.5.2 PMI
The PMI (Project Management Institute) has been responsible for the world’s leading 
standards in project management. “PMI is the largest international industry associa-
tion for project management […] [with] over 640,000 project management profes-
sionals (PMP) worldwide (approx. 12,000 in Germany)” (Kayenta 2015). “PMI 
global standards provide guidelines, rules and characteristics for project, program 
and portfolio management. These standards are widely accepted and, when consis-
tently applied, they help you, your global peers and your organization to achieve 
professional excellence” (PMI 2014).

PMI standards have the advantage of being industry- and market-neutral, and can 
also be used independently from the user’s educational background. Anyone can gain 
certification. The standards are clearly formulated to be understandable for any user 
– economists, IT professionals, and career changers alike. Annual surveys among 
project managers on day-to-day work, changing requirements and practical know-
how ensure that PMI is a self-learning and continuously improving product. Here 
too, the focus is squarely on best practice – in the sense of a guideline by project 
managers for project managers (see PMI 2014).

3.2 Practical Applicability of the Standards

Working according to defined standards is a key criterion for Zero Outage. To deter-
mine which of the frameworks described is most applicable, the first step should be 
to assess the expected benefit for the company along the following lines: 

• What goals are pursued by the environment? What do suppliers and custom-
ers expect from the company in terms of quality? How is the competition 
positioned?

• Which (technical and business) goals are pursued by the company? How 
does the company view quality as contributing to business performance?

3.2.1 Considering the Environment

Let us look at the first question: the environmental analysis. Our environment 
will generally affect the actions we take, since we must either respond to the 
needs and activities of our environment or – ideally – should be prepared to handle 
them. Caution is advisable in internal quality management when suppliers or cus-
tomers become involved in processes: to ensure that integration proceeds as 
smoothly as possible, the analysis should already have considered the issue of 
compatibility.

What relationships and factors are in play between suppliers, customers and the 
current competitive situation? 
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Supplier Relationships
What is the structure and scope of the portfolio offered to us by our suppliers? What 
is the priority – low price or service quality? Obtaining an accurate evaluation of 
suppliers is a key factor for designing the company’s internal quality processes, the 
selection of suitable methods and the integration of suppliers into processes and in-
ternal quality assurance. ITIL offers a number of options for this task.

Customer Relationships
The three crucial questions are: what do our customers require of us, what do they 
get from us in real terms, and what are we prepared to give them? 

First, we need to understand our customers to compare their expectations with 
what we are offering. Six Sigma vividly describes this as the “voice of the customer”. 
And this is the entire point: our opinion of what the customer wants is not the decisive 
factor. Instead, we need to listen and give clear feedback about what we can provide. 
What we offer must meet the customer’s demands. It doesn’t necessarily have to 
improve on them, but must never fall beneath this standard. Why? To put it simply, 
customers are always mindful of the price that they are prepared to pay – and for 
quality in particular. If we exceed requirements, we may be too expensive. If we set 
our bar for quality and effort too low, our prices will be attractive generally, but we 
will fail to meet the customer’s standards.

The Six Sigma methodology and toolbox is the reference work of choice for ana-
lyzing customer relationships, and for choosing an appropriate orientation and con-
trol system for quality production.

Competition
When analyzing the competition, studying and identifying market trends is essential 
for ensuring that our next steps can be planned accurately. Offers already present on 
the market must be compared with internal performance and the differences be es-
tablished clearly. Only in this manner can we find out whether our own products and 
services match market requirements – and can perhaps even be identified as key 
differentiators. CMMI can be used to assess the maturity of existing products at this 
stage to highlight possible further actions that can be taken. Awareness of the condi-
tions governing the competition is also important, e.g., the required ISO standards, 
competitor certification, and what counts as industry best practice. Consolidating this 
information enables the definition of the company’s competitive position and a target 
position, and the creation of an action plan.

3.2.2 Identifying Internal Motivators

Now, to the second question: what are the (technical and business) goals we pursue? 
How do we view quality as contributing to the company as a whole? Achieving 
compliance with a standard for the sake of compliance is not a path to quality. If we 
want change, we need to choose and formulate our goals wisely and tailor them to 
the current market situation. Indeed, we position ourselves with our goals: we can 
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choose to meet or even exceed the needs of our customers for example, and we can 
operate at the conventional level of technical expertise or set our sights on staying 
ahead of the market.

While this course of action determines the general approach to follow, it must 
subsequently be reviewed from a business perspective as well. This is because qual-
ity initially involves costs. But Zero Outage in particular attempts to improve effi-
ciency by utilizing standards, thus leading to cost reductions. Expenses and expected 
results must therefore be weighed up from an entrepreneurial perspective. 

3.2.3 Choosing the Right Strategy

After proper consideration of the general conditions and the identification of internal 
motivators, the next step is to draw up a list of priorities and implement the project. 
At this stage, the results of individual analyses must be seen as pieces of a puzzle 
that must now be put together to form an overall picture. 

It is not necessary to apply every single method religiously. Instead, the correct 
pieces must be identified for our own company and be placed into position in the 
final puzzle. The aim should be to bring together the standards and tools from the 
various frameworks that best fit together – even in a modified form if necessary. 
Absolute 100 percent adherence to a standard is sensible only if this is expressly 
called for. If not, then one should pick out the parts that are most useful and integrate 
these according to our own needs. 



4Focus on Quality – Trends and the Realities 
of Business 

Now that we have looked at the various standards and frameworks, we can turn to 
the question of where the future is taking us in terms of quality. How do companies 
position themselves strategically for the future? Various studies, analysts’ assess-
ments and publications from well-known companies and stakeholders with a prac-
tical interest in these matters have pointed out significant trends in the role and 
significance of quality. But where in the day-to-day operation and organizational 
structure of the ICT provider should the increased importance of quality be re-
flected?

4.1 Studies Show: Quality Is the Key

A number of insightful studies have been published on this subject. 
For its IT Sourcing Study in 2015, PricewaterhouseCoopers (PwC) interviewed 

over 50 IT outsourcing service providers with a significant market share in the 
DACH region (Germany, Austria, Switzerland) and the Netherlands. More than two 
out of three respondents said that the quality of services would be a decisive crite-
rion in their choice of suppliers in future tenders (see PwC 2015). This concurs with 
an earlier IT sourcing study which asked customers which characteristics they con-
sidered particularly important in an IT service provider. Again, quality was men-
tioned as the number one criterion – even before price (see PwC 2012).

In mid-2015, the Information Services Group (ISG) carried out a study for 
 T-Systems that looked at what motivated decision-makers when selecting suppliers. 
“For 97 percent of companies, IT quality is now either ‘highly’ or even ‘very highly’ 
critical to the success of individual business processes” (ISG 2015). But is quality 
really a purchasing criterion? “98 percent of respondents said that IT quality was 
‘very often’ or ‘always’ a factor in the company’s decision-making process. General 
performance (including the stability of processes and reliability of services) and 
previous references were other important factors“ (ISG 2015). 

S. Kasulke, J. Bensch, Zero Outage, 
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In a 2015 study about IT trends, Capgemini confirmed the continued growth in 
the use of internal corporate clouds and in the demand for near real-time scalability 
of ordered services. The subject of security is becoming an increasingly important 
part of strategies for safeguarding business processes and protecting against indus-
trial espionage. This is not least because system networking, as used in digital supply 
chains and supplier management, for example, is on the increase (see Capgemini 
2015). As security cannot be achieved without very high quality standards, this 
study’s findings also confirm the importance of quality. 

All of these studies pointed out the need to make quality a priority.

4.2 Running a Business: Seeing the Big Picture

The logical consequence of the tremendous importance that customers attach to qual-
ity when selecting a supplier is that quality should be a central theme of the business 
and not just a matter for project management or new business development. Seeing 
the big picture is extremely important to businesses who want to be market leaders. 
But how can an ICT provider ensure that quality is an integral part of day-to-day 
operations?

4.2.1 Focusing on Solutions That Work Long-Term

Disruptions can have unacceptable consequences for your customers’ daily opera-
tions. They mean extra work, delays, and maybe even outages. That’s why it is so 
important to learn from previous disruptions – to prevent them from occurring again. 
And because architectures are becoming increasingly complex and efficiency im-
provements are constantly being required, companies should have a problem man-
agement system in place. This will then not only look for a permanent solution to the 
disruption, but will also document workarounds that can be used in the interim. What 
is more, it will reduce recovery times dramatically should the problem ever reoccur. 
The Materna Monitor has reported an increasing focus on problem management and 
emphasizes the importance of deploying resources wisely and sticking to the rules 
(see Görgen 2015).

4.2.2 Thinking End-to-End

Thinking end-to-end about something means going back one step at a time to gain a 
broader perspective. The following example shows how this works. 

When an ICT service provider manages a system for a customer and wants to 
deliver maximum quality, it must also understand what the consequences of a system 
failure would be in a broader context. To do this, the service provider must under-
stand the big picture. This means, for example, being aware of other systems (cur-
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rently not affected) being managed for the same customer. Some of them will be 
interacting with the first system, and some of these linked systems might even be 
administered by the customer himself. It should be clear, therefore, that the systems 
managed by the provider are not the only ones involved in the day-to-day running of 
operations, because there are also other systems that are operated by the customer. 
Or the line that links the systems was sold and installed by the provider as part of the 
deal, but it may be operated by a supplier. Therefore, the provider should define all 
processes in cooperation with his supplier. 

This example is typical of a wide range of systems and services. Therefore, a 
“landscape” should be created containing all existing components from the cus-
tomer right through to suppliers. Although this is still in its infancy, there is a notice-
able trend towards the creation of landscapes. Since sourcing strategies are becoming 
increasingly complex, responsibilities are shared by different partners. And if the aim 
is to achieve the highest standards of quality, these partners need to collaborate ef-
fectively. Ultimately, the customer expects a top-quality product at all times because 
that is what he is paying for.

4.3 In the Organization: Putting Quality on the Right Footing

Now that we have looked at the studies and the changes in the way businesses are 
run, we can take a closer look at how quality is achieved, and how the process should 
be organized and defined. 

4.3.1 Prioritizing Quality – Giving It More Importance 
in  Operations

More and more companies are using and applying the frameworks and standards 
discussed in this book. There is evidence that quality management is becoming an 
increasingly important part of operating activities in IT and telecommunication com-
panies. But simply offering advice on the subject is not enough. Quality needs to 
become a major concern for the organization. And it needs to be championed at an 
appropriate level within the organization’s hierarchy, with senior management play-
ing a coordinating role. Typical of such an approach would be the active management 
of disruptions. To deal with service outages that affect more than one user, a cross-
departmental approach is advisable – one that is on the same hierarchical level as the 
production unit in order to execute and monitor the processes.

4.3.2 Broadening the Definition – Establishing Quality Internally

Customers place particular demands on the services provided by their suppliers. 
Quality is therefore defined by what the customer expects. The increasing market 
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penetration of cloud services, digital processes, shared platforms and more has had 
the effect of drawing greater attention to the issue of security. 

Security contributes substantially to the customers’ perception of their providers’ 
quality. A solid, proven security strategy as an expression of the supplier’s quality 
focus has an equally positive effect on the customer’s success as a company. Some 
vendors have already acknowledged these customer concerns and feel duty bound to 
meet them. It is not unusual for vendors to adjust their own organizational structures 
to meet these requirements by, for example, setting up their own cross-organization 
security units.

4.3.3 Thinking ahead – Creating Alliances

The move towards end-to-end thinking is also reflected in the way the quality func-
tion is organized. Recently, companies within the same industries have joined forces 
to provide their customers with even better quality and greater efficiency. Here, 
service providers and partners communicate with the customer and with their sup-
pliers. The different areas of expertise and strengths that each member brings can 
deliver a better outcome or a more comprehensive service for the customer. These 
positive results serve to increase demand, so that all of the parties involved benefit 
from the alliance. 

A good example of this kind of alliance is ngena (Next Generation Enterprise 
Network Alliance – see http://www.ngena.net/), a global alliance of international 
network providers, including founding member Deutsche Telekom. Starting in the 
first half of 2017, this independent company intends to provide services to interna-
tional business customers – with all the alliance members providing network access 
in their own markets. ngena will link the partner networks to a global network, mak-
ing this available as a platform to members. This “sharing economy” business mod-
el is unique thus far in the enterprise network business. ngena’s aim is to provide 
international network services offering high security, flexibility and quality to cor-
porate groups and SMEs. The virtualization of network functions and end-to-end 
automation will make the services particularly efficient. ngena will also enable com-
panies to connect quickly and easily to remote locations in the future. 

http://www.ngena.net/


5Building a Solid Foundation: The Four 
 Cornerstones of Quality Management

To keep up with – or even create – trends in quality management, every company 
should keep an eye on its own internal situation and targets. Not least because all 
systems and companies need to focus on a long-term mission, from which they can 
derive a strategy, and its day-to-day and tactical implementation. At regular intervals, 
companies should be asking themselves “What’s our blueprint – and what do we 
want to build?” and “Have we laid the groundwork properly?” ICT service providers 
should also routinely question the status quo. Particularly since the provider’s port-
folio (infrastructure hosting, software solutions, etc.) obviously must turn a profit, 
the question arises as to how this profit can be achieved and the principles the com-
pany should adopt to support this goal. Should the ICT service provider emphasize 
portfolio quality and also offer custom solutions? Or is large-scale standardization 
and cost-effective services a better approach? Is the sweet spot somewhere in-be-
tween? And how is the company organized to support all of this?

The International Organization for Standardization (ISO) has published a guide-
line that helps companies establish a solid foundation for their quality management 
strategies, in the form of a document outlining quality management principles 
(QMPs). This useful publication is available at no charge (see International Organi-
zation for Standardization 2015). 

The document introduces the eight principles on which the ISO 9000 quality 
management system standards are based. The principles are described in greater 
detail in ISO 9000:2005, “Quality Management systems – Fundamentals and vo-
cabulary” and ISO 9004:2009, “Managing for the sustained success of an organiza-
tion – A Quality Management approach”. 

The principles given in ISO 9004:2009 are:
• Principle 1: Customer focus
• Principle 2: Leadership
• Principle 3: Involvement of people
• Principle 4: Process approach
• Principle 5: System approach to management
• Principle 6: Continual improvement
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• Principle 7: Factual approach to decision making
• Principle 8: Mutually beneficial supplier relationships

In this chapter, we will use these principles as models for defining four cornerstones 
we believe are essential to quality, and which our experience has shown us offer the 
greatest leverage for improving IT quality management. We will discuss successful 
partner and supplier relationships in the context of Zero Outage in Chapter 14.

5.1 The Maxim of Customer Focus

As we never tire of repeating, quality is never an end in itself. This naturally also 
applies to quality management in IT, where customer satisfaction is the only metric 
– perhaps reminding us of the old saying “You not only have to be good, you have 
to be seen to be good.” Seems unfair? Perhaps. But it illustrates the importance of 
the customer’s perception. 

IT companies must understand the current and future needs of their customers in 
order to satisfy their requirements and intentions. A long-term partnership of equals 
between customers and ICT service providers typically takes years to mature and can 
only flourish if customers feel they are being listened to and are understood when 
talking about their specific business requirements. 

These individual requirements will naturally vary from customer to customer. 
Take an international manufacturer of elevators, for example: the company sells its 
products worldwide and also has maintenance agreements in place. This also applies 
even in China, for example, where the elevators have been installed in various prov-
inces many miles apart but need to be inspected every two weeks to comply with 
legal requirements. The elevator company therefore has a clear-cut problem: it needs 
to meet its maintenance obligations with a digital solution to conserve resources and 
save the seven-figure sum it would otherwise spend on on-site visits. The ICT pro-
vider needs to focus on solving a tangible business issue for the elevator manufac-
turer. Only then should additional services be offered – perhaps from the provider’s 
cutting-edge solutions portfolio. Overall understanding of the customer is essential 
when creating the solution to a specific problem. 

Business success can only be achieved if the provider’s internal organization and 
quality management are systematically oriented on customer requirements – to-
gether with rising market share, improved customer loyalty and follow-on orders. 

This principle also implies two key internal activities:
• Routine measurement of customer satisfaction and taking action on the 

results
• Systematic customer relationship management

Sales staff should not be the only ones familiar with the customer’s requirements. These 
should be systematically communicated throughout the organization as well – includ-
ing product and portfolio management. The provider should also ensure that its goals 
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are closely aligned with customer requirements in both breadth and depth. Last but not 
least, stakeholders should also be considered. Aligning customer interests with the in-
terests and resources of other parties – such as employees – is especially important. 

5.2 Involvement of People and Leading by Example

This brings us to the most important asset for any organization: its people. And by 
“people” we mean employees in all parts of the organization, not just management. 
To organize an IT provider along Zero Outage lines, employees are required who can 
develop a deep understanding of this quality approach. Quality needs to become part 
of the corporate DNA.

Employees must therefore become actively involved, for example in the strategic 
development of the quality unit or the introduction of new process steps. The purpose 
and intention of new methods should be explained, not dictated: to create meaning 
with knowledge. 

We all recognize this from our own experience of corporate life and simple human 
nature. If we are involved in decision-making, we are more likely to support it – even 
if the outcome is initially difficult or uncomfortable. One example is the introduction 
of new change processes that require greater documentation or coordination effort. 
“Keep discussions open but decisions focused.” Satisfying this entrepreneurial prin-
ciple usually requires good communication among staff.

Employees who see how their work contributes to the success of the business in 
an overall context will also be

• more creative and innovative in supporting the organization’s goals;
• fully aware of the value of their own work and the effects that it has – 

 whether positive or negative – on the organization and its quality goals;
• more likely to participate in the continual improvement process and share 

their knowledge;
• eager to expand their competencies and knowledge; and
• anxious to encourage and promote an open-minded approach to problems 

and weaknesses.

In IT quality management, continual improvement and its associated constant change 
are part and parcel of day-to-day business. Effort should be made to focus employee 
motivation in both hearts and minds.

Management culture also has an important role to play in the achievement of 
quality goals. The management team is the most important advocate for strategy and 
sets an example for staff to follow. Later we will be looking at how far this manage-
ment-as-role-model concept can be developed – for example in scenarios such as 
major incidents where management attention is needed to speed up problem resolu-
tion. For now, suffice it to say that management’s attitude towards quality and qual-
ity requirements must be authentically reflected in their own actions and behavior. 
In addition, employees need to receive consistent statements about the nature and 
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importance of corporate goals, wherever they work in the organization and regard-
less of the management grade providing this information. 

Frequently, companies deliberate about how best to provide their employees with 
the support and training they need for specific processes or tasks. However, these 
efforts often ignore the management staff themselves, who could already be facing 
additional challenges, such as team leaders in IT operations, or who are trying to 
build support for a proposal. So, one important step is to ensure that the needs of this 
group are adequately understood, and to take these into account when preparing in-
formation packs and training courses.

5.3 Continual Improvement

The continual improvement principle is our constant companion on the path towards 
achieving the vision of Zero Outage. Importantly, improvements must be permanent, 
and can and should be made throughout the entire company: in quality, in operations, 
in project work, in customer interaction, etc. 

The question therefore is how to prepare your entire organization for it and how 
to turn other divisions into catalysts for improvement as well. From experience, we 
recommend that the quality team should share its vision of improvements and its key 
quality initiatives with other units in the company and ensure that all of the relevant 
divisions back this vision. In larger groups or companies, you will be unable to make 
much of an impact without active support from specific stakeholders and thought 
leaders. Furthermore, it is more likely that project teams themselves will be the 
source of sound improvement recommendations enabling the completion of projects 
on schedule and at the desired level of quality. 

In many cases, ensuring that changes address the right issues and are imple-
mented appropriately is more important than being the leading champion of all key 
initiatives. For example, a new automation project that enables a highly efficient, 
automated workflow for server installations will automatically reduce the number 
of installation faults due to human error. This positive side effect also pays divi-
dends in terms of quality and should therefore be recorded in a suitable “Human 
Error” key performance indicator (KPI). Such KPIs provide a system of metrics 
that help you measure the current status quo and any quality enhancements achieved 
through improvement measures. Not all projects can be executed following a de-
centralized approach. Some – like the one mentioned above – are better suited to 
being run by a joint steering committee (e.g., in IT operations) with an appropriate 
reporting line. 

Another important step here is to ensure that the relevant initiatives for improve-
ment and the result itself are fed back into a centralized quality unit. This core unit 
can then support the Zero Outage vision in terms of the three factors of people, 
processes and platforms (3P – see Chapter 2). 

As a last point on continual improvement and the need to consider the bigger 
picture: train your staff or your core team not just in terms of IT quality management 



315 Building a Solid Foundation: The Four  Cornerstones of Quality Management 31

but also as regards methods and tools of continual improvement. And reward the 
improvement of products and processes rather than maintaining the status quo (via 
agreed targets, for example).

5.4 Factual Approach to Decision Making

Effective and goal-oriented decision making is not the result of instinct but is based 
on information and data instead. 

Decisions based on objective facts 
• mean real data can be used to demonstrate that past decisions were appropri-

ate and correct; and
• strengthen one’s own position when lobbying for a specific decision or 

attempting to convince key stakeholders, while ensuring one’s own actions 
can be analyzed later. 

For example, let’s consider the rollout of a quality program or set of international 
process standards, which will take between one and x years depending on the size of 
the company and will tie up a large number of resources that are in great demand. 
The clearer the facts, figures and data on which this decision (and any necessary 
“course corrections”) has been based, the more likely it is that the initiative will re-
ceive broad-based support and achieve the desired outcome. And three years down 
the road (for example), how satisfactory the following statement will then be: “We 
have reduced critical faults by 30 percent, while also – as a direct result – increasing 
customer satisfaction by 40 percent!” 

Remembering that the most important factors for quality are discipline, reliabil-
ity and attention to detail, these can also be applied to the underlying facts and figures 
that should inform our decision making: 

• Information should be sufficiently available, current, correct and reliable.
• Ideally, data collection should be automated and involve little manual 

intervention (and human error). 
• Data should also be available to all of its consumers at all times (e.g., via a 

portal with export functionality).

Those with extensive experience in quality work will know that, while numerous 
things can be measured, there are also plenty that cannot be reduced to useful KPIs 
or be used as a clear indicator of important relationships – such as customer satisfac-
tion versus SLA fulfillment. Initially, KPIs should be kept to the absolute minimum 
and specific to those most meaningful for accomplishing the Zero Outage mission.



6Quality in the Organization: From Individual 
Functions to a Zero Outage Organization

An effective organizational structure provides the foundations for the successful 
implementation of a corporate culture that ensures quality and customer satisfaction. 
The critical success factors are explained below. We present several typical organi-
zational structures with their individual advantages and disadvantages and then de-
scribe the Zero Outage organization that has proved to work. 

An organizational structure is only one of the criteria needed to fulfill corporate 
objectives; it is not the be-all and end-all. While designed to help organizations 
achieve their primary and secondary objectives as efficiently as possible, it can 
never replace key personnel or make up for poor implementation. Similarly, indi-
viduals in the organization can be successful only when the structure supports them.

6.1 Objectives of the Quality Function in the Organization

You might have come across “Wayne”, a full-bearded colleague in Birkenstock 
sandals who trundles into the office around 10 o’clock, calmly puts on a brew, 
watches the tea draw for a full seven minutes and doesn’t even take off his coat dur-
ing that time. He then switches on his PC and waits calmly and leisurely until all 
programs have booted up. If we ask Wayne for help, he will answer, “If you had 
listened to me last year and implemented the new XY framework earlier, you 
wouldn’t be in this situation now.” He then goes off on a tangent, embarking on a 
discourse on the introduction of hard disks – and as he drones on, everyone has al-
ready mentally switched off and is back working on the urgent problem that the 
customer is now threatening to escalate to the executive board.

In actual fact, Wayne has a great deal of expertise. He works in the methods and 
standards department, a cross-divisional function. Or in architecture. Or in quality. 
We know that these areas need people who optimize things. On the other hand, we 
also know that Wayne will never really improve things. This is because his practical 
knowledge of the problems is limited. What is more, he does not create solutions. 
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And, most importantly, no one listens to Wayne. Even if they do, no one does what 
Wayne proposes. This is because there are things that are extremely important and 
urgent that need to be done first. Every single day. It is a vicious circle that must not 
be allowed to start in the first place. 

To effectively support customer satisfaction and quality in an organizational 
structure, two objectives must be achieved: firstly, permanent acceptance of the 
quality function in the organization, and, secondly, an organizational structure that 
provides the necessary influence for this function. The human resources function is 
the best example of this: if an important quality project is due to be implemented with 
the customer, the priority of other tasks may need to be changed in order to free up 
the required resources.

6.2 Positioning Quality Correctly

Cross-divisional functions in IT such as those in the architecture, process manage-
ment, quality or procurement divisions often have the reputation of being impractical 
and sitting in an ivory tower. The staff and the management team in these areas don’t 
directly experience pressure from the customer. As a result, direct contact with daily 
operations is lost, and over time individuals who used to be recognized as highly 
qualified experts become perceived by operations managers as “academics” who are 
far removed from reality – much of what they say is correct but cannot be imple-
mented in everyday operations.

The objective of establishing a quality function in the organization must therefore 
be to act in a practical manner all times and ensure that the improvement initiatives 
and the operating processes and quality assurance procedures are of use when prob-
lems arise. This is the only way to ensure that staff from the quality organization will 
find high acceptance in other units, people will not work against each other, and no 
parallel organizations will be established. 

Where there are plans to implement the Zero Outage method effectively in an 
enterprise, an organizational structure is needed that enables the quality manager not 
only to develop but also to implement quality assurance concepts and initiatives. For 
this, it is essential to ensure hierarchical transparency.

In practice, quality enhancements always involve change. What this will mean for 
the company and its staff is naturally impossible to predict. As the philosopher Georg 
Christoph Lichtenberg eloquently put it: “I don’t know if things will get better when 
they change. But things must change if they are to get better.” 

Every change leads to resistance in an organization, and every change initiative 
creates additional work for a lean team that in many cases has already focused on 
improving efficiency on several occasions. Consequently, many senior managers 
from the line organization initially see each new requirement and each quality im-
provement project as at odds with the overall requirements for further cost-cutting 
and efficiency enhancement. A quality manager without an effective escalation in-
strument will therefore fail in any organization. 
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The following section shows how quality tends to be positioned in IT organiza-
tions.

6.2.1 Typical Positioning of Quality in IT Organizations

As a Staff Function Headed by the IT Director/CIO
In this organizational structure, the quality department comprises of a handful of staff 
members who mainly set regulations for frameworks, tools and methods, without 
considering how the content affects the operational and project teams. The biggest 
worry here is that sooner or later this department will get the reputation of sitting in 
the above-mentioned ivory tower – whether justified or not. This is because the 
employees of this staff function are not involved in operations. This fact alone makes 
them “suspect” in the organization. Ultimately, the acceptance and consequently the 
success of this unit will suffer.

As Part of the Regular Line Organization 
Every organizational unit has its own quality function that imposes specific regulations 
for the unit in question (e.g., application development) and performs checks. When 
inconsistencies occur, the issue is escalated to the line manager (e.g., the head of ap-
plication development). Regulations on standards, tools, processes and frameworks to 
be used are line-specific but a good fit with the requirements of the relevant unit. Im-
provement initiatives are generally driven by new issues and are implemented by the 
organizational units. One of the disadvantages of this form of organization in large 
companies is that standardization suffers as different line-specific examples of the core 
processes and procedures arise over time. What is also missing in such a setup is an 
unbiased view on quality that is independent of the respective line manager. 

As a Cross-Divisional Function
Here, quality is defined as a cross-divisional function for line organizational units, 
such as server management, network management, desktop management and ap-
plication development or application management. The quality function comprises 
process managers, project managers, and specialists in security, compliance and 
frameworks. Staff members continuously measure quality using fixed KPIs that ap-
ply across the entire organization, launch improvement projects based on a fixed 
methodology (such as Six Sigma) and turnkey regulations into standards for docu-
mentation, security, tools, test methods and process models. The drawbacks are 
similar to those of the staff function. 

6.2.2 The Zero Outage Organization

So, what characterizes an effective setup that ensures that practical regulations are 
created and improvements are implemented? 
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Firstly, the structure of a Zero Outage organization must be centralized enough to 
ensure standardization at a technical, procedural and behavioral level. Secondly, it 
must have a detailed understanding of the problems of the operating units to draw 
the right conclusions. This is the basis for implementing improvement initiatives. 
That this can give rise to conflicting objectives is a logical result. 

The Zero Outage organization is a combination of the organizational structures 
outlined above. It combines the advantages of the relevant variants and evens out the 
disadvantages. The following factors are key for this:

a. A corporate team that reports directly to corporate management and that 
comprises an operational area that interacts directly with a conceptual and 
strategic area. The operational part of the team leads the way in the solution of 
serious incidents including follow-up in problem management, supports risky, 
complex changes and de-escalates complex projects that run into difficulties. It 
is important to define from which risk category or “customer impact” the 
operational units must hand over management of a change, incident or project 
to the corporate quality team. The conceptual arm of this corporate team 
(ideally the same people) then analyzes the operational problems to develop the 
resulting improvement initiatives in the same way that measures designed to 
prevent an incident from recurring are defined in problem management. This 
ensures that the quality initiatives come from practice and are suitable to 
eliminate the incidents that occurred. The corporate quality division owns the 
processes that are critical for quality in accordance with ITIL and project 
methodology. By conducting internal audits, it ensures that the same processes 
and terminology are used throughout the company.

b. Local quality teams in the operational production units: They advance technol-
ogy-specific standardization in their respective areas. In addition, they ensure 
that technological sources of error are systematically evaluated and that any 
resulting corporate projects aimed at making improvements at a technological 
level are implemented. The local teams handle the regular incidents, changes, 
problems and projects, normally as part of or in conjunction with the operating 
units.

c. Local teams in the service units: They ensure that customer-based regulations 
and improvements mandated by the corporate quality division are also regularly 
implemented in service management. Likewise, they make sure that the 
information about the customer’s system landscape is up to date and document-
ed. In regular meetings with the customer (service review boards), they collect 
information about any problems and dissatisfaction and develop customer-
specific improvement measures from these.

A mix like this paves the way for a Zero Outage organization that works on the cus-
tomer’s specific problem, proactively tracks down systematic errors in the supply 
and service organization, and eliminates these quickly and safely.



7Operational Quality: Zero Outage Ensures 
 Reliability and Sustainability

Alongside an effective organizational structure, quality of ICT operations is also a 
cornerstone of customer satisfaction, and is necessary for successful long-term cus-
tomer relationships. Not least because all complex systems – including information 
and communication technology – are also prone to faults at many different points. 
While fault avoidance will always fall short of 100 percent, any manager with ICT 
responsibility should attempt to hit this goal. Accordingly, in 2011 we at T-Systems 
introduced our integrated Zero Outage program, which impacts every stage of op-
erations: before, during and after a potential fault. With clearly defined standards for 
platforms, processes and personnel, this program creates a basis for maximum avail-
ability and reliability. This is logical because standardization reduces complexity. 
This, in turn, is critical for avoiding faults or ensuring their rapid resolution. Fewer 
replacement parts, specialist expertise and internal experts with specific, individu-
ally held knowledge are required, and there are fewer unplanned effects when chang-
es are made (see Kasulke 2013b). This minimizes IT outages and maintains the 
quality of ICT services at the highest level.

In the next chapter, we describe the key disciplines required for active quality 
management in ICT operations, and the specific approach we are following with 
Zero Outage. For change management, incident management and problem manage-
ment, we have defined specific measures that produce tangible improvements in 
quality. This enables the preventive avoidance of faults, the rapid and structured 
resolution of outages and the permanent suppression of basic problems.

7.1 Process Fidelity as a Criterion for Success: Avoiding 
 Outages by Attention to Detail

As in an audit, continuous measurement of process fidelity is important to analyze 
how often deviations occur compared to the target process – in change management, 
for example. In contrast to a simple check of results (such as the frequency of inci-
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dents), this clarifies whether a systematic and sustained level of quality has been 
achieved or whether the quality depends on the individuals involved – and whether 
changes in personnel could therefore lead to problems. Process fidelity is measured 
in terms of how often deviations occur compared with the total volume of core pro-
cesses. Examples of this include: unauthorized changes, unprocessed problem tick-
ets, escalations occurring too late in the event of a fault, or an increase in emergency 
changes. The last item in this list reveals that the control process is either usually 
started too late – and planning is therefore inadequate – or that there were errors in 
processing. 

It is vital to look at the individual cases in detail to understand the background to 
process deviations and use these to derive improvements (training, process modifica-
tions, etc.). It has proved valuable to use a questionnaire listing the deviations as a 
checklist based on ITIL processes and company rules. This questionnaire should be 
used regularly in all customer accounts (see Kasulke 2014). We call this our Zero 
Outage compliance audit. A sample questionnaire of this kind is included in the An-
nex.

Standardization of Key Processes
Standardization of core processes creates a reproducible, uniform quality – that can 
be used globally – as well as straightforward instruments for control and manage-
ment. This approach also prevents major deviations in service quality over time. A 
learning organization acts worldwide according to one standard in all core processes. 

Standardized global incident management resolves acute errors as quickly as 
possible. It continually enhances its professionalism by repeating solution pro-
cesses. The baton is then passed to problem management: it draws lessons from past 
errors and prepares a strategy to avoid recurrences at a global level in the future. 
Frequent sources of error are avoided by standardized change management. Each 
critical change is examined in a structured process (identical company-wide) and 
must satisfy the highest quality criteria, which are assessed and approved by the 
Central Change Advisory Board (CCAB). The basis for process standardization is 
configuration management (CFM), which aims to supply current and consistent 
information about the configuration of the IT infrastructure. In the processes based 
on CFM (e.g., incident, problem, change and license management), decision-mak-
ing is facilitated by the practical relevance and reliability of this information (see 
Kasulke 2013b).

Fire Drills
In incident management – and especially for top-priority incidents – managers 
should not simply put their faith in people learning from past mistakes and hope that 
the alarm chain will work as planned in the future. It is therefore a good idea to 
supplement the “stock-taking approach” with regular, unannounced fire drills (sim-
ulation of real incidents in order to ensure a seamless reaction when an incident actu-
ally occurs). These show if stakeholders stay SLA-compliant when responding to an 
incident. Downstream suppliers should also be included in such drills – not least 
because these suppliers are present as on-site incident support in the event of hard-
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ware failures or software configuration problems. The results of the fire drills are 
analyzed afterwards and discussed within the teams (see Kasulke 2014). In doing so, 
one interesting and unexpected result may be that the criticality of the customer’s 
core business processes is not up-to-date and needs to be updated as a follow-on task, 
for example. In other cases, it might be discovered that the alarm chain agreed on 
paper with the supplier isn’t effective in a real-world emergency.

CMDB Audits and Critical Landscape
An accurately maintained configuration management database (CMDB) forms the 
basis for almost any quality improvement. Changes to IT components must be en-
tered by change management into the configuration management database. Ideally, 
this will be automatic. No configuration item should be added, modified, replaced 
or removed in the change management process without documentation. In complex 
back-end systems, it is difficult to represent the configuration items from various 
areas of IT in a single data model and a physical configuration management database. 
Typically, there will be multiple, specific configuration management databases, in 
which the configuration item data is maintained. A governing configuration manage-
ment system (CMS) is then used to manage logical access to all configuration man-
agement databases and the information stored within them. This approach can also 
be used to map and visualize entire service chains.

For configuration management to be of a high quality, the information needs to 
be complete and correct, and the status of a configuration item needs to be under-
standable. This is an important point – since high data quality is vital for all down-
stream processes that will work with the data from the configuration management 
system.

From a process perspective, a well-maintained configuration management system 
also serves to unify a diverse landscape, and to establish key processes such as 
global patch and release management, for example. This means it is a critical factor 
in the avoidance of faults (see Kasulke 2013a).

The foundation for the CMDB is a customer-verified critical landscape, i.e., the 
systematic classification of all of the customer’s applications, weighted by their 
importance for the customer’s business. As the customer’s business will undergo 
regular changes, the currency of the critical landscape should be examined and 
verified two to three times a year: this identifies the configuration items that should 
be classified as critical for an incident or change event. These items can then receive 
the consideration they need. The critical landscape is also useful for assessing how 
customer SLAs match the real world, and identifying coverage shortfalls or overlaps 
quickly enough (see Kasulke 2014). In reality, data quality is often inadequate, how-
ever, since the users of a CMDB (such as units involved in monitoring or incident/
change management) are not always the same individuals that maintain it. In theory, 
the responsibility for CMDB maintenance is assigned to the operation manager or 
service chain operation manager. Routine audits of the data quality in the CMDB are 
therefore recommended, as well as random cross-checking of changes against the 
CMDB. The latter activity reveals whether the change manager has updated the af-
fected configuration items and relationships. 
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7.2 Zero Outage Ring Fencing: Mastering Sensitive Situations 
with Maximum Vigilance

A few years ago, a public sector customer suffered a temporary service outage to its 
ICT systems. Police stations, hospitals and local government offices were unavail-
able for over six hours. Even senior officials were forced to use the mobile phone 
network. Within an hour, the outage was escalated to the Ministry of the affected 
German state. The CEO of the provider responsible was summoned to the state sec-
retary’s office and asked to explain when the problem would be resolved and what 
steps would be taken to avoid such a fault in the future.

How should such a situation be tackled? Apart from the obvious role of incident 
management, which will be discussed later, steps must first be taken internally to 
ensure that service provision is absolutely rock solid in the weeks after resolving the 
fault and to minimize the risk of additional faults. In situations with these kinds of 
requirements, the Zero Outage method uses a “ring fencing” technique.

The ring fencing in question is a package of measures designed to safeguard the 
most important applications at a customer over a short period of no more than a few 
weeks, so that faults can only occur in the most exceptional cases. Ring fencing is 
not merely deployed as a special safeguard following severe outages, but also for 
other important situations, such as a trade show presentation by the CEO, negotia-
tions for complex extensions to contracts or in business situations that are especially 
critical for the customer concerned.

Measures include
• keeping changes – especially high-risk changes – to a minimum;
• additional manual monitoring of critical systems once an hour;
• hourly reporting to senior management;
• securing all technical resources and the availability of experts for all relevant 

topics on a 24/7 basis; and
• appointing a Manager on Duty, who personally oversees every change, every 

problem ticket and every incident, on a 24/7 basis.

Ring fencing is a resource-hungry method that is only deployed when the benefits 
can justify the costs. If it is maintained over a prolonged period, it tends to exhaust 
the organization and the effect – namely an increased sense of urgency – gradually 
ebbs away (see Kasulke 2014).

7.3 Global De-Escalation Management: Conquering Crises 
and Learning from Difficulties 

De-escalation management is tasked with the rapid restoration of normal service 
after faults have occurred, and identifying the cause to initiate preventive actions for 
the future. De-escalation management comprises the Central Change Advisory 
Board, global incident management and central problem management. The incident 
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management process aims to restore the normal level of service as quickly as pos-
sible, whereas the problem management process is designed to investigate the causes 
of faults and to implement prescribed solutions in order to avoid further problems 
– preferably on a permanent basis.

In general, the workflows for incident, problem and change management are 
based on the IT infrastructure library (ITIL) processes. ITIL is essentially a set of 
best practices for IT processes. It was first published in 1989 by the UK Office of 
Government Commerce (OGC) and has since undergone several significant revi-
sions. In its current form, ITIL V3, the framework has many points of contact with 
other important standards such as ISO 20000, Six Sigma, COBIT and PRINCE2 
(see Chapter 3). 

To ensure a high level of quality 24/7 in the event of faults and to reduce the mean 
time to repair  (MTTR), the resolution of major incidents should be managed as a 
centralized process. In this approach, a core team develops routines for resolving 
highly critical faults, takes over the active management of suppliers in an emergency 
and develops recurrent solution models. The team focuses on the customer’s critical 
business processes and provides high-priority support in this area.

One precondition for professional incident handling is that all information about 
the customer must be available. Only then can the real-world impact on the cus-
tomer’s business processes be identified in the event of a major incident. To this end, 
the critical landscape describes all of the key service chains. 

To ensure that the incident management unit (potentially deployed worldwide) 
can perform its duties to the fullest extent, the team must be involved at the first signs 
of a critical impact. This also applies to potentially critical faults, whose classifica-
tion (critical, high, etc.) has not yet been clarified. The earlier that incident manage-
ment becomes involved, the sooner work can begin on resolving or avoiding the 
fault. 

The most important factor for success in incident management consists of letting 
a culture of urgency flourish. Which is to say: Everyone involved does everything 
they can during an incident to restore the service as quickly as possible. Incident 
managers must be virtually immune to stress, must create order quickly and reliably 
in conflict situations, and be competent leaders of potentially globally distributed 
teams. 

The central problem management unit then monitors root cause analysis after a 
major incident and implementation of the measures resulting from the fault. The unit 
must ensure that a problem encountered by one customer in one country leads to 
precautionary measures being taken for customers elsewhere in the IT service orga-
nization. In this way, the IT service provider’s size offers a quality advantage for all 
customers (see Kasulke 2013a).
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7.4 Global Change Management: Detailed Planning 
for Fault Avoidance

The next sections examine the central importance of change management to Zero 
Outage in detail. First and foremost, errors in changes are the most common cause 
of a fault – and should be avoided wherever possible.

IT systems are subject to continuous change. There are many reasons for this. The 
rapid pace of technical progress means users are continuously faced with new chal-
lenges in terms of speed and storage capacity. New kinds of applications are also 
made possible by new technologies. Requirements for mobile use and around-the-
clock availability are also increasing, thanks to changes in our society. Existing IT 
systems must be serviced, and defective and outdated hardware must be replaced. 
Operating systems, firmware and software packages must be updated, and patched 
to fix errors and close security gaps. Newly acquired systems must be integrated into 
the existing IT environment, and legacy systems that are no longer in use must be 
decommissioned and disposed of.

All of this work must be planned and coordinated in detail, and a risk assessment 
must be performed for the consequences of these changes. This assessment must 
weigh up the likely impact on existing systems against the expected benefit these 
changes will bring. Steps must also be taken to coordinate the implementation sched-
ule for these measures with everyone involved. Detailed plans must also be drawn 
up to allow for a degree of uncertainty and avoid interference from random factors. 
In the final analysis, the failure today of a system that was working yesterday can 
stem from only one of three causes: the system is being used differently (including 
faults caused by attacks or viruses), the system has a physical defect or – and this is 
easily the most common cause – the system has been changed.

This is where Zero Outage change management comes in. The idea is to system-
atically minimize risk when implementing changes to keep the level of disruption as 
low as possible.

7.4.1 A Practical Example for Change Management

Preparing for complex changes can be a very time-consuming activity. One example 
from the real world of business: a migration for a company running a frozen goods 
home delivery service. The only time slot available during the year to implement this 
migration was Easter, since no deliveries would be made for four consecutive days. 
Since any interruption or delay in the change process would have postponed the 
project by another year, planning and preparation had to be completed down to the 
very last detail.

So, what steps did we take for this mission-critical change? The most important 
step in change preparation is to consider all potential unexpected events and the ap-
propriate response – i.e., what risks are associated with a change and how these can 
be prevented or their impact minimized. One technique Zero Outage change manage-
ment uses here is to create a checklist for analyzing and evaluating the risks, which 
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is based on experience gained from many thousands of changes and problems in the 
past. This list is used to develop the actual measures adopted in change planning and 
execution. 

We submitted the change planning for technical appraisal by a small group of 
expert technicians. Then we sat down with experienced senior managers from IT 
operations and quality management to go through every step, to investigate every 
eventuality, and to review every possible interaction with activities running in paral-
lel to the changes. In addition, our compilation of procedures for completing the 
changes – known as a “runbook” – was cross-checked by all of the suppliers and 
service providers involved. These checks included confirming the versions planned 
for software, operating systems and firmware; looking at dependencies on other 
software or hardware releases; and verifying that the overall implementation meth-
odology complied with the manufacturer’s best practice.

According to Zero Outage, testing is ascribed a crucial role in the planning and 
execution of a change. When conducted before execution, it can identify risks so that 
the corresponding countermeasures can be initiated. Testing can also be used to 
verify that the chosen approach only produces the consequences that have already 
been planned for. To achieve this, an adequate level of coverage must be ensured for 
the test method selected. The differences between the test environment and the pro-
duction environment must also be analyzed and evaluated. Experience nonetheless 
shows that preparing for a change needs more than good-quality testing. It is at least 
equally important to review interim results and the modified system during change 
execution and – above all – once the change has been finalized. This ensures that the 
customer once again has full and unrestricted access to the system. In the case study 
mentioned, we performed these tests with the customer, so the customer could per-
sonally verify the positive result of the change.

As a result, we were able to perform the change for our frozen food delivery 
customer successfully, within the allotted time frame, and to the client’s complete 
satisfaction. It goes without saying that outstanding results of this kind can be 
achieved only with an exceptionally qualified, experienced and highly motivated 
team. Everyone involved in the project fully recognized the importance of risk pre-
vention and focused continuously on the Zero Outage goal of minimizing disruption 
to the customer’s business processes.

This principle applies unreservedly to all stakeholders: to the Technician who 
performs a change, to the architects and operational managers who plan a change, to 
the review team that appraises the change, to the management staff that are involved 
in reviewing and approving such major and important changes, and – last but not 
least – to the customer-facing service managers who coordinate all of the key points 
in change planning and execution with the client.

For the majority of IT system changes, the criticality will not be as high as in this 
case study. Yet even minor changes – those day-to-day modifications in back-end 
systems that are regularly performed in large numbers – can have an impact that is 
just as great if something goes wrong during their execution.
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7.4.2 Zero Outage: Ensuring the Success of Change Management

Zero Outage is supported by three key pillars: comprehensive quality assurance in 
planning, a high degree of standardization, and having safeguards in place during 
change execution.

What does this mean in detail?
Each change – i.e,. each permanent modification to a customer’s IT environment – is 
assessed and evaluated with the same degree of diligence and care, and according to 
the same criteria. For this to happen, quality assurance must be systematically imple-
mented throughout the entire company. A key instrument in this context is the Central 
Change Advisory Board (CCAB). Part of the global de-escalation management sys-
tem, this unit reviews all important and critical changes within the IT landscape, and 
monitors their implementation. The CCAB sets standards for quality assurance and 
change completion, and monitors compliance with these standards. As a globally 
oriented unit, the CCAB can draw on a worldwide pool of policy competence. In an 
IT service organization based on cooperation across regional boundaries, local units 
need to work to the same set of international standards. This smooths the way for 
effective collaboration and ensures IT services can be operated for international 
customers at the same level of quality all across the world.

To ensure reviews of changes are as comprehensive as possible, the CCAB is 
supported in local units by satellite Change Advisory Boards (CABs). These work 
to the same standards and the same criteria as the CCAB, and review less critical 
changes occurring during the normal course of business. Know-how transfer be-
tween the CCAB and local CABs creates a global community whose work crosses 
national and organizational borders, and is usually performed “virtually”, i.e., online. 
The community also approves any necessary changes to the official change manage-
ment process, and implements this process worldwide. Since the CABs are tightly 
integrated with operational units, any changes needed to the process always relate 
directly to day-to-day operations in the IT environments.

In this way, all customers benefit from the experience of many thousands of chang-
es per year. Common strategies developed for the execution of changes can therefore 
be deployed rapidly to any relevant areas. In the implementation of changes, highly 
standardized methods decisively reduce risks during execution and offer huge perfor-
mance gains for planning efficiency. Tried and tested procedures, optimized planning 
with minimum downtime, optimum testability for results and detailed documentation 
of the individual steps within implementation ultimately work to maximize avail-
ability for the customer’s IT services – or, put another way: Zero Outage.

So how do we put this standardization to work?
First, by copying the methods used for successfully executed changes into change 
models, i.e., creating templates for use with all future changes of this type. When 
planning a later change, the corresponding template is selected and then adjusted to 
the specific conditions of this new change. The degree of adjustment permissible is 
specified for each of the change models.
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If this approach is systematically developed, it can lead to greater efficiency. If 
these changes always follow the same pattern within a precisely defined framework, 
the effort required in the change review – i.e., change planning quality assurance – is 
limited to reviewing the change models described above. In the planning phase of 
one of these model-based changes, all that needs to be done is to agree the timing 
with the customer and other operational teams to avoid conflicts with day-to-day 
business or any other change work planned. 

Thanks to the high degree of standardization and the global application of these 
change models, improvements to the methodology can also be rolled out quickly 
worldwide. This increasingly anchors the Zero Outage philosophy in change plan-
ning. As regards the system architecture, outages and interruptions to system avail-
ability can be avoided by large-scale redundancy. This applies to data center infra-
structure and network infrastructure, as well as to server hardware and to software 
design. If these requirements have been met in terms of the system architecture, 
change planning and execution can leverage this redundancy. In this approach, 
changes are implemented step-by-step on the redundant systems, so that services can 
be provided to the customer without any interruptions. By timing the change imple-
mentation to occur during low-traffic periods, the customer isn’t even aware of any 
impact on system performance.

7.4.3 But What if Things Go Wrong Anyway?

What happens if the change does not proceed as intended? In the ideal scenario, the 
customer doesn’t even notice it. To this end, change execution according to Zero 
Outage provides three key tools: detailed planning of the back-out method as an 
integral part of change execution, full testing of all steps, and the performance of 
critical tasks in change implementation in accordance with the four-eyes principle.

Here, it is crucially important to notice if things are going wrong while perform-
ing the change, and to respond appropriately. For each step in the change implemen-
tation, the expected result is defined as early as the change planning stage. During 
change execution, a check is made after each step to confirm that this result was 
obtained. If deviations occur, one of two courses of action can be chosen: either the 
safety margin is large enough to analyze the error and make a correction – or the 
change has to be rolled back. In the latter case, the detailed back-out method planned 
is used.

Minor deviations during change execution can be permitted by allowing a safety 
margin in scheduling. This can be used for analyzing and resolving errors, and in 
some circumstances the relevant suppliers may also become involved. To avoid 
lengthy lead times, supplier participation is secured well in advance for critical 
changes.

Planning safety margins of an adequate length will not be possible in every sched-
ule. On other occasions, error analysis and correction work will simply be too exten-
sive to be completed within the approved change planning window. In such cases, 
the changes made up to that point must be rolled back, so that the IT system is avail-
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able in its starting state. The back-out method mentioned above is deployed in such 
situations. This method is drawn up during the preparatory phase for the change and 
is adapted specifically to the planned change implementation. Here, it is important 
that the methodology chosen for implementing the change doesn’t cause data losses, 
even in the event of this fallback being used. With the Zero Outage approach, no 
change is performed without a back-out method being available.

Before finalizing the change, a comprehensive end-to-end test must be made to 
confirm that the customer once again has full access to the service. This test is run 
both when change execution is successful and in the event of a fallback being used. 
Where changes have a direct impact on the functionality of the entire system, the 
customer will preferably be involved in this test. Suppliers also participate in this 
end-to-end test. This validation of the change results is a standard within the Zero 
Outage program and is mandatory for all changes.

Service continuity planning also forms a part of critical changes. If it becomes 
clear during change execution that the change cannot be completed as planned or the 
impact on the customer service is greater than desired, the change is escalated to 
require the participation of the customer and internal management. The next step is 
the preparation of a contingency plan as a joint undertaking with the management 
team.

The analysis of incidents – i.e., the unplanned effects of changes – has resulted in 
the third tool in change implementation according to Zero Outage, namely the four-
eyes principle. Previously, human error had occasionally resulted in errors being 
made during the implementation of a change. Even the most highly qualified and 
well-trained employees can still make mistakes. Technicians inadvertently shut 
down the wrong server, removed the wrong hard drive, disconnected the wrong 
network link or simply left out steps in the change workflow. In Zero Outage, the 
dual-control principle is a long-term strategy for avoiding such problems: each crit-
ical step in the change executed by the first technician is verified by an equally 
qualified second technician. This is an effective means of catching input errors, op-
erating errors, typos and other simple human mistakes. While this increases the effort 
required to perform the change, this is more than compensated for by the prevention 
of incidents and their time-consuming troubleshooting.

7.4.4 Configuration Items: Down to the Very Last Detail

Let’s now look at a more technical aspect of the Zero Outage change management 
process: configuration items (CIs). As we will see, CIs play an important role in the 
evaluation of changes. Put simply, each component in an IT environment is a CI. All 
of the servers, network components and software systems form part of the IT envi-
ronment’s configuration and are all CIs. While it is standard practice to create entries 
for these IT landscape components in a comprehensive database – accessible to all 
of the processes involved in rendering the service – Zero Outage actually goes one 
step further here. In Zero Outage, services are also CIs and stored in the database. In 
addition, each service is linked to all of its subordinate CIs in the database. With full 
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details provided for each change about CIs that are directly or indirectly affected, 
one can accurately estimate the impact on the customer’s business of executing this 
change.

The criticality of each CI for the customer’s business activities is also noted in the 
database. Values range from “none” or “low” for test and development systems to 
“medium” for redundant systems and “high” for major business processes and, ulti-
mately, “critical” for the customer’s core business activities. If the impact of the 
change is determined for the corresponding CIs in change planning, this clarifies the 
effects or risks for the customer’s business operations that will result from executing 
the change. This can be used to derive several strategies for later steps in change 
planning and implementation. Looking at the risks that have now been identified, is 
it advisable to execute the change in this format? To make this decision, the risk of 
not performing the change should also be established. If the risk is considered too 
high, possible decisions (potentially taken by mutual agreement with the customer) 
include going ahead with implementation as-is; identifying another, less risky mode 
of execution; or simply canceling the change entirely.

Another aspect that results from identifying the impact of the change on the cor-
responding CIs is the concept of classification. This is important for grading a change 
and the type of review a change is subjected to.

In the Zero Outage change management process, changes are placed in one of 
four classes: “standard”, “minor”, “significant” and “major”. These classifications 
relate to the planned customer business impact (CBI), i.e., the analysis assesses the 
severity of the impact on the customer’s business processes. With a “major” change, 
business-critical services remain unavailable to the customer for a specific period of 
time. With a “significant” change, business processes are only slightly affected. 
A “minor” change has no effect on business-critical processes or affects subordinate 
systems only, while “standard” changes have no impact at all on the customer’s busi-
ness processes.

In Zero Outage, “major” and “significant” changes are always reviewed by the 
CCAB mentioned above. Compliance with quality standards for “minor” changes is 
assured by the local CABs.

The planned impact on service availability for the customer is not the only crite-
rion, however. The risk associated with the performance of the change must also be 
taken into consideration. Especially when an increasing number of changes are 
performed that do not cause direct disruption to server availability (by exploiting 
redundancies in the IT environment, for example), it becomes more and more impor-
tant to keep an eye on the probability of a risk occurring – i.e., an unplanned inter-
ruption to the customer’s business processes.

Accordingly, Zero Outage takes particular care to review especially high-risk 
changes, which it terms special focus changes. By working with the team responsible 
for operations, the architects, hand-picked specialists, the management team respon-
sible, and service managers, the CCAB makes a detailed analysis of these changes. 
This analysis examines every aspect of the change procedure – including the planned 
and completed tests, the planned back-out method, the associated risks and the mea-
sures used to mitigate them, dependencies on other changes or other operations, and 
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the necessary involvement of suppliers and the customer. The change is classified 
jointly, any weaknesses are resolved, and only then is the implementation approved. 
To keep all of the stakeholders informed of the current status and progress during the 
implementation of the change, each of those involved receives a report covering the 
key milestones.

For critical changes in particular, a long-term overview of planned changes is 
essential. This involves maintaining a change calendar to enable the early planning 
of change reviews and avoid potential conflicts with other changes. This also lets the 
IT service provider coordinate potential disruptions to service availability with the 
customer over a longer time frame. 

Since the customer wishes to ensure reliable use of the IT systems and minimize 
disruptions to day-to-day business due to changes in the IT landscape, official long-
term maintenance windows are agreed with the client. Depending on the criticality 
and change frequency for a system or service, these windows may be daily, weekly, 
monthly or annually. During these periods, which are planned with a long lead time, 
the customer has only restricted access to the IT systems. This plan gives the cus-
tomer a point of orientation for business-critical operations, while it becomes easier 
for the service provider to plan the necessary IT changes.

Collectively, all of the measures described safeguard change management accord-
ing to the Zero Outage principle. This minimizes the effects of necessary changes on 
the availability of the customer’s IT systems and largely avoids having any periods 
in which the services are entirely unavailable. And in accordance with the Zero 
 Outage principle, this applies not only to planned disruptions to IT system avail-
ability. By applying risk management systematically, unplanned disruptions can also 
be avoided while assuring compliance with predefined quality standards – and all 
whilst ensuring maximum standardization in the change execution process.

7.5 Global Incident Management: Prioritizing and 
 Resolving Faults 

To apply the standards of Zero Outage and process incidents with appropriate weight-
ing (by severity from the perspective of the customer’s business processes), our in-
cident management can choose one of three priority levels. 

The priority for an incident is derived from the “CBI matrix” (CBI = customer 
business impact, see Fig. 7.1).
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CBI Critical:  
One of the customer’s critical service chains has failed completely, and there is no 
appropriate or economically justifiable workaround.

CBI High (EW = Early Warning):  
Partial disruptions, performance problems or redundancy losses affecting one of the 
customer’s critical service chains.

CBI High:  
Partial disruptions or performance problems affecting one of the customer’s non-
critical services.

The CBI matrix determines (independently of tickets) the priority for the respective 
incident and must be established for every incident. With the CBI established, the 
correct incident procedure is initiated, as shown by the example in Fig. 7.2.

Fig. 7.1 Standard Incident Prioritization – Assessment of CBI
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Procedures in Incident Management

Standard Incident Procedure:  
Standard incidents are processed within the responsible service units using the tick-
eting system.

CBI High Procedure:  
The CBI High Procedure has the second-highest incident priority. Following verifi-
cation of its CBI, this incident is passed by the technical knowledge worker directly 
to a lead incident manager (LIM), who then takes over its management with the 
participation of all necessary resources. The CBI is checked continuously by the lead 
incident manager as part of incident processing. If the CBI changes during process-
ing, the LIM either escalates the incident to the RedPhone (see next section on tools) 
or de-escalates by initiating the standard incident procedure. The lead incident man-
ager creates an incident report about the incident history and the actions taken, which 
is also used later when transferring the incident to problem management. After re-
solving the fault, the lead incident manager passes the incident to problem manage-

Fig. 7.2 Different Incident Procedures
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ment. In Zero Outage, the lead incident managers are assigned either directly to the 
customer – i.e., they are very familiar with the customer environment – or to the 
various production units, which means they are closely involved with technical as-
pects. In the event of a fault, both lead incident managers are involved. 

Major Incident Procedure:  
Major incidents have the highest priority for incident processing within Zero Outage. 
A major incident must be reported within 45 minutes of its CBI verification to the 
RedPhone staffed by worldwide incident management. This unit then initiates the 
major incident procedure with the participation of all necessary Managers on Duty 
(MoDs) and suppliers. 

The major incident procedure follows a chain of predefined process steps that are 
familiar to all participants in the Zero Outage program. All of those with incident 
management responsibilities complete regular training in the major incident proce-
dure. Knowledge of the procedure is also tested by conducting random spot checks. 
The major incident procedure can be triggered by a MoD, a service delivery man-
ager (SDM) or by a LIM contacting the RedPhone. The actions triggered are mea-
sured in KPIs and are subject to continuous improvement. 

Key Characteristics of the Major Incident Procedure Include:
• Management by the RedPhone as the central instance with trained personnel, 

providing appropriate expertise for 24/7 support of incidents in the highest 
category

• Direct involvement of partners and suppliers in conference calls to ensure 
maximum leverage of manufacturer expertise

• Checking changes from the last seven days as a mandatory task 
• Full layer check (a check of all CIs and components of the affected service 

from the network to the application) utilizing predefined checklists and 
instructions to ensure that all technical aspects have been considered

• Involvement of senior management and the MoD in the major incident 
procedure

• Continuous customer communication 
• Regular updates concerning all actions performed and their results

The diagram in Fig. 7.3 provides an overview of the overall major incident proce-
dure. 
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Implementation Tools 
The tools essential for implementing the process are the RedPhone as a global instance, 
supplemented by clearly-written process descriptions in the form of “CookBooks”. 

RedPhone 
The RedPhone is available to all country organizations and organizational units that 
handle the processing of potentially critical and critical incidents. It initiates the 
major incident procedure and manages the entire process from the deployment of 
necessary resources to alerting the executive management team. In metaphorical 
terms, it is the ICT provider’s “fire brigade service” that is there to tackle fires at the 
customer. Staff work in shifts to ensure that the service is available 24 hours a day, 
seven days a week.

The RedPhone comprises global incident control and global lead incident man-
agement.

Global incident control is the single point of contact (SPOC) for the major inci-
dent procedure and has the following duties:

• Operates as a single point of contact for the major incident procedure
• Initiates joint conference calls with technicians and managers 20 minutes 

after being alerted
• Personally invites participants according to the MoD structure
• Provides an end-to-end communications infrastructure (conference calls, 

desktop sharing)
• Acts as the central information clearing house: all major incident informa-

tion is sent to the RedPhone as the central instance, from where it is distrib-
uted to all stakeholders

• Includes partners and suppliers according to the Zero Outage program

Fig. 7.3 Overview of a Major Incident Procedure
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• Completes documentation (event triggers)
• Sends reports (Incident Report)
• Alerts the executive management team

Global lead incident management is responsible for managing the structure and 
content of management conference calls. Calls are hosted by a global lead incident 
manager, who shepherds the incident until its resolution. This person must ensure 
that the processes follow a pre-defined structure, which involves the following 
tasks:

• Determining the customer business impact (CBI) for the customer
• Checking whether a workaround is possible
• Checking changes from the last seven days
• Initiating a full layer check 
• Requesting the participation of partners and suppliers in finding solutions 
• Regularly updating stakeholders via a short summary ticker mail
• Requesting safeguarding measures once the incident has been resolved
• Preparing the minutes from steering calls 

The global lead incident manager uses regular follow-up conference calls with man-
agement participation to ensure that analyses are performed continuously, and re-
quests regular updates on developments in accordance with the predefined structure. 
Once the major incident procedure is complete, he or she is also responsible for the 
handover to problem management.

CookBooks
All of the steps described for the major incident procedure and CBI High procedure 
are explained in “CookBooks”: process descriptions that are written in simple and 
straightforward language. CookBooks exist for all core processes (incident/problem/
change/configuration management) and are regularly updated to reflect new infor-
mation. With their straightforward language, CookBooks help employees to under-
stand procedures quickly and apply them in day-to-day practice.

Yet the most important aspect of Zero Outage incident management is the attitude 
to one’s opposite number taken by all stakeholders throughout the organization. This 
includes a well-developed sense of urgency, the tracking of multiple solution ap-
proaches in parallel (plan B, plan C, etc.), the personal involvement of top manage-
ment and the unwavering focus of all participants on taking any action whatsoever 
at any point in time to resolve the fault as quickly as possible. 

War Room
In special situations, such as an increased frequency of serious faults within a short 
time at a single customer, the establishment of a permanently-staffed “War Room” 
has proven its worth as a strategy. The War Room coordinates the continuous moni-
toring of critical systems and alerts all of the employees necessary for resolving 
faults in an emergency. A War Room should have direct authority from top manage-
ment to take immediate and direct action to guarantee operational stability.
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7.6 Global Problem Management: Learning from the Past, 
 Optimizing for the Future

In the Zero Outage program run by T-Systems, problem management (PRM) is 
tasked with preventing the reoccurrence of incidents and thereby reducing their 
quantity. Another aspect is determining the potential for improvements from faults 
– in relation to platforms, people and processes. Problem management not only 
discovers the reasons (root causes) for faults but goes beyond this to determine all 
of the weaknesses that could adversely affect the services provided to the customer. 
For all of the potential improvements, measures and solutions are defined and imple-
mented. Problem management is initiated both after faults have occurred (reactive 
PRM) or before faults occur (proactive PRM) on the basis of identified patterns, 
complaints, warnings and knowledge gained from earlier faults at other customers 
or on other platforms.

Reactive problem management is typically triggered once the fault has been re-
solved or the availability of a stable workaround has been confirmed. In contrast to 
incident management, which is active 24/7, problem management does not involve 
shift work, and case handling does not use a “follow the sun” approach to establish 
a permanently staffed team for performing root cause analysis. Instead, cases are 
handed over in conference calls at pre-defined times: incident management passes 
the cases on to problem management with all of the relevant facts and figures. For 
the most important, critical cases, an incident review is performed at the end of the 
incident process. This review is intended to finalize documentation, list any pending 
questions and appoint any individuals who need to cooperate with problem manage-
ment. Where possible, the assigned lead problem manager is invited to attend these 
reviews, so that he or she can receive information first hand and raise any points 
requiring clarification. 

For other cases, the Zero Outage problem management community organizes 
handover to the responsible problem managers, who are then provided with the 
necessary information. This also takes place at pre-defined times. Participation in 
these conferences is mandatory.

If, in exceptional circumstances, a stable condition cannot be established during 
the incident and there is a high risk of reoccurrence, the cause of the fault is investi-
gated by the lead incident managers in incident mode.

7.6.1 A 360-Degree View: Analysis of Root Cause, Workflow and 
 Consequences

In Zero Outage, incidents are graded according to the customer business impact 
(CBI), which is defined by the service’s criticality for the customer and the extent of 
the potential damage (see the CBI matrix in incident management). If the reason for 
an incident is not discovered in the incident process, problem tickets are created and 
the technical cause is then investigated. 
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For faults graded at the two highest CBI levels (critical and high), a comprehen-
sive root cause analysis is conducted, which goes far beyond the simple technical 
aspects of the platforms and includes examining the associated processes, and the 
actions taken by internal and external personnel involved in the fault. This analysis 
is supported by an extensive questionnaire that serves as a checklist for the respon-
sible lead problem manager and his or her appointed team.

The aim here is to identify the exact sequence of events leading to the fault and 
its resolution. Were there delays in the alarm chain – if yes, why? Were all necessary 
resources available? Did all persons (both in-house and at the supplier) capable of 
contributing to the solution participate promptly in the conference calls? Did the 
persons involved have the right expertise? Did our own monitoring systems trigger 
– or were we first alerted by the customer? Was best practice followed for fault clear-
ance? Were all necessary checklists available? Were there any problems with cus-
tomer communication? Was the impact on customer business clear – and therefore 
the CBI? Were the service and its criticality known and correctly defined and de-
scribed in the configuration data? Was the service a new service – only recently in-
troduced by a project, and for which service readiness had perhaps not yet been es-
tablished? 

In the review process, the legal situation must also be considered. Were there 
breaches of service level agreements (SLAs) or operational level agreements (OLAs)? 
Did suppliers respond promptly and fulfill their contractual obligations? Do contrac-
tual penalties or claims for compensation apply? Does the service purchased meet 
the expectations or needs of the customer? Answers to these questions are needed in 
the first place to facilitate customer communication. If SLAs were not breached but 
the CBI is nonetheless critical, these answers will also be needed to amend the SLA 
concerned.

The question of who is responsible for the fault – the provider, the customer or 
one of the customer’s or provider’s suppliers – is generally important for discussing 
potential penalties. In Zero Outage, however, this aspect is also part of a comprehen-
sive and integrated assessment of all risks at all stakeholders. 

7.6.2 Root Cause Analysis: System Failure or Human Error?

One of the most common causes of incidents is a change. If this is the case, a detailed 
investigation is made of the responsible change, in cooperation with change manage-
ment. The most important questions to be clarified here include: was it due to change 
planning or change execution? Were tests adequate beforehand? Did the change pass 
through the change management process properly, and was it approved by the ap-
pointed committees? Did suppliers also check and approve the change as necessary? 
Was the change runbook complete and correct?

Only in a handful of cases is the cause of incidents to be found exclusively in a 
system failure. In previous chapters, we used the example of a fault resulting from a 
rodent gnawing through a cable to illustrate how multiple cases of human error are 
typically the reason why systems or interfaces with redundant safeguards can be 
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disrupted. This is why Zero Outage also asks the “painful” questions: was reckless-
ness or ignorance actually the reason for the error? Were processes being tracked? 
Were there gaps in the process or definition? Was there a lack of know-how? Were 
actions taken only by the persons authorized to do so? Was the four-eyes principle 
applied, if defined for the activity?

Technical root causes produce errors in hardware, software or configurations. 
The task here is to unpick an often-convoluted network of inter-relationships. Since 
complex environments almost always involve suppliers and their components, sup-
pliers are also included and asked to provide help in completing the analysis. With 
technical defects, questions must also be asked about why the redundancy set up for 
potentially critical services failed to work. To identify the underlying cause, the 
principle of the “Five Whys” must be applied, i.e., “Why” questions must be asked 
until the cause has been clearly established. To illustrate this, we can use the ex-
ample of an email service that was interrupted due to a fault. By applying the prin-
ciple of the five “Why” questions, this iterative approach to problem management 
discovers that a) network communications were disrupted; b) there was a firmware 
bug in the firewall; c) the firewall was running outdated firmware; and d) – the 
actual cause of the fault – there was a problem in patch and release management. 
To avoid further faults of this type, appropriate strategies must now focus on resolv-
ing the last of these issues. As this example makes clear, the principle ensures that 
investigations do not simply stop at the level of symptoms, but “drill down” further 
and further until the underlying cause of the problem has been identified. It may 
also be necessary to replicate specific environments in labs in-house or at suppliers, 
or dive deeper into the problem by making detailed inspections of software and 
hardware components.

Only when the repercussions of a fault have been correctly and clearly classified 
can the appropriate activities follow. A number of questions need to be clarified: how 
long was the service unavailable or only partially available to the customer? Was the 
failure total or did it only cause restrictions? Was a workaround available to the 
customer, so that business processes were able to continue? What losses were suf-
fered by the customer? If faults involve platforms used by multiple customers, these 
questions need to be answered on a per-customer basis. If the fault could affect 
other customers and platforms, then precautionary steps must be taken in order to 
prevent an occurrence in these other locations. Apart from identifying the causes of 
faults and weaknesses, the successful aspects are also documented to record both the 
positive and negative insights to share with all participants in “lessons learned” ses-
sions.

7.6.3 Post-analysis: Setting-up Measures for Long-term 
Deployment 

Once the causes and weaknesses have been found, measures are introduced for ev-
erything that resulted in problems. On the one hand, this prevents the specific fault 
from reappearing. On the other hand, it ensures that the potential improvements 
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identified are utilized to improve the company in terms of its people, processes and 
platforms, and reduce the overall number of faults that occur. Before a measure is 
introduced, a precise definition is made of the individual steps to be taken. Any de-
liverables that need to be produced – such as new systems or ICT services for the 
customer – are also specified. Each measure must also be assessed to see if it applies 
to the current case only or could be used proactively as a “multiple measure” to 
protect other at-risk customers or platforms from faults. For each measure, an own-
er is defined who has responsibility for the measure until its closure. 

Measures can be technical topics that are implemented during the change process. 
This can quickly assume the proportions of a project – if large patch lists are created 
and need to be worked through, for example. Training courses or other activities 
involving personnel can assist to reduce human error. If there are deficits in the ser-
vices sold, then sales activities can also be included in these measures. If weak-
nesses have been identified in the process, process improvements need to be imple-
mented. Customers or suppliers may also become involved if necessary – i.e., if they 
are found to be the source of root causes or weaknesses. Another important aspect 
here is the implementation of fault simulations as measures for specific weak points 
(alarm chain failed, redundancy was ineffective, etc.). These fire drills can be used 
to test processes or the functional capability of systems, or exercise the skills of 
personnel who are involved in the process. 

As improvements are put into practice, they should be monitored closely. Adher-
ence to deadlines should be tracked, for example, and reviews performed after the 
implementation of especially important measures. In this way, the full and successful 
implementation of all measures can be verified.

7.6.4 Stakeholders in Problem Management: Everyone 
in the Same Boat

A successful root cause analysis requires full participation in the problem manage-
ment conference calls. The lead problem manager steers and documents the analysis, 
organizes calls as often as needed and defines the tasks that each of the participants 
must complete. Typically, lead incident managers provide problem management with 
their information by means of the incident documentation and the incident review as 
mentioned above. As the customer-facing interface, the service delivery manager 
(SDM) obtains the necessary information about the impact of the fault directly from 
the client. Typically, the SDM also handles measures related to sales and informs the 
customer of tasks they have been assigned. To facilitate the frank discussion of weak-
nesses internally, direct customer participation in problem management conferences 
is reserved for exceptional cases. The SDM presents the customer with the results of 
the analysis.

The experts consulted perform the technical and process-related investigation 
work and submit their findings. If a change resulted in an incident, the responsible 
change manager is also consulted in order to provide full details of the change and 
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implement any measures for improvement required. Employees at the supplier can 
also be involved if necessary. 

Once all of the results have been processed and documented, the lead problem 
manager asks each of the participants to confirm the analysis and the measures as 
defined. The way is now clear for the final step in the process: the analysis is pre-
sented to the relevant management committee for acceptance.

7.6.5 Involvement of Partners and Suppliers

Since vertical integration is declining at many partners and suppliers, it is often 
necessary to include them in the root cause analysis. To bring these people on board 
quickly and avoid the need for quotations to be prepared beforehand – which would 
result in delays – Zero Outage agreements have been concluded with key partners 
(see also Chapter 14, supplier management). These agreements ensure that key ser-
vice providers are available for the problem management process as soon as possible 
and can complete their share of the root cause analysis within a specific time frame. 
Collaboration with partners is evaluated later in the problem management process 
and the results are provided to strategic partner management. These results are also 
used as input for the service calls held at regular intervals to benchmark cooperation 
with partners against KPIs and optimize where necessary.

If it transpires that the customer or supplier bears responsibility for a fault, then 
problem management is assigned the task of identifying the specific errors made by 
the customer (e.g., a failure to approve a change that could have prevented the inci-
dent) or the supplier (e.g., defective components), and estimating the effort that was 
required to resolve and process these failures or defects. This data is then used as 
input for claim management. In terms of customer responsibility, this task is assigned 
to service delivery management, and in terms of supplier responsibility, this is a task 
assigned to supplier management working with procurement. These units ultimately 
decide whether or not a claim is then opened and requested.

7.6.6 No Problem Management Process without 
 Professional  Closure

To ensure that top management is also involved in problem management, sign-off 
calls are performed for critical and highly visible incidents. The relevant top manage-
ment levels from the affected operations units, service management and quality as-
surance are invited to attend these calls. During the call, the responsible lead problem 
manager presents the cause and requests acceptance. This helps to inform the com-
pany executive about existing faults and their causes. In addition, the calls are also 
a forum for offering additional helpful advice and clarifying controversial issues. 

A similar principle is also at work with the quality gate, which is convened at the 
next level of management for all cases with the second-highest criticality. Here, a 
joint decision is made about accepting the analysis and whether conditions relating 
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to re-work will be specified. Active participation by senior management is an impor-
tant factor for success, not least because this defines the attitude taken to errors: open 
and direct, solution-oriented – or merely superficial. 

For documenting the root cause analysis, a standard Zero Outage questionnaire 
is used. The responsible problem manager can simply press a key to import the data 
from the incident report, and use this data to work through the subsequent questions 
and document the measures. This document can then be used to generate the data-
bases for high-level analysis work, for measure tracking, for entry into the Known 
Error Database and for reporting.

For sign-off calls and special presentations, the findings are summarized in a “root 
cause card” in PowerPoint format.

The root cause analyses are used to fill the Known Error Database. For each case, 
special keywords, symptoms, solutions and customers are entered. This serves as 
input for the incident managers, giving them the opportunity to search for known 
errors in order to accelerate the incident process.

7.6.7 Global Problem Management in Zero Outage: 
The  Four-Eyes Principle

To professionalize problem management and ensure a consistent process, problem 
management has been established as a centralized, global unit in Zero Outage. Di-
rected by a global head of problem management, the unit’s other members include 
global process managers and a small group of experienced lead problem managers. 
This unit is assigned process and operational responsibility for problem management 
in Zero Outage. The unit’s work includes defining methods and processes for prob-
lem management, and maintaining the master problem management CookBook, 
which documents the official company-wide process. The unit also manages the 
annual improvement program for problem management and handles the performance 
of root cause analysis work for major incidents. Other responsibilities include on-
boarding other problem managers in the company and providing training as needed, 
as well as hosting “lessons learned” conference calls to which all problem managers 
worldwide are invited. These calls are used to discuss successful and problematic 
cases to suggest improvements or ideas and to share insights. 

Problem managers have also been appointed for major customers, national com-
panies and a number of company divisions. These individuals report to the global 
problem management unit and perform root cause analysis within their areas of re-
sponsibility. 

A weekly process improvement team (PIT) call is also held with the problem 
managers in the company divisions, to discuss high-level operational topics and take 
decisions on process improvements. This approach fosters the propagation of good 
practice in the wider organization. 

As there is often a lack of experienced problem managers in the overall organiza-
tion, quality assurance in Zero Outage is organized as a core function. The first step 
is applying the four-eyes principle to audit the root cause analyses of the first two 
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criticality levels. Any deficits are highlighted in a written report that is sent to the 
authors of the analyses. The analyses are accepted only when the desired level of 
quality has been achieved, and can then be considered complete. A pre-defined list 
of criteria is used here, with only about 10 percent focusing on formal aspects while 
the remaining 90 percent address the analysis content.

In addition, a check is made once a week to confirm that all incidents from the 
two highest criticalities have already been processed within problem management. 
If this is not the case, the pending incidents are communicated to the responsible 
individuals, who are then assigned the task of analyzing these cases. This ensures 
nothing gets “swept under the carpet.” 

7.6.8 Proactive Problem Management

Alongside reactive problem management, which focuses primarily on the need to 
implement measures for other customers or platforms to avoid the same faults, Zero 
Outage also utilizes proactive procedures that are designed to prevent the occurrence 
of similar faults. Within the context of Zero Outage, an analysis of all incidents is 
completed once a quarter to identify recurring patterns and establish multiple mea-
sures. Another element covered in all root cause analysis work is categorization by 
cause type and the weaknesses identified. The tools used are oriented on less critical 
faults, such as those illustrated in Fig. 7.4. 

These identify similar or frequently recurring incidents, and then apply a common 
root cause analysis to all of these incidents to prevent escalation into high or critical 
incidents. Configuration items/equipment where errors or warnings occur more fre-
quently are also investigated, and then prioritized for monitoring. 

Fig. 7.4 Root Cause Categorization (extract)
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The next step in developing this process further will be to use Big Data to perform 
additional, more flexible analyses across the entire dataset. As has been shown 
above, problem management forms the basis for the Zero Outage Quality Roadmap, 
which will be described in detail in Chapter 8, and thus for all systematic quality 
initiatives. 

7.6.9 Integration with Incident and Change Management

Another important factor for the success of problem management is its close integra-
tion with neighboring processes such as incident management and change manage-
ment. Cases are passed between incident management and problem management on 
a daily basis. Regular meetings are also held to identify positive and negative aspects 
of case handling. Analyses of interest are presented to incident management, and 
incident and problem management also cooperate closely on the incident review – or 
“warm handover” – used for critical cases. Change and problem management also 
work closely together on faults that have resulted from changes. Technical measures 
that have been defined in problem management must also be properly implemented 
in the change process.

7.6.10 Outlook: The Future of Zero Outage Problem Management

The first place where the potential for optimizing problem management can be found 
is in the proactive methods, where Big Data can offer a decisive advantage. Training 
and coaching problem managers can also improve the level of quality in analyses, 
producing measures for optimization that are even more effective and precise. In 
terms of content, the contractual issues arising between the customer, provider and 
supplier should be one area of particular focus. Another aspect that has proved to be 
important, particularly for new services, is greater participation in migration projects 
and transition/transformation situations to help ensure that more attention is paid to 
all operational aspects at an early stage.

7.7 Operational KPIs: Making Quality Measurable

If measurements aren’t taken, improvements can’t be made. Weekly reviews of qual-
ity KPIs (key performance indicators) by top management help to ensure that the 
pursuit of ever-increasing quality is also a point of continual focus in day-to-day 
business practice. Top management is not only informed about critical operational 
faults and projects, but also about measures for improvement intended to provide 
long-term solutions to quality problems. 

To measure quality, a number of key figures can be defined to accompany the core 
processes of incident, problem and change management. 
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7.7.1 KPIs in Incident Management

In the field of incident management, two primary KPIs are applied for the measure-
ment of operational stability. The most visible of these KPIs is the number of major 
incidents (MIs). 

To be able to classify faults correctly, it is important to document the customer’s 
“critical landscape” and to compare this documentation with contractual agreements. 
In the event of a fault, the restriction on the affected IT service must also be verified 
in consultation with the customer. 

A short-term positive effect on the number of major incidents can be achieved by 
first analyzing the most common causes of errors and responsibilities. These calcula-
tions are based on data from faults in critical IT services that resulted in a total failure 
(MI) or a partial outage with the risk of a complete failure (Early Warnings or EWs 
for short).

Note that the three primary causes of major incidents are:
a. Fault lies with the customer: the customer or a customer supplier either caused 

the outage or has responsibility for the affected IT system.
b. Fault lies with a supplier to the IT service organization: outages of this kind can 

be shortened by setting up common quality initiatives or defining rapid escala-
tion pathways.

c. Fault lies with the IT service organization: outages in this category can be 
directly affected by the provider’s own quality initiatives.

If the IT service provider is serious about achieving high quality over the long term, 
then all three sources of error must be addressed – even those not under the provider’s 
direct control. 

The other KPI of importance in the field of incident management is the mean time 
to repair (MTTR). The mean time to repair is a useful quality benchmark for incident 
management and can highlight aspects such as the real-world effectiveness of the 
alarm chain or the speed with which the necessary qualified employees were made 
available to resolve the fault. Regular spot checks (“fire drills”) and a focus on orga-
nizational quality can improve the mean time to repair, even over the short term (see 
Kasulke 2013a). 

7.7.2 KPIs in Problem Management

Building on the work of incident management, problem management has the aim of 
investigating the causes of faults that occur in detail, and defining measures for their 
long-term resolution. There is a qualitative aspect, i.e., ensuring that root cause 
analyses are fully completed to leverage the maximum potential for improvement. 
Time is another aspect considered to ensure that the results are made available as 
soon as possible. This works to minimize the risks and ensure early communication 
with the customer. 
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The most important KPIs in problem management are:

Root Cause Quality: a list of criteria is made available to measure the completeness 
of a root cause – i.e., the correct completion of mandatory fields, for example, as well 
as the clarity and scope of the root cause description provided. For the analysis to be 
accepted, a coverage of at least 95 percent must be achieved. A formal review is no 
substitute for an in-depth analysis of the content, however. Accordingly, care must 
be taken to ensure that all of the fault’s causes and contributory factors have truly 
been understood. 

Average Time for Root Cause Finalization: for each fault analyzed, the average time 
taken for a complete analysis, including a definition of the measures, must not exceed 
15 days.

Preliminary Root Cause Rate: an initial root cause should be made available for 
60 percent of cases within the first three working days. A full root cause analysis is 
not required. But if key reasons have been discovered, they can already be commu-
nicated to management and the customer.

Measures Rate in Time: at least 90 percent of the measures defined must be imple-
mented by the agreed deadline. This rule ensures that measures are not simply “put 
on ice”.

Root Cause Found: measures the percentage of cases for which the root cause is 
found. This figure should exceed 90 percent.

Root Cause Rate in Time: specifies whether the cause for a fault was found within 
the time prescribed and as agreed with the customer (a three-day window, for ex-
ample). 

Problem Management Solution Rate in Time: specifies which percentage of coun-
termeasures to outages have been implemented successfully within their planned 
implementation periods (see Kasulke 2013a).

7.7.3 KPIs in Change Management

The change management process focuses on the active management – i.e., the addi-
tion, changing or resolution – of elements within the IT infrastructure in accordance 
with standardized methods and procedures. The following KPIs are applied to mea-
sure the quality of these changes.

The number of major incidents caused by changes indicates how many critical 
outages occurred despite dedicated change management. To learn from the causes of 
failed changes, data needs to be analyzed in close consultation with problem manage-
ment. 



6464

Other KPIs used to measure the quality of change preparation and execution in-
clude the “Ratio of Successful Changes” and the “Ratio of Changes in Time”. The 
successful implementation of changes without errors must also be supported by not 
exceeding planned downtime for the affected IT systems while keeping these win-
dows as short as possible. Therefore, the KPI “Ratio of Changes in Time” is mea-
sured. This figure specifies the proportion of the total change volume that was imple-
mented within the planned change window (see Kasulke 2013a).



8The Zero Outage Quality Roadmap: 
 Ensuring Quality Step by Step

Now we come to one of the most important elements of Zero Outage: the central 
Quality Roadmap. This is the “master plan” for systematically and effectively man-
aging operational risks in critical customer systems over the course of years. The 
Zero Outage Quality Roadmap ensures that, instead of getting lost in individual 
problems, all risks that lead to operational disruptions are recorded in a structured 
way, regularly and reliably assessed and, finally, resolved according to their prior-
ity.

What does a Zero Outage Quality Roadmap look like, and how can one be cre-
ated? The answer is simple and follows the logic of ITIL problem management: learn 
from mistakes.

We can also look to other – older, more mature – industries here. In the aviation 
industry, every accident is investigated thoroughly. The findings are documented, 
and the investigators determine whether the accident means that structural changes 
have to be made to the aircraft, whether flight procedures (checklists) have to be 
expanded or modified, or whether pilots may need additional training. There are also 
reliable procedures for notifying everyone involved about these changes – such as 
other pilots, air traffic control, aircraft manufacturers, trainers or aviation authorities.

This is exactly how the Zero Outage Quality Roadmap works. First, the major 
disruptions over a specific period of time – we recommend a year – must be thor-
oughly analyzed. It is important to be ruthless in this and make no allowances for 
internal or external sensitivities. The aspect of “ruthless analysis” will be illustrated 
in the following using an example from the starting phase of the first Zero Outage 
Quality Roadmap.

Let’s look again at the example from Chapter 2, in which a data center site expe-
rienced a severe operational disruption when a fault arose in the connection between 
two data centers. This meant that data could no longer be synchronized between 
them, leading to the outage of various applications for several important customers. 
It turned out that the cable had probably been gnawed through by a rodent.

How was this outage incorporated into the Quality Roadmap? Firstly, we are deal-
ing here with an obvious risk that has to be included in the Quality Roadmap: the risk 
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of interruptions to physical WAN connections that have been chewed by animals. 
Could this have been prevented? Yes! It was common knowledge that the cable 
crossed a river and was thus at risk of rodent bites. A steel covering on the cable could 
have prevented this disruption.

But this was only the superficial cause of the outage. To include every single risk 
in the Quality Roadmap, we have to know every reason for this outage. The key 
question is: what could have been done to prevent it?

The data center connection was configured redundantly, of course, so another 
obvious cause of the incident was a non-functioning failover, meaning the seamless 
switchover to the secondary connection. Further analysis revealed an error in the 
firmware on a router that prevented the smooth failover. So, the second reason for 
the outage was a software error from a router manufacturer.

But we are not even close to being done, because this was actually a well-known 
firmware error from the hardware manufacturer. The third reason, therefore, was in-
adequate patch and release management. The affected operating unit should have 
known about the new firmware and installed the latest release long before the  incident. 

Another question is why the failover functionality was never tested. This means 
that the fourth reason for the outage was a lack of adequate testing after the latest 
firmware was installed. And reason number five was that apparently no regular tests 
were carried out to ensure a functioning failover.

The incident occurred at 2:30 a.m. Although the monitoring system had identified 
the incident, troubleshooting didn’t start until 5:30 a.m. Response was delayed be-
cause the system had incorrectly assessed the event’s criticality and thus failed to 
trigger the chain of alerts that would ensure every important technician and partner 
was working on the problem as quickly as possible. Had everyone been available 
immediately, the incident could have been resolved before the critical systems went 
into operation. This was reason number six: weaknesses in the monitoring system 
and chain of alerts.

We can see from this incident (which happened exactly as described) that several 
factors have to coincide to trigger a catastrophe in a high availability system. This is 
where we can see the opportunities and advantages offered by systematically inves-
tigating incidents based on a Zero Outage Quality Roadmap. A careful analysis of 
every incident can teach us a great deal if every factor that has led to the incident is 
included on the list of risks. When a large number of incidents are analyzed, the input 
for the Quality Roadmap becomes a list of all risks that could lead to operational 
disruptions, as well as the frequency with which these risks have been encountered. 
After Fukoshima, where things also happened for the first time, we supplemented 
this approach with “paranoid brainstorming,” which involved coming together as a 
team and adding even more risks that had not arisen but could possibly be encoun-
tered at some point. One new risk factor that we, for example, took into account was 
an employee strike. 

The risk list makes it possible to define corresponding countermeasures. You can 
then establish a program for the coming year by taking into account the frequency 
of an incident and the cost of systematically resolving the problem for every impor-
tant customer and system. This program first eliminates the most important sources 
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of error for all customers – but without forgetting the other risks that were identified 
but not currently considered critical.

This Quality Roadmap is expanded and updated each year to include new prob-
lems, and we work through it continually, systematically and comprehensively in the 
interests of Zero Outage.

We have always divided these programs and measures into the previously dis-
cussed categories – people, processes, and platforms & technology – by asking the 
following questions: what courses of action need to change? What can be done in 
terms of technologies and procedures to prevent such outages?

If priorities change suddenly, a previously defined part of the Quality Roadmap 
could be implemented immediately. The risk of an employee strike, for example, 
may be considered low for a long period of time, but it can quickly become a press-
ing matter in the event of spontaneous political changes.

Of course, it is usually not possible to completely eliminate a cause of error with-
in a year. Using what is probably the most frequent source of error as an example – 
namely, an “incident caused by a change” – we want to describe how we have repeat-
edly introduced new risk minimization measures in the Zero Outage program.

In the first year of Zero Outage, we started by standardizing the process globally. 
In doing so, it was important to keep the approach simple, practical and understand-
able, and to carry out audits in every unit and country to ensure that the process was 
being followed and implemented as defined. We developed a Zero Outage process 
compliance system for this, which compared the behavior of the operational teams 
with the target process in incident, change and problem management. Deviations 
were identified, measures were introduced and new audits were then conducted. One 
central component of this process is a standardized risk assessment for all changes 
in order to achieve a binding risk evaluation. In this first phase, we also defined KPIs 
and took regular value measurements – following the adage of “if you can’t measure 
it, you can’t improve it.” We thus determined the base values in each operational unit 
with a focus on Zero Outage in change management. The most important KPI here 
was “incidents caused by a change.”

In the second year, the most significant process change was the establishment of 
a Central Change Advisory Board. This has resulted in two key changes: a central 
team now monitors particularly difficult, complex or otherwise risky change pro-
cesses above a certain risk classification, and additional backup procedures are car-
ried out together with the manufacturers of the respective hardware and software 
components. The implementation of the changes is monitored as well. These mea-
sures reduced the incidents after a change by 48 percent in just one year.

Nonetheless, according to the Quality Roadmap, changes are still the most com-
mon cause of operational disruptions. For this reason, additional measures were 
initiated in the following years. First, a standardized and mandatory training program 
with annual recertification was launched for all employees, and the four-eyes-prin-
ciple for checking and implementing changes was also made obligatory for the next-
lower risk class. This resulted in a 58-percent decline in incidents caused by chang-
es compared to the base level from year 1. Today, the four-eyes-principle is manda-
tory for a large portion of major and significant changes. 
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But that’s not all. Thanks to improved training including simulated changes and 
by implementing a very strict six-month plan and many other measures, we were able 
to achieve a 79-percent reduction in incidents caused by changes. And this journey 
will continue.

We combat sources of error by learning from individual problems and using this 
knowledge to devise and implement programs for the whole organization. As we 
have said, the Quality Roadmap and systematically combatting sources of error are 
the central approaches in Zero Outage.

8.1 Quality Journey: Sending Big Initiatives on Their Way

Large, central initiatives can be planned and implemented on the basis of the Qual-
ity Roadmap. We have already mentioned an example relating to improvements in 
change management. But it is important not only to standardize and optimize on the 
process level, but also to implement improvements consistently on the behavioral 
and technical levels as well.

In this section, we will introduce the typical candidates for central initiatives. It is 
essential for any initiatives that are going to be implemented to be derived directly 
from the Quality Roadmap and thus the problems of the past.

First things first: If customer escalations are happening every day, the initial fo-
cus of Zero Outage must be on extremely fast and professional rapid action – name-
ly, incident management. We have already explained the details of Zero Outage in-
cident management. It ultimately comes down to quickly identifying critical outages, 
taking immediate action by following multiple approaches in parallel and, finally, 
guaranteeing good communication with the customer and the management teams of 
partners and suppliers.

Professional problem management is the basis for all preventive measures. This 
is not so much about an optimal process as it is about the right attitude amongst ev-
eryone involved. Mistakes must be addressed openly and honestly in order to derive 
the right preventive measures from them.

On this basis, the main initiatives can be defined each year according to the three 
P’s (people, processes, platforms): 
1. Platforms/technology: there are often weaknesses in patch and release manage-

ment, for example when outdated network hardware has to be replaced, or no 
systematic failover tests are conducted even though they could provide a good 
deal of security, especially in a WAN environment. However, the most impor-
tant component is standardization on every technical level, because diversity is 
the enemy of sustainable, affordable quality.

2. Processes: in nearly every company, there are gaps in configuration manage-
ment when it comes to documentation – technical as well as customer-specific. 
The customer’s “critical landscape” is not regularly updated.

3. People: the decisive factor for achieving Zero Outage is the attitude and 
mindset of the employees and managers on all levels. In addition to training, it 
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is extremely important to foster active communication and to sensitize senior 
managers so they set an authentic example of the desired behavioral patterns 
themselves. Concrete examples of this can be found in Chapter 15 of this book.

These were just a few examples of a “quality journey” over the course of a year. The 
actual challenge here is not to take on too much at once. If a program is too extensive, 
it can easily overtax the organization. This will result either in active resistance, usu-
ally with the justification that not enough human or financial resources are available, 
or in passive resistance, whereby activities are given a “green” status – meaning 
“completed” – when actually they have only been superficially implemented, with a 
corresponding limited effect.

On the other hand, the quality journey should be ambitious enough to have a 
tangible impact. If this is not the case, the change process for turning a company into 
a Zero Outage organization will not be noticed and will instead get lost among many 
other initiatives and changes.

When in doubt, the Zero Outage quality journey should be more ambitious rather 
than less ambitious. Resistance should be dealt with in a top-down fashion (from the 
management to the employees), and the scope should only be reduced if necessary. 
After all, what needs to be done should have been done long ago in accordance with 
ITIL. Getting rid of inherited liabilities also pays off by making incident manage-
ment less reactive and reducing the number of escalations.

8.2 Proactive Fire Drills: Testing the End-to-End Chain

One important factor for the success of Zero Outage in a company is the speed at 
which operational disruptions are resolved. Every individual and organization learns 
through training and continual practice. During an emergency, the chain of alerts and 
the problem-solving process have to work reliably, quickly and securely. It therefore 
makes sense to repeatedly practice for an emergency to ensure there is no loss of 
routine or experience.

This is why emergency procedures are regularly simulated in the aviation indus-
try. For example, pilots practice landing with an engine failure by letting the engine 
idle prior to landing and then trying to safely set the plane on the runway without 
gas. With each of these exercises, the pilot gains experience and learns how to cor-
rectly estimate altitude, find a suitable landing place and safely reach it in an emer-
gency.

In a similar way, in the Zero Outage program incidents are simulated and unan-
nounced alarms are triggered in various parts of a company. Measurements show 
how long it takes for everyone (including hardware and software suppliers) to get 
involved in troubleshooting, whether every management team responds promptly 
and appropriately, and whether the communication with all stakeholders is flawless. 
Every simulated disruption (“fire drill”) ends by asking the participants about various 
aspects of incident management and holding a “lessons learned” session. Any short-
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comings are openly communicated and logged to guarantee that these weaknesses 
are remedied by the responsible line managers.

8.3 Intensive Care: 360-Degree Support

For top customers who experience quality problems that can’t be solved through the 
normal improvement measures for an account, and who need a clearly visible im-
provement in the short term, the 360-degree approach for a period of three months 
is a tried and tested tool. 

In this case, several experts from the ICT provider are temporarily assigned to 
work intensively on the customer’s most pressing problems – outside of the regular 
line organization.

This intensive care starts with a brief risk assessment. During this review, the 
typical sources of errors relating to processes, technology and employees are ana-
lyzed. The customer then defines his quality standard and which events are espe-
cially critical for him. Appropriate measures are then defined and implemented in a 
weekly cycle for the three P’s (people, processes and platforms/technology). This 
could mean employee qualification or the acquisition of new resources, the improve-
ment of core processes – especially in incident and change management – or the 
elimination of technical risks, such as exchanging outdated hardware. The success 
of these measures is checked regularly using customer surveys.

360-degree reports are a proven means of ensuring long-term operational quality 
for the most important customers. These reports cover all significant aspects of the 
customer relationship: operational quality as a basis, project quality (time, budget, 
quality KPI), service quality in order management and customer support, and the 
profitability and qualitative perception of the IT service organization in the cus-
tomer’s eyes. 

Once again, senior management must take an active interest in these reports and 
put them to use. Employees must know that the management cares about the sub-
stance of the reports and values the work being done – this is the only way to guar-
antee that they will actively work on improving quality.

What does an intensive care “special forces” team look like? Here, too, it is im-
portant to take every level of the customer relationship into account. Various experts 
are therefore needed who can quickly and confidently identify and eliminate weak-
nesses if necessary: process specialists who closely examine supplier and service 
processes. Architects for the different technical aspects of a customer solution who 
can verify whether the solution’s design and implementation still represent state of 
the art. And, finally, a supervisor – or customer head, as we say – who examines the 
organization for weaknesses on the customer and supplier sides, develops an im-
provement plan based on all identified problems, finalizes it with the customer, and 
then takes the lead in implementing it.

As already indicated, the reason for dissatisfaction often lies not with the supplier 
alone – the customer side can contribute to it as well. The customer head must there-
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fore very quickly establish a trusting relationship with the customer’s senior manage-
ment to ensure that all problems are addressed openly and quickly, and that the neces-
sary measures are initiated jointly in coordination with the supplier and the customer.

The central element of these improvement measures is the service improvement 
plan (SIP), which answers the following important questions:
1. What must be improved? What are the precise weaknesses that have been 

jointly identified, and how have they been measured (result KPI)?
2. Which measures will be implemented to eliminate these weaknesses? What 

does the customer have to provide for this, and how will the progress of these 
measures be tracked (progress KPI)?

3. What are the target values for the result KPI that will bring an end to the SIP, 
and when are these results expected to be achieved?

Follow-up support is also important. After all, the SIP was necessary for a reason, 
and if this reason has not been permanently addressed, problems will arise again 
later. And if it comes to a third SIP, even the most obliging customer will be frus-
trated and wonder why escalations continue to occur. 



9Quality in Projects: Achieving Success 
through Standards and Transparency

Quality in projects is also critically important. To apply the Zero Outage principle to 
projects, you first have to know what the typical “pain points” are in a project, how 
to identify them and which measures can avoid or resolve them. The key to success 
lies in introducing project standards for processes and products, ensuring their 
implementation through proactive and reactive quality measures, and continually 
measuring the project’s progress and results. In this chapter, we describe how this 
can be achieved in a Zero Outage organization. We conclude by condensing the most 
important rules into the ten commandants for project management.

9.1 Identifying Pain Points

The problem is inherent in the thing itself: a project is a unique, time-limited under-
taking with a defined goal, and no two projects are alike. Every project’s content, 
scope, approach and resources are different. Hardly a day goes by without another 
prominent, large-scale project becoming a talking point by failing in one or more 
aspects. The “classic” problems include: 

• non-compliance with contractually agreed and previously communicated 
deadlines – we are not talking about days, but rather months or years,

• significantly over-running the originally calculated budgetary needs – 
not by the usual buffer of 10 to 20 percent for additional requirements, but 
by 50 to 100 percent or more,

• loss or replacement of suppliers and contractors during critical project phases,
• significant functional and technical deficiencies in the solution provided or
• inability to achieve the original project goal because important requirements 

were overlooked or incorrectly estimated.

In many cases, all of these problems occur simultaneously. New or misunderstood 
requirements cause deadlines to be pushed back, more resources are needed, costs 
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explode, and so on. The reason for this is usually a combination of bad planning, 
changing requirements and under-estimated complexity. 

IT projects, and software projects in particular, are unfortunately no exception 
here – in the context of such projects it is much more likely that requirements will 
change over time, a new IT platform or software component will trigger unplanned 
follow-up effects or result in more complexity, or that a particular type of solution 
never has been developed before. The uniqueness of the solution, often coupled with 
an initially incomplete picture of the target state (IT is expected to be flexible, after 
all), is the reason why a very high proportion of software projects will fail or at least 
be at risk. When a house is built, no one would think of moving in before the doors 
and windows have been installed. It would also be impossible to add a basement 
afterwards. But it is common practice in software projects to shake the very founda-
tions of the software architecture whilst the project is underway.

Whether the client or contractor contributed to the situation, or what exactly was 
specified in the contract, are of secondary importance. Ultimately, this only influ-
ences the financial consequences for the parties. A failed project is still a failed 
project. Evaluation of a project’s success, and thus the customer’s perception of the 
contractor, is not shaped primarily by whether the contractual conditions were pre-
cisely met; the decisive factor is whether a solution that meets the customer’s expec-
tations is deployed in the end. 

The key to project success lies in the following factors, above all:
• The uniqueness of the project is countered by the standardization of the 

project solution and project approach; there are suitable models for this 
regardless of the framework conditions.

• The project’s requirements and framework conditions are comprehensively 
analyzed and described at the start, and there are clear agreements regarding 
how the inevitable changes will be handled during the project. 

• Everything is documented in a project plan that is coordinated, communi-
cated, consistently implemented and modified if necessary; outstanding 
requirements and the desire for flexibility can also be planned.

• There is a comprehensive and well-coordinated set of quality assurance 
measures – both in the project and from a neutral, external party. 

• All aspects of the project’s progress are measurable and continually re-
viewed; this transparency reveals potential non-compliances early on so 
countermeasures can be implemented.

• And last but not least, the know-how and experience of the project team are 
critical to success – particularly in key functions such as project manager, 
architect, development leader and test manager.

Taken together, these factors determine the quality of a project and the resulting 
solution. When correctly implemented, they generate customer satisfaction. But 
when unfulfilled or seriously neglected, they will cause a project to fail.
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9.2 Use Standard Processes and Process Models

Although IT projects have a much younger history than projects in other fields, the 
people responsible for them do not start from scratch. Instead, they follow clearly 
defined and tested processes and standards for project management and software 
engineering. These describe which results should be produced by which project roles 
in which phases and stages of work. Global standards and process frameworks, such 
as the PMBOK Guide (project management body of knowledge) of the PMI, or 
CMMI (capability maturity model integration), form the basis for platform- and 
company-specific standards that make it possible to carry out IT projects profession-
ally and with assured quality (see also Chapter 3). 

The PMBOK Guide describes the phases of a project: initiation, planning, execu-
tion, monitoring and controlling, and closing. It also thoroughly illustrates the central 
knowledge areas, such as the management of time, costs, human resources and quality.

CMMI lays the foundations for all steps along the software development value 
chain, including customer requirements, the solution concept, technical design, pro-
gramming, integration and testing, reaching all the way to overarching disciplines 
such as configuration management, quality assurance and training. It also covers the 
integration of project management and software development and the organiza-
tional and management processes required for this. 

These standards create the framework for everything that must be done to describe 
and achieve the project goal. However, they do not specify how precisely or in what 
sequence the work should be done in a project. This is defined by process models. 
The three best-known models describe how to work according to (1) the waterfall 
principle, with sequential, completed phases, (2) an incremental principle in which 
each step builds on the previous one, or (3) an agile process characterized by many 
small, self-contained iterations. 

Each process model has its advantages and disadvantages – there is no “one size 
fits all.” This makes it all the more important to choose the process model that fits 
best with the requirements and framework conditions. For example, it makes little 
sense to choose an agile approach if an upstream project phase defined all require-
ments in detail and generated a functional specification. And vice versa, a strict 
waterfall approach will fail if requirements only emerge completely during the 
course of the project and every change will trigger a new change management pro-
cess. This typically results in endless discussions about the original contractual ar-
rangements between the client and the contractor. Not only does this have a financial 
dimension, it can also throw any project into chaos.

This is why agile process models – such as Scrum – are being used more and more 
often today. With this method, a requirements framework is defined at the start, the 
requirements are prioritized, specified in detail and then implemented in identical, 
often four-week cycles known as sprints. Each sprint delivers a complete, testable 
partial solution. The advantage of this is obvious: requirements are balanced against 
each other, complexity is easier to manage, parts of the solution are visible to the 
customer quickly, and you soon know whether you are going astray. It would be 
wrong to think that this model largely works without clear requirements, in an infor-
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mal, non-procedural way. In fact, the advantages of the method are gleaned through 
a very disciplined, clearly defined and closely coordinated approach between the 
customer and the service provider. If this is not feasible, then even an agile approach 
will fail – but you will probably realize it sooner.

These process standards and models must be used to develop a standard adapted 
to the portfolio and products of the company. This involves defining the tools and 
templates that will be used. Here, too, standardization is essential – with the suitable 
type and number of tools that have been pre-configured for the standard. This also 
has benefits for the human factor: the more templates and tools are specified, the 
more standardization and fewer sources of error there will be. Tool-based automation 
– such as the generation of static and recurrent elements along the value chain – will 
further increase the quality and efficiency of the process. 

How does standardization affect the project approach? The individuality of each 
project is not limited by this. Instead, by using process and tool standards, you can 
avoid having to re-invent the wheel every time. Flexibility and creativity are only 
reined in if they hinder or damage processes. The focus of the project is on the ap-
plication domain, the technology and the project specifics. The job at the start of the 
project is to adapt standard processes so that the individual task can be solved – the 
keywords here are customizing and tailoring. This individual approach results in 
various plans that are coordinated with one another. The most important are the 
project schedule, communication plan, component integration plan, quality assur-
ance plan, test plan and configuration management plan. These are combined and 
linked to each other in a project management plan. This – in combination with the 
solution architecture – is the blueprint for carrying out the project.

9.2.1 Implement Requirements Consistently

The customer’s requirements are the focus – ultimately, every project will stand or 
fall by their successful implementation. Below, we have summarized the most im-
portant pre-requisites for professional requirements management.

• The requirements must be clearly documented, ideally at the start of the 
project or at defined points prior to implementation (depending on the 
chosen process model).

• There are functional and non-functional requirements. The functional ones 
are obvious; customers always state them when they describe the solution 
they want. The non-functional ones are less tangible but no less important. 
They should be defined just as early in the project. They include the stability, 
performance, security and extensibility of the solution. These requirements 
must be addressed, described and agreed. They are anchored in the system 
architecture and will determine the system quality – because this is primarily 
where projects fail. 

• Before we can start the detailed functional and technical specification and 
the implementation, it is necessary to check that the requirements specifica-
tion is complete and feasible and has been approved by the customer.
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• It must be possible to test the implementation of the requirements – this is 
important for acceptance later on. Because they are so critically important, 
the requirements must be validated with the customer at an early stage. After 
all, the customer’s formal approval of the requirements will mean nothing if 
the solution still doesn’t meet his expectations. Possibilities for validation 
include desk checks, mockups, early prototypes and choosing an agile 
approach.

• Handling of new or changed requirements during the course of the project 
must be agreed with the customer and documented. This change manage-
ment process is binding for both parties. This is an integral element in agile 
projects.

• In order to cope with changes and, ultimately, ensure the consistent imple-
mentation of requirements, it must be possible to keep track of every 
requirement – from its definition, through the design, to implementation, 
testing and delivery. Some of the questions to be answered here include: 
which requirements were implemented in the current version of the system? 
How good is the test coverage? Which parts of the system must be retested 
when a certain requirement changes? We refer to this as “traceability” – an 
obvious but difficult-to-implement requirement. 

Another word about non-functional requirements: they are especially important 
because they bring together the requirements of the solution as well as its subsequent 
operation. This is partially why they are so difficult. These aspects are usually han-
dled at different points in time by different parties on the client’s and contractor’s 
side. A Zero Outage organization is the ideal choice for bringing together develop-
ment aspects and solution operability (i.e., project and operational expertise) from 
end to end.

The proper way to handle requirements is anchored in the process standard and a 
good project approach. The challenge is that these specifications must be followed 
consistently. A requirement will not be implemented if the key points have not been 
defined and agreed upon in advance – even if the customer says it’s urgent and the 
developer happens to have time. To state it plainly once again: requirements manage-
ment, regardless of whether it follows the waterfall principle or an agile model, does 
not just take place at the start of a project, it carries through the entire project – from 
the customer’s initial idea to the successful acceptance. This only works if there is 
close, coordinated interaction between the customer and the provider.

9.2.2 Ensure Quality and Manage Risk

Quality assurance distinguishes between process and product quality. The right com-
bination of both is essential for achieving the desired and agreed target state at the 
end of a project. The key factors here are: 

• Quality is never free. It is always in a natural conflict between the available 
time and budget. This has to be balanced out sensibly.
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• Everything can be planned, even quality assurance. If something has not 
been planned, experience shows that it will not be implemented – especially 
if time or budget pressures gain the upper hand.

• Good quality assurance starts on the first day of the project, not when the 
first results come in or the first delivery is due to be made to the customer.

Quality criteria must therefore be described at the start, and the target state and mea-
sures necessary to achieve it should be agreed and drafted. These are specified in the 
quality assurance plan.

Then things can kick off. The first quality assurance measure begins when the 
project is set up. It ensures at the start that everyone will work in compliance with 
the process, the necessary resources will be available and everything is planned. 
Training and coaching for the project team are supplementary measures. These are 
prime examples of proactive quality assurance measures, which should be followed 
by regular proactive and reactive measures.

Quality assurance measures take place both within the project and externally 
under the responsibility of a neutral quality assurance organization which is made up 
of experienced project managers, quality managers and software development ex-
perts. Neutrality and project independence are essential for everyone involved. After 
all, the goal of conducting a test is to find mistakes. In the event of a conflict – e.g., 
when quality comes up against time or budget constraints – there must always be an 
escalation path.

9.2.3 Conduct Reviews and Tests

Reviews and tests are the key measures for ensuring product quality in a project. 
They are statistical quality assurance measures conducted at a document or code 
level. Tests are dynamic measures conducted on the executable software that has 
been developed.

Reviews uncover the first, often serious errors at the earliest possible point, before 
anything has been developed. Error costs – that is, the cost of identifying and cor-
recting mistakes – follow a very simple rule: the earlier an error is found, the less it 
will cost to correct it. If errors arise in the requirements or functional specification, 
these can be corrected directly at the document level (or in the modeling tool). De-
pending on their source, errors that arise during the acceptance phase may require a 
run-through of all previous project phases, or at least the development, integration 
and test phases. If errors are discovered in the design, these can be very costly – and 
this often endangers the delivery deadline. Consequently, no document should be 
approved for the next project phase until it has passed a review. Incidentally, error 
costs do not rise linearly with time, but rather exponentially – so it is worth investing 
here.

The Individual Test Levels
Tests are carried out on different levels, which are briefly described here: 
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• The first tests in a project are called unit tests. The developer conducts these 
in the development environment. A test is developed along with each piece 
of software. No software is approved for integration without passing the unit 
tests.

• Component tests are carried out during the first integration. These are 
designed to be very development-oriented, but they are not conducted by the 
developers themselves – this is where the four-eyes principle comes in. The 
first functional tests come into play during this phase.

• The system test is conducted when the complete software is ready for 
delivery, prior to acceptance and release for production. All test cases are 
conducted with the agreed level of test coverage. The specification of the test 
cases takes place with the functional specification of the solution, long 
before the solution is developed. The reason for this is obvious: the work 
takes place on the same level of abstraction – errors that are found during the 
test specification can be resolved cost-efficiently. At the same time, both the 
test costs and the necessary resources and time can be determined and 
planned.

• Load, performance and security tests are typically carried out in addition to 
this – think back to the description of the non-functional requirements. The 
tests necessary for this are developed in the context of the architecture and 
technical design. By this point at the latest, work should be taking place in a 
test environment that is very similar to, or ideally identical to, the production 
environment. If this is not the case, there could be unpleasant surprises 
during live operations.

• Prior to the go-live, a system integration test (usually the customer’s 
responsibility) is conducted to check whether the developed solution 
functions in conjunction with other solutions. Here, too, it is necessary to 
conduct advance tests during development to check the interfaces to external 
systems.

Software is not considered production-ready until it has successfully passed these 
levels. Development cycles and re-work require repeat testing. Test automation is 
important here – in terms of repetitions, speed and efficiency. 

All of this shows that nothing can happen without sensible planning, a dedicated 
and experienced testing team that is involved as early as possible, and the different 
test environments that are needed. The development, testing and operational teams 
work hand in hand. Alongside these tests, there are numerous key indicators that 
bring transparency to the tests as well as to errors and their resolution. If you don’t 
know, measure and consistently use these indicators, you are “flying blind.” We will 
address this in more detail below. 
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9.3 The Early-Warning System: Quality Gates

External quality assurance measures must also start at the earliest possible point. 
We encountered the first ones at the beginning of the project: these are the quality 
gates that continually ensure the quality of the process and thus, indirectly, of the 
product.

Quality gates in a project are review and test measures that take place at the end 
of a development phase or level. Failing at this point means that the “gate” cannot be 
passed and the next stage cannot start.

External quality gates can take place at any time. They guarantee that what was 
promised to the customer is implemented, in keeping with the Zero Outage principle. 

Quality gates review in great detail whether the project results are achieved in 
compliance with the project management plan and in conjunction with the right 
project-internal quality assurance measures. These reviews are based on checklists 
geared towards the standard process. The reviews are conducted systematically. 
However, the quality of these checks depends on the experience of the quality man-
ager carrying them out. Only a well-versed expert will notice if the work is performed 
not only in a formally correct way, but also professionally. Spot checks at the right 
points can reveal whether a result is at the necessary level of maturity. In cases of 
doubt, a review or comprehensive audit is carried out.

Quality gates result in the identification of non-compliances and an agreement 
on measures and recommendations. Everything that goes beyond a recommendation 
is pursued until a solution is found; until then, the quality traffic light stays red. The 
frequency and scope of non-compliances are an early-warning system for project 
crises. There are always signs before a project crisis, but you have to look carefully 
to see them. 

In the context of Zero Outage, the implemented quality gate concept revolves 
around four principles:
1. Professionals with practical experience draw up the checklists. They make sure 

the right questions are asked. 
2. Professionals with practical experience conduct the quality gate reviews. Only 

if there is mutual respect on both sides, can the weaknesses be identified and 
acceptance be achieved for the measures in the organization.

3. Neutrality, honesty and the dual-control principle: a consistent outsider’s view 
brings attention to the problems; this is the only way that effective countermea-
sures can be implemented. 

4. The questions on the quality gate checklists can only be answered with a 
definitive “yes” or “no.” Any uncertainties are discussed in the context of the 
quality gates, and actions are initiated if necessary. 

The quality gates are tailored to the service being provided. This means there are 
checks during the sales phase, quality gates for project management, software devel-
opment, product creation, transition and operations.

Quality gates types depend upon when they are carried out:
• Initial gates are found at the start of a project and at the end of planning.
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• Gates accompanying the project are found at regular intervals, e.g., every 
three to six months.

• Final gates before the end of a project ensure the transition to application 
management and operations; we refer to this as “service readiness.”

Quality gates for projects primarily check the following: 
• Was the project set up with the right resources and skills?
• Are the scope and requirements clearly formulated?
• Are change requests being managed correctly?
• Are the project plan and results up-to-date, and are both monitored regu-

larly?
• Is there an adequate quality assurance plan in place, and are the planned 

measures being implemented effectively?
• Are deadlines and budgets being met?
• Are the customer’s obligations being managed?
• Are the subcontractors adequately integrated and are they being steered 

accordingly?
• Are the communication structures clearly defined and are they being 

implemented?
• Are the key risks known, are there countermeasures in place for minimizing 

them, and are these being checked regularly?

Quality gates for products and platforms additionally address the following:
• Can the requirements be developed using the standard portfolio (products or 

platforms) in the requested time and at the calculated costs?
• Are the requirements of the market being planned in releases?
• Are all relevant stakeholders sufficiently integrated (development depart-

ments, partners, suppliers, marketing, etc.)? 
• Is the product architecture sustainable and robust? 
• Have widespread coverage and multi-client capability been taken into 

account in the structure and testing? 
• Does the sales department have the right information for customers?

Quality gates reveal faults. The typical findings are:
• The scope was not adequately fixed with the customer.
• Responsibilities are not clearly defined.
• There is no adequate plan for achieving the project goal.
• Tests have not been adequately planned (measures, time and resources).
• The project team is thinking and acting too technically; there is not enough 

focus on the business requirements and effects for the customer.
• The partners/suppliers have been brought in too late and did not make it to 

do their job.
• The project is aiming at a 120-percent solution instead of an 80-percent 

solution. But the time to market is usually critical to success, and less is 
often more.
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• Things are being complicated unnecessarily, important issues are not being 
distinguished sufficiently from unimportant ones (“nice to have”).

• The team isn’t saying “no” at the right points.
• The team stops at the borders of the organization, following the motto of 

“It’s not my responsibility” (no end-to-end view). 

The performance of the quality gates is measured using the following key perfor-
mance indicators (KPIs):

• Do the planned quality gates have the necessary scope?
• Are the checks being conducted as planned?
• Have the quality gates been passed/not passed?
• Are the agreed measures being implemented in the agreed time? 

Ideally, the quality team will be centrally responsible for conducting the quality gate 
reviews. This guarantees neutrality and ensures that experiences and best practices 
are made available to everyone. Everyone can learn from everyone else. 

It is the responsibility of the project and the delivery management team to ensure 
that quality gates are passed or, if not, that the necessary measures are implemented 
in due time. Responsibility for operational implementation cannot be delegated to 
the quality team. This is the only way to achieve the project goals set in the context 
of Zero Outage. 

9.4 The Pièce de Résistance: Proactive Risk Management

Well-functioning, consistent risk management is probably the most challenging dis-
cipline in project management, and also the most important proactive quality assur-
ance measure. The categorization of each undertaking starts with an overall risk 
assessment. This calibrates all of the tools for quality assurance, the necessary man-
agement level and reporting.

Project risks are known at the outset, and new ones will arise in the course of the 
project. Day-to-day project work includes tracking the project’s progress as well as 
reviewing and assessing the project risks. The probability of occurrence and amount 
of damage are known for each risk. Risks with high damage potential and a high 
probability of occurrence are given special attention because they require counter-
measures. Project managers should base their plans on a realistic, not optimistic, 
view:

• Risks with a probability of close to 100 percent are no longer risks but rather 
known problems that must be dealt with and are thus an integral part of the 
project plan. 

• A risk of more than 50 percent means that it is likely that the problem will 
arise, so sensible countermeasures should be implemented.

• Financial evaluations must be taken into account in the expected project 
costs and weighted depending on the probability of occurrence. If this does 
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not happen, it can lead to “surprising” additional costs (overrun) when a risk 
becomes a problem. 

Project risks must be clearly distinguished from plannable results. Every test will 
uncover errors – this is almost certain. For this reason, no project manager would 
only plan a test phase after the first errors have arisen. In keeping with proactive 
project and risk management, tests must be planned from the start. 

The same applies to the fact that personnel shortages will occur in time-critical 
project phases if no back-up arrangements have been made, or performance bottle-
necks or stability problems will arise during the first comprehensive system test. For 
these cases, too, measures can be planned in advance. Risk management deals with 
issues that should be avoided or, ideally, never arise in the first place. Good project 
managers will allow themselves a certain degree of “paranoia” and will continually 
deal with things that will hopefully never happen. In other words, a risk plan is not 
created at the start of a project and then shoved in a drawer; instead, it will be on the 
agenda regularly at project status meetings. Incidentally, if you never take any risks, 
you won’t reap any rewards (see DeMarco et al. 2003). So, a certain affinity for risk 
is a fundamental characteristic of a good project manager.

Substantial changes in risks are reflected in the project’s risk traffic light and are 
an important early-warning system for project crises.

9.5 De-Escalation Management for Projects

The measures described so far lay the foundations for a successful project through 
good planning, a solid approach and appropriate controlling. But what happens if 
something goes wrong anyway? We have seen enough examples of unforeseen prob-
lems and potential failure. An organization focusing solely on predictability and 
success is denying the reality of a project. Every quality organization needs an emer-
gency program and a rapid reaction force for project escalation in order to avoid 
and combat project risks – what we refer to as de-escalation management. The route 
towards achieving this is also governed by planning and controlling. 

De-escalation management is the counterpart to the early warning provided by 
quality gates. While these help prevent a fire (“smoke alarms”), de-escalation man-
agement is called in to extinguish a fire. Very experienced and assertive employees 
are critical to the success of both tasks. In a Zero Outage organization, they will form 
a single team or neighboring teams. De-escalation management has all of the neces-
sary competencies, authorizations and support on every level of management all the 
way to the management board.

Here is an example of a project crisis we have seen many times before: The fixed-
price contract for a development project has been signed, the key aspects of the scope 
have been defined. It is the customer’s responsibility to provide the product platform, 
while the service provider implements the new project requirements, with the pros-
pect of future maintenance and operations. The functional requirements have been 
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specified, and both the project approach and milestones have been defined – in 
multiple development steps. Detailed questions about the exact services to be pro-
vided and the customer’s obligations have not been sufficiently documented – but 
the parties agree on the project goal and have arranged for regular meetings to discuss 
the project’s progress and joint steering. This works well for a long time – until un-
planned situations arise. For example, certain requirements can only be fully imple-
mented with a new version of the product platform. This initially looks like an imple-
mentation error which shows up in the customer test. It is clear that the customer is 
responsible for a new version of the product platform. But what about the costs of 
error analysis, re-development, new tests and the stability and performance effects 
that appear during migration? In any case, the discussion will drag on: what is the 
cause, who should have noticed it at which point in the project, who will pay for 
which costs, and who should be held responsible for postponements? Neither party 
planned for this. In hindsight, it is clear that they should have specified the product 
versions more precisely, planned for feasibility analyses, defined exact key figures 
for measuring performance, and much more – in particular, who bears which costs 
when unexpected changes arise. And the whole situation is much worse when the 
scenario is coupled with deficiencies in implementation and the non-fulfillment of 
the customer’s obligations. Normal project work and pragmatic problem-solving are 
almost impossible in a conflict situation such as this. The project is in a permanent 
state of escalation, with claims and rebuttals. The shared project goal takes a back 
seat to contractual agreements and their interpretation. The deficiencies are obvious: 
on the one hand, a clearer agreement should have been reached in advance concern-
ing services, customer obligations and non-compliances. On the other hand, effective 
(joint) crisis management is needed to solve the problem.
How can you identify a looming project crisis? Typical indicators for project issues 
include:

• The project reporting shows that defined threshold values for key figures 
have been surpassed – with respect to the budget, for example. 

• There are subtle hints from the project team, such as, “I have a bad feel-
ing…”

• Services are delivered on time, but the quality isn’t up to standard.
• The customer complains that his expectations are not being met.
• There is a very high risk potential in the project right from the start.

In these cases, a detailed analysis of the project situation is carried out first to iden-
tify weaknesses, problems and causes. All aspects are taken into account (project 
team, processes, platforms/architecture/technology, governance). Based on the find-
ings, the next step is to draw up a “back to green” plan which covers concrete mea-
sures for critical non-compliances and risks (who – what – by when). This plan is 
then monitored very closely (weekly or daily) by the de-escalation management 
team. Depending on the criticality, a weekly report or daily status mail may be sent 
to and discussed by a defined group of recipients. 

Isn’t this extra attention and additional reporting yet another burden for the al-
ready busy project team?
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In practice, this daily report has been shown to significantly improve performance 
and lead to faster problem-solving. It ensures that, every day, every project member 
knows how far the agreed measures have progressed, whether they are working, 
where the critical path currently is and what should be done next. Everyone is con-
fronted with the daily obligation to work effectively and efficiently on solving the 
problem and to immediately report any new risks. It is extremely important for the 
project reports to be 
1. short and succinct; they should only cover the points that are currently relevant.
2. simple and comprehensible. If you can’t clearly express yourself, you probably 

do not understand the issue.
3. reviewed and openly commented on by management. This is the only way to 

guarantee that everyone involved (project members and senior management) 
are suitably engaged with the project status and necessary measures.

Then adjustments can be made as quickly as possible. The central de-escalation 
management team provides the necessary support to the project team and ensures 
direct channels for decisions, resources and prioritization. And last but not least: 
effective crisis management creates trust – even in difficult situations. Fig. 9.1 il-
lustrates a classic de-escalation process.

Once the project returns to a sustainable normal state, the de-escalation manage-
ment team hands it back to the regular project management team.

The reality is that the sooner a project enters an “escalation state,” the greater the 
chances of quickly moving back into clear waters. The de-escalation management 

Fig. 9.1 Standard Procedure of De-escalation
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team supports the project – it is not a threat. A healthy error culture and consistent 
implementation are necessary. 

9.6 Maturity Models: Project Organization and Governance

Part of the right project approach lies in choosing the right project organization. A 
project is traditionally divided into three teams: concept & design, development, 
and testing. Depending on the approach, these teams may work sequentially, over-
lapping or in parallel. Each team has one or more responsible individuals (sub-
project managers) who report to the overall project manager. The key positions on 
the team are the requirements manager, head architect, development manager and 
test manager. Quality managers, configuration managers and the project manage-
ment office are responsible for cross-sectional tasks. If developments are divided 
chronologically into overlapping delivery cycles (releases), then separate release 
teams are formed, each of which is led by a release manager. The complexity of a 
solution can be functionally or technically reduced by setting up different develop-
ment teams. This also enables development in distributed teams – especially off-
shore or nearshore teams. In agile development teams, responsibilities and func-
tions are integrated and coordinated with one another as much as possible. An 
ideal team size is seven employees, plus or minus two. If there are more employees, 
it is worth splitting into more teams.

The better the joint responsibilities and interfaces are described, the smoother the 
cooperation and the better the project result will be. A defined joint development 
infrastructure is the pre-requisite for distributed teams to work effectively and effi-
ciently. Problems will arise if the division of responsibilities is not clear, or if there 
is non-compliance with the handover points or agreed process.

This internal project structure is critical to success, as is the way in which the 
project team is embedded in the overall organization and in the functions and manage-
ment processes established there – i.e., the project governance. Each project manager 
reports to a project owner. He appoints the project manager, provides the resources 
needed for the project, tracks the project’s progress and results (in terms of content 
and finances) and plays an important role for the customer. In the event of an escala-
tion, he is the first point of authority. The project manager and project owner work 
closely together. The CMMI standard defines the rules according to which this coop-
eration takes place. Both project roles are monitored, advised and supported in a 
successful Zero Outage organization by the neutral quality organization.
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9.7 KPIs in Projects

The key performance indicators (KPIs) for controlling projects can be divided into 
three main categories:

• Project quality
• Project efficiency 
• Customer satisfaction

For each category, there are different goals and resulting KPIs. Overall project suc-
cess can only be achieved if the key indicators in these categories are balanced. If all 
project KPIs have been optimized but the customer isn’t satisfied, then the project 
can’t be a success. Equally, successful long-term cooperation will only occur if eco-
nomic success is also assured.

9.7.1 Project Quality

In a nutshell, everything can be reduced to a formula that is communicated to the 
project manager at the start: time – budget – quality (the TBQ KPI). These three 
dimensions must be managed. Like other KPIs, they are related to and sometimes in 
conflict with one another.

Time
At the start, the project manager draws up a project schedule that is as realistic as 
possible, which is reviewed regularly and adjusted when needed. The primary con-
cern is to reach the milestones in this schedule, most of which are contractually fixed 
with the customer. These are typically the completion dates for important project 
phases or delivery dates, usually the points at which a (provisional) quality-assured 
result is handed over to the customer. The “milestone compliance” time KPI mea-
sures compliance with agreed project milestones. It is measured for each project and 
across all projects – evaluated according to portfolios, customers, delivery units. 
Time is the factor that usually comes before all others, because a delay in contractu-
ally relevant milestones often incurs penalties and reduces customer satisfaction. 
Every missed milestone can affect an entire chain of dependent deadlines on the 
customer’s side.

Budget
The project costs are calculated based on the project plan, usually monthly. The 
calculation is simple: 

Total costs = actual costs + expected remaining costs 

The actual costs are calculated directly from the finance systems used for HR costs, 
orders and infrastructure. The real challenge for the project manager is to determine 
the remaining expenditure and residual costs. For this, the project manager must 
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systematically plan the project resources based on the work packages, estimate the 
expected remaining costs for their completion and assess the project risks. The sim-
plistic mechanism generally used at the start is: 

Remainder = planned – actual

This confirms the planned expenditure, and it must always be replaced with a real-
istic estimate of the expected remaining costs, including a content assessment. 

The “budget compliance” KPI describes the (percentage) deviation between the 
calculated project costs and the planned costs. 

Overrun = planned costs – calculated costs 

Budget compliance and overrun can be represented in the project itself and also as 
highly aggregated data.

Everyone is familiar with the widespread “90-percent-done syndrome” in the 
critical end phases of projects. Most work packages that are not yet completed are 
evaluated as being “nearly done,” and shortly before the deadline, work package 
after work package falls like a set of dominos. Time and budget can be profession-
ally evaluated and monitored using what is known as the earned value method: each 
work package is rated according to its professionally-determined degree of comple-
tion. If the work packages are small enough, the rating will be only 0 or 1 – not done 
or done. This information is used to derive a “schedule performance index” (sched-
ule compliance) from a scheduling point of view, and a “cost performance index” 
(cost plan compliance) from a budgetary point of view. An index of 1 means that the 
project is right on target. Values around 1 are accepted as normal fluctuations. Larg-
er deviations above defined threshold values require corrective action. The advan-
tage of this method is that it can be used from the start of the project instead of 
kicking in with the first milestones or shortly before the project’s end.

Quality
Quality KPIs can be differentiated much like the measures for process and product 
quality. 

The process quality KPI for “quality gates completed” indicates the compliance 
status for each project in the form of a traffic light. Green means that there are no 
non-compliances or all of them have been resolved. If this is projected and aggre-
gated for all projects, it results in the process quality KPI. Zero Outage assumes that 
proactive quality assurance will always find non-compliances to resolve. The target 
value for the KPI is chosen accordingly. 

Product quality KPIs are usually geared towards conducting reviews and tests 
and handling any errors found. There is a whole series of sensible KPIs that consis-
tently build on one another and show the progress of tests and error correction in 
run-up curves. They measure:

• the tests conducted (absolute/percentage) and test coverage;
• positive/negative test cases and retests;



899 Quality in Projects: Achieving Success through Standards and Transparency 89

• errors categorized by project phase and severity;
• resolved and retested errors.

The KPI derived from this, known as defect removal efficiency, reveals the cost of 
errors. It depicts the relationship between the errors found (and corrected) in the 
project and the sum of all errors, including those relating to customer acceptance and 
live operations. A defect removal efficiency of between 85 and 90 percent is difficult 
to achieve, but worth striving for – from the point of view of both quality and effi-
ciency.

Other quality KPIs review and evaluate the software itself according to pre-de-
fined metrics. These check compliance with agreed coding rules, coverage through 
(automated) unit tests, program comments and software complexity, for example. 
These metrics can be measured in a largely automated way during the build process. 
With each build, the project manager and development owner for a module receive 
their current software quality KPIs; when implemented correctly, this happens on a 
daily basis. These figures are used during the development process for continual 
improvement. Such figures are helpful for the customer, too, for estimating and es-
tablishing the quality of the developed software.

9.7.2 Project Efficiency

Project efficiency does not mean carrying out a project within the agreed budget. The 
budget is what is calculated and agreed at the start. Financial figures such as the 
project margin, hourly rates and capacity utilization determine the economic success 
of a project and the delivery unit. But this says nothing about the efficiency that has 
been calculated into a project or how efficiently the work will ultimately be carried 
out. 

For this, key indicators are needed that say something about productivity in the 
provision of the service, i.e., the effort to provide a defined service. Effort is mea-
sured in hours, person months or FTE (short for “full-time equivalents”). This is 
somewhat more difficult when it comes to defining the scope of service. Early ap-
proaches to this were based on lines of code. The advantage is that this can be easily 
calculated; the disadvantage is that the focus is on the programming phase; standard-
ization is only possible within a programming language. The same program will 
require fewer lines of code in higher-level programming languages (such as Java) 
than in lower-level languages (such as Assembler). More recent approaches for cal-
culating the “functional size” of a program use what are known as function points or 
counting procedures based upon them. These can be determined very early on based 
on the functional specification, regardless of the solution implementation. The key 
indicator reveals the productivity, measured in function points per effort, e.g., #Func-
tion Points/1,000 h or #Function Points/FTE. This is measured during the calculation 
(calculated productivity) and after the project is completed (realized productivity). 
When the project is implemented, productivity can be tracked (indirectly) through 
project progress indicators such as “earned value.”
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The productivity of a project depends on various factors, such as the development 
platform (the programming language comes into play again here), the use of stan-
dards, the degree of CMMI maturity, the stability of the requirements, the degree of 
automation, the team’s experience, etc. Models such as CoCoMo (constructive cost 
model) define the framework for determining the expected productivity based on 
these factors. The organization must be sufficiently mature and experienced if reli-
able figures are to be produced. In the end, there will be a database of productivity 
values depending on the type of application, the solution approach and the imple-
mentation team. Increasing productivity means optimizing the relevant factors for 
success – and this can be measured continuously.

9.7.3 Customer Satisfaction

Last but not least, everything depends on customer satisfaction. No project can be 
successfully completed if the customer does not ultimately accept and successfully 
use the solution, even if the time, budget and quality demands have been met. Every 
customer will measure a project’s success against the project quality indicators pre-
viously mentioned, or against other criteria, such as the attention paid to new require-
ments, the flexibility of the solution, proactive consultation from the service pro-
vider, innovation, cooperation with the specialist and IT departments, and much 
more. If these criteria are not known or are not regularly measured and discussed, 
the success of the project will be in danger from the start.

This problem can be solved by specifying these criteria with the customer at the 
start – usually not just for one project, but for all projects. There should also be an 
agreement on when and how these will be reviewed. An established and regularly 
updated project or customer dashboard ensures transparency across all agreed cri-
teria – quantitatively and qualitatively. For quantitative measurement, all relevant 
project indicators are taken into account. 

Qualitative criteria can be measured through project and customer satisfaction 
surveys. By regularly using and evaluating a questionnaire in a project, you can cre-
ate a customer satisfaction index. The development of this in the dashboard can be 
tracked just like the time-budget-quality KPIs. Non-compliances can lead to mea-
sures for improvement that are discussed and initiated jointly with the customer. 
Problem points then become apparent in early phases of the project, and escalations 
and surprises at the end of a project are much rarer.

The same idea can be employed for several customers. A sensible number of 
project KPIs are recorded in a dashboard for all customer projects and regularly 
tracked – usually monthly. They show the development of project quality, efficiency 
and customer satisfaction in a Zero Outage organization. 
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9.8 Zero Outage: Ten Commandants for Project Management 

Experience has shown that all modern methods of project management ultimately 
come down to a few ground rules that the organization must follow. This is the only 
way to achieve Zero Outage in projects. For example, here are the “commandments” 
that T-Systems has established as a reference for the entire company: 
1. Our customer trusts our capabilities. Consistent and rigorous project manage-

ment is the basis for achieving our project goals in terms of time, budget and 
quality and for maintaining our customer’s trust. Our customer can rely on us.

2. Solid project planning is preceded by a reliable estimate of costs – following a 
standardized procedure. The costs of all services are estimated and document-
ed using T-Systems’ standardized method; they are the basis for project 
planning, determining the actual costs and estimating the remaining costs.

3. Project managers work with their teams to achieve business success – through 
personal and technical competence and by consistently implementing the 
project standards. All necessary roles and functions in the project are compe-
tently filled. All stakeholders are known and involved.

4. Project assignments and scope statements ensure clarity. Assignments are used 
to fill the key positions in a project, such as the project manager and quality 
manager. The scope of projects and sub-projects is specified in scope state-
ments.

5. At every point, there is visibility about where the project stands – thanks to 
consistent planning and progress measurement. The project planning is well 
structured, completely traceable and always up to date.

6. Consistent requirements management ensures that customer requirements and 
changes are traceable until the deliverable.

7. Quality gates ensure success based on company standards. Every project 
adequately plans its quality gates, which check the approach and results at 
defined points in time and lead to corrective measures if necessary.

8. Risks are identified promptly and managed consistently. Known risks are 
evaluated; effective countermeasures are assigned to them and tracked 
regularly.

9. Subcontractors are viewed as a critical factor for overall success and are 
managed accordingly.

10. The customer’s obligations are critical to the success of the project. Compli-
ance with these obligations is planned with the customer at the start of the 
project and monitored regularly. 
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 Satisfaction 

The previous four chapters dealt with key factors that can positively affect customer 
satisfaction when implemented thoroughly: an effective organizational structure, 
high-quality ICT operations and professional project management. This chapter will 
round this off by focusing specifically on customer perceptions.

In a globalized world, it is imperative (and therefore extremely common) for all 
goods and services that are traded between companies to be standardized, measured 
and comparable. Every ICT provider must therefore work with their customers to 
define meaningful key performance indicators (KPIs) that characterize the provid-
er’s services for the customer as accurately as possible. These KPIs then serve as 
helpful measurements for the quality of the services provided. But despite all of these 
efforts, one thing is clear: quality is in the eye of the beholder. In practice, many 
other “soft” factors are at least as important to successful cooperation as the KPIs 
which are specified in a contract – for example a personal relationship with the 
customer, transparency in solving unforeseen problems and the quality of commu-
nication on all level of hierarchy.

10.1 The Service Manager as the Interface to the Customer

It is not uncommon for customer satisfaction to decrease over a long period of time, 
even when service level agreements have largely been fulfilled. This is why it is 
critical for each customer to have a personal point of contact in the provider’s com-
pany. This point of contact is the service manager, a strategic component of ITIL core 
processes, who is involved in all communication – both internally with the delivery 
units and externally with the customer. The service management team is responsible 
for the contractually agreed service performance, meaning that this is another end-
to-end responsibility. The term “service management” represents the entirety of a 
company’s professional ability to offer the customer added value through services 
– in other words, all functions and processes that are necessary to manage the life 
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cycle of services. The goal here is to manage resources so that they generate the 
greatest possible benefit for the customer.

Large application organizations use ITIL as a guideline for structuring their ser-
vice and support concept (see Chapter 3). But why should customers and providers 
comply with these standards? It’s very simple: because they guarantee comparabil-
ity and visibility. They make it possible to compare offers and choose a suitable 
provider. However, such standards provide relatively little help when it comes to 
establishing truly good service management. They are a pre-requisite, but merely 
“fulfilling” these standards is not enough for a really good customer relationship. 

Functioning IT governance is the cornerstone of a coherent overall service man-
agement concept. This is the context in which goals are defined for measuring the 
configuration of a company’s IT (hardware and software) and associated processes. 
Other functions include the organization, control and monitoring of the IT landscape 
and its interfaces. 
The potential goals may be:

• increasing efficiency
• improving service quality
• boosting customer satisfaction
• making risks more transparent
• a periodic overall review of the IT strategy and operating processes

Successful service management is characterized by a strategic approach combined 
with a keen understanding of the current challenges facing each customer. To be 
successful, service management must also understand how important the provided 
solutions are for the customer and which process depth is required for controlling 
high-quality services. The service management team must be able to approach the 
customer and understand his priorities and actual needs. Proximity to the customer 
is critical. And the service management team bears the responsibility – internally and 
externally – at the interface to the customer.

What are the specific responsibilities of the service management unit, and how 
should this unit ideally be structured? In the following paragraphs, we will look at the 
responsibilities of a service manager using the “order-to-cash” process as an example:

Order Management
A customer’s order is the result of an existing business relationship between the 
customer and the service management unit. Service management is specific to each 
customer, so the team understands the customer’s processes – and, even more im-
portantly, the requirements and benefits of the solution for the customer’s business. 
The order is processed and implemented in accordance with the contract.

Implementation and Handover
After the customer has placed an order, service management is the internal contrac-
tor for the operating units and external partners. The service management team draws 
up the final specifications and uses quality gates to check the implementation until 
the handover to the customer.
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SLA Management
Operations are usually controlled by a service level agreement (SLA). Internally, 
SLAs are secured by corresponding operational level agreements (OLAs). Service 
management monitors compliance with the OLAs and SLAs. At least once a month, 
a service review meeting is held with the customer to evaluate the fulfillment of the 
contractual service levels. The service management team is responsible to the cus-
tomer – including when contractual SLAs have not been fulfilled. If SLAs have been 
violated, the service manager takes the lead in a service improvement program (SIP) 
and supervises this process for the customer.

Incident, Change and Problem Management
ITIL Foundation is the current industry standard for operational processes, and it 
should be established in the company. It is advisable for ITIL-compliant processes 
to be introduced on the customer’s side as well to ensure the smooth running of 
procedures. The service manager must therefore be ITIL-certified to ideally super-
vise processes relating to incidents and changes.

Commercial Management
The service management team bears overall commercial responsibility for a cus-
tomer. This means the service manager is a full-fledged point of contact for the 
customer with the corresponding decision-making authority.

Claim Management
Efficient and customer-oriented claim management is another challenge for the ser-
vice management team. The service manager must bring a high degree of technical 
expertise to claim negotiations and discussions to ensure a viable customer relation-
ship now and in the future.

Review and Continual Service Improvement
This covers the evaluation and optimization of IT services. Business processes can 
be evaluated with the help of previously defined key figures. The focus should be on 
key figures that represent the customer’s critical success factors. This process is sup-
ported by various reviews relating to IT service, SLAs and processes. 

IT services are put into operation for transition projects. Project acceptance means 
that a process has been successfully implemented. However, an active improvement 
process in the company is tremendously important and should lead to the continual 
development of existing processes to optimize customer benefit and ensure cus-
tomer satisfaction.

10.2 Detecting Service Management Weaknesses

What are the most frequent service management problems – and how can you tack-
le them? 
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Problems are most commonly caused by a lack of monitoring systems and cor-
responding KPIs as well as inadequate reviews of the continual improvement pro-
cess. Customers simply have no visibility into what is happening on the provider’s 
side, which can quickly lead to mistrust, protracted discussions and, in extreme 
cases, escalations.

Other challenges may include unreasonable service level management demands. 
For example, 24-hour service might be feasible for one customer but not affordable 
by every customer. The service manager must compensate for this fundamental detail 
in a contractual customer relationship by working with the customer to prioritize the 
most important systems and company processes. The service manager should also 
give customers the feeling that they are always completely informed of any remain-
ing risks. With this shared understanding, it might be possible to offer a focused 
24-hour service, for example. 

Maximum availability as well as incident and capacity management are addi-
tional challenges for service managers. For example, it may be necessary to deter-
mine the needs of a customer who does not have consistent business requirements 
but rather seasonal ones, and who requires support with monthly statements or sea-
sonal sales. Ensuring that users on the customer side accept the work of the service 
provider is another responsibility that can only be tackled jointly. Employee qualifi-
cations and fluctuation are also frequently mentioned as causes of problems. 

How Should You Deal with These Challenges?
Weaknesses such as this, and any necessary adjustments to IT services or service 
management, must be discussed with the customer and described from the custom-
er’s point of view. Competition-critical applications must be identified and named. 
Furthermore, the service level requirements should be described in detail. Employees 
should be qualified and certified in accordance with industry standards. It is essential 
for employees in service positions to receive training in typical industry standards or 
even ITIL certification – through an accredited inspection body or other well-known 
auditors. Furthermore, IT governance should be clearly coordinated and documented 
between the client and the contractor in order to avoid misunderstandings and to 
clearly regulate tasks, responsibilities and the customer’s obligations. The hallmark 
of a well-structured account is a viable model for cooperation between the provider 
and the customer. Service management is a “people business,” meaning that it is an 
important part of customer/supplier governance. Ideally, the internal account orga-
nization should reflect the customer’s organization. Additionally, these “rules of 
engagement” should be continually expanded and improved together with the cus-
tomer. 

Fig. 10.1 shows an example of a global governance model.
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Operational Level
Service management guarantees and actively supports communication about daily 
business. Monthly quality reviews are a permanent part of this cooperation, as is a 
forward-looking view of the services and the goals of the customer.

Management Level 
The operational level prepares regular meetings with a set agenda to be held with the 
management team. The management level looks at the past and coming six months 
and serves as an escalation level. It also prepares the strategic governance plan.

Strategic Level
The strategic level is the highest escalation instance in a well-structured governance 
system. It is forward-looking and specifies the strategy for the coming six to twelve 
months. In addition to bearing responsibility for the above-mentioned processes and 
service levels, successful service management offers particular value by playing an 
active problem-solving role. The service management department thus takes on 
comprehensive, end-to-end responsibility.

What Does Service Management Look like in Practice?
Successful service management establishes a functioning interface to the customer 
and continually optimizes it. In our experience, the following steps are the best way 
of doing this:
1. Define the most important internal and external stakeholders 

Fig. 10.1 Example of a Global Governance Model
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2. Active SLA management: question and modify the SLAs 
3. Listen to customer feedback and handle it successfully
4. Set up a continual improvement program

These four steps should be carried out at least once or twice a year with the customer. 

10.3 Defining Key Internal and External Stakeholders

Every responsible individual – on the provider’s side and customer’s side – should 
always be informed of the events affecting him or her. It is therefore advisable for 
the account managers to keep an internal stakeholder list. This list should include all 
internal employees and executives – from the different supplier organizations, from 
the company management and from departments such as finance and human re-
sources. Different hierarchy levels require and expect different levels of detail. For 
this reason, regular reports and recurring meetings should be designed to cater to 
these different needs – and to ensure that the target groups are always integrated.

Similarly, there will be stakeholders at every level in the customer’s organization 
who must also be included in these lists on a regular basis. If stakeholder manage-
ment does not work perfectly on any of the levels, there will inevitably be problems 
in the customer relationship. This is true even if “only” a lower level is affected; 
problems will be escalated quickly, and the respective supervisors will receive “taint-
ed” information. Furthermore, problems trickle down rapidly.

The two stakeholder lists can be used to develop a communication plan which 
keeps everyone permanently informed of changes and results. 

10.4 Active SLA Management

Service quality is objectively measured with KPIs. Service quality standards are 
agreed upon in contractually defined SLAs. But in addition, there is always a percep-
tion of service quality on the side of the customer which can significantly influence 
customer satisfaction. This is not based on an objective, factual evaluation of the 
services provided, but rather on the experience of cooperating with the provider and 
using the services on a daily basis. 

Various service levels have been established in the IT industry for objective mea-
surement. We believe the four critical ones are: 

Availability of Services
Regardless of the type of service that has been agreed, it is absolutely essential for 
the customer to be able to use the service. For example, if a bank offers an online 
portal, its customers must be able to access it. Availability is therefore fundamental 
to SLA management and part of daily service quality monitoring.



9910 From Customer Perception to Customer  Satisfaction 99

Recovery Times
Everything must operate flawlessly: hardware, software and IT processes. This is the 
top priority when it comes to quality requirements. From a technical point of view, 
extremely high availability can be achieved, even if 100-percent availability is not 
possible in IT. IT operations always run the risk of disruption – for example through 
hardware or software errors, viruses or cyberattacks. But the way such incidents are 
handled reveals a great deal about the quality of the provider’s troubleshooting pro-
cesses. Therefore, in the context of the service levels, it is crucial to define recovery 
times and, if necessary, to prioritize recovery operations in the event of an incident.

Performance
KPIs should be defined between the customer and the service provider to measure 
the performance of the services that are provided – this is a must. These KPIs may 
be based on application reaction times, the response times of individual processes, 
delivery times for hardware, or even consultancy services. One way or another, they 
are absolutely fundamental to cooperation. This is because service quality can be 
measured on the basis of these KPIs. KPIs that are measured repeatedly – daily, 
weekly and monthly – are ideal reference values and a basis for establishing pro-
grams to objectively increase or stabilize performance. KPIs create a high degree of 
transparency and offer neutral values for measuring the actual quality of services – 
this might provide arguments to address any negative perception of service quality 
by the customer. 

Reaction Times
It is irritating for any customer to have to wait on hold for a long time on a telephone 
hotline. But reaction times for service desk/help desk environments can be clearly 
described, agreed and measured. By measuring something, we can analyze it, im-
prove it, measure it again and continually review it. What’s important here is the 
“first time resolution rate,” or the proportion of tickets that can be resolved directly 
by the service desk as well as the proportion of tickets that cannot be resolved 
within the SLA. In the case of critical issues or mass disruptions, it is vital for the 
appropriate expert teams to be alerted immediately; in Chapter 7 we described how 
to systematically guarantee high reaction speeds and visibility for the customer.

10.5 Dealing Successfully with Customer Feedback

Customer feedback about service and quality is needed to plan and implement optimi-
zation measures. Only the customer can communicate his own perceptions, and this 
information can be used to develop an individualized improvement process. For ex-
ample, while accuracy and traceability are the top priorities in pharmaceutical produc-
tion, time-to-market is more relevant to investment banking. Through a regular, struc-
tured exchange about projects and important operational factors, improvements can be 
identified for each situation – and the KPIs can be modified accordingly.
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In practice, customer feedback can be gathered well during regular service discus-
sions, and it is important to ensure that the customer is continually informed of the 
implementation status of his requests. These discussions are also a very good op-
portunity to raise other issues or determine the upselling potential as a service pro-
vider. After all, every comment, suggestion and even complaint from the customer 
is a chance to improve cooperation.

A successful service discussion will therefore address current customer feedback 
and the status of any earlier feedback. These joint discussions should also be used to 
clarify or correct any ambiguities in supply and service relationships.

It is important to understand the customer’s perspective in this context:
• Is this a new account for the service provider, meaning that trust-building 

activities must first be completed on both sides?
– Particularly at the start of a contract, it is advisable to talk very regularly 

about supply and service relationships and to make corrections early on.
– Ambiguities in the specification sheet or contract should be identified and 

mutually clarified or explained in detail.
• Has the customer recently experienced a disruption?

– No customer will be able to pay much attention to a service manager if 
they are currently experiencing a disruption or if they recently experi-
enced a disruption. In this case, the service manager should specifically 
address the disruption again and ideally present the initial findings of the 
root cause.

– This opportunity should also be taken to clarify if the customer was satis-
fied with the communication during the disruption. After all, when it 
comes to troubleshooting, the most important aspect besides responsive-
ness is proactive communication so the customer always knows what is 
happening. 
– For example, should employees be sent home if the disruption is going 

to last for a long time?
– What steps is the service provider taking to fix the fault?
– Should the customer have his own technicians on hand to provide sup-

port during an emergency change or test the result of the change?
– Has anything changed in the customer’s organization or environment?

– If points of contact have changed or different organizational units are 
now responsible for the contract, new relations will have to be estab-
lished with the customer.

– Has there been a company merger or fundamental change in the cus-
tomer’s strategy to which the provider must react?

– Is the customer himself currently undergoing an audit that could be 
supported by the service manager?

– Are contractual negotiations with the customer on the horizon?
– The customer is looking for arguments for a price reduction and is stra-

tegically increasing the number of comments or complaints.
– The customer is trying to expand the agreed scope of services.
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So, feedback from a customer should be judged based on the situation. When we 
understand the reasons and background conditions, measures can be adjusted ac-
cordingly. It is also advisable to document any agreements made with the customer 
in this context so that regular, objective reports can be provided about the agreed 
measures.

10.6 Improving Continually1 

The goal of quality management in an IT service organization must be to continu-
ally ensure that the customer is satisfied with the services he has received. To this 
end, it is essential to systematically, permanently and objectively measure the degree 
to which all of the customer’s major needs have been fulfilled. Based on these find-
ings, measures can be implemented promptly (if needed) and regular, professional 
communication of the results can be guaranteed.

Both the delivered service quality (objective service quality) and the customer’s 
quality demands, which are reflected in his subjective perception of service quality, 
will continually change over time. A continuous improvement program – that is, the 
ongoing improvement and optimization of the service quality level – is therefore a 
key factor for a successful long-term customer relationship.

10.6.1 Typical Development of the Perception of Service Quality

Although service quality is measurable objectively, it will change over time. In part, 
this has to do with changing requirements. At the start of the system’s life cycle there 
might be many adjustments and changes if, for example, not all of the customer’s 
requirements were taken into account in the development and project phase. Addi-
tionally, requirements can change if the underlying business model has to be ad-
justed or if the technology is not yet as mature as it would be in later phases.

Employees working with the system will also gain more experience; documenta-
tion will improve, and weaknesses will be rectified. Operational processes will be 
optimized, and troubleshooting routines will be established thanks to this documen-
tation. Deployment of a system is usually followed by a stabilization phase on the 
customer’s side; fewer and fewer changes will be necessary because the underlying 
business processes will have proven themselves and become stable. All of these fac-
tors have a positive effect on the subjective perception of service quality.

These positive factors are countered by a number of negative effects. In terms of 
technology, hardware components will increasingly fail on all levels over the course 
of years. Processes will become more bureaucratic, leading to limited flexibility and 
long lead times for changes. There is a danger that, after long phases of stability, 
employees will stop paying close attention. This can result in carelessness in change 

1 This section is based on Kasulke 2014.
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quality, patch and release management, problem management and customer com-
munication. Additionally, in the last third of a system’s life cycle, the customer will 
have new requirements that are difficult to meet with the existing technology.

Along with these objective factors, the subjective expectations of the customer 
will change as well. While the customer might have tolerated the odd outage or de-
ficiency at the start of the life cycle, as the system grows more stable he will increas-
ingly expect services that are nearly 100-percent reliable. Both the customer and the 
underlying business processes will therefore become less tolerant of outages. After 
five years, there is usually a considerable discrepancy between the original service 
level agreement and the system availability that is expected.

Guaranteed objective service quality should be the basis of any successful cus-
tomer relationship. Additionally, the subjective perception of service quality is high-
ly relevant to a long-term relationship between an IT service provider and a cus-
tomer, and the customer will typically become more and more dissatisfied unless 
some action is taken. This is because he will increasingly take the contractually 
agreed services for granted, and any disruption caused by one of the above factors 
that has a negative effect will make him dissatisfied and lead to mistrust. In response, 
the IT service provider will launch a quality offensive – a service improvement pro-
gram (SIP) – in order to fulfill the customer’s expectations once again. The SIP ad-
dresses the negative influences – such as outdated hardware or errors in change 
planning, preparation and execution – and thus ensures an objective increase in 
quality to meet the customer’s expectations.

In summary, the subjectively perceived service quality often follows an up-and-
down trajectory – that is, a decline in the subjective perception of quality over time, 
followed by a SIP that temporarily improves the quality, followed again by a decline.

10.6.2 Early Indicators

The decline in both objective and subjectively perceived service quality can be iden-
tified early using six decisive indicators that are described in Tab. 10.1. These must 
be reviewed for each customer regularly – three to four times a year.
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Tab. 10.1 Risk Factors, Effects and Checkpoints

# Risk factors Risk/effect/result Checkpoints

1 Unexpected (high) 
profit in unchanged 
contract > 6 months 
in a row

With steady revenues, costs were probably 
cut (in the areas of materials/human resourc-
es). Reduced quality by the provider means 
customer is no longer engaged and will look 
for another provider. 

Customer-related 
revenue planning 
(rolling forecast)/ 
12 months

2 Changes to the cus-
tomer’s organization 
structure

Contract or parts of it could be understood/
interpreted differently. → This leads to 
complaints and/or other demands.

Quarterly figures/
quarterly status of 
account

3 Contract or parts of 
it expire

1.  Departure and search for new prospects/
employers among internal employees → 
The best go first.

2.  Rejection/decline in awareness/behavior 
among internal employees and on the 
customer‘s side

Proactive measure 
prior to expiration of 
contract

4 Governance model is 
no longer followed 
(cancellation of 
regular meetings)

Decline in professional work → risk of 
incomplete work (projects/programs) → 
interpretation → “I’ve heard...“ → personal-
ization → escalation → relationships

Quarterly figures/
quarterly status of 
customer/account

5 The key players 
perform the same 
function in the same 
account for longer 
than three years

Friction losses → decline in driving force of 
innovation, architecture, growth and quality 

Regular/annual 
evaluation and as-
sessment of employ-
ees in their functions 

6 Existing programs/
measures are not 
sustained by the 
customer account 
managers

Declining development/less progress Quarterly status of 
account 

It is advisable to actively implement measures after 18 months at the most, even 
without these tangible reference points, to ensure long-term customer satisfaction.

10.6.3 Measures Aimed at Continually Improving Objective 
 Service Quality

As stated, securing the objective and subjectively perceived service quality is an 
important goal for IT service providers. Various approaches and measures can be 
taken to guarantee the important foundation of objective quality – such as an optimi-
zation program. At the start of an active continuous improvement program, all exist-
ing or newly identified weaknesses relating to a customer are systematically tested. 
Fig. 10.2 shows the main areas to investigate following the classification system of 
processes, platform/technology, program and people. 
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10.6.3.1 Processes
Configuration management is a good starting point for improving processes: an ac-
curately maintained configuration management database (CMDB) is a useful indica-
tor for determining whether the processes in change management, patch and release 
management and monitoring are working and applied in a disciplined way.

The reporting of key performance indicators and – above all – documents for the 
regular service review board with the customer are a valuable reflection of how seri-
ously governance is being taken by both sides. This can reveal the extent to which 
the customer’s expectations are in line with or deviate from the results and the SLAs 
and how visible these results are to the customer.

A systematic test (health check) should take no longer than four weeks and in-
clude a sampling of all key elements of the customer relationship. The results of this 
test are translated into a quality improvement program that systematically rectifies 
all weaknesses in processes, people, and platforms/technology.

10.6.3.2 People 
In IT in particular, the human factor is critical. Now that processes (CMMI, ITIL) 
and technologies have been standardized, the only way that IT providers can posi-
tively differentiate themselves from the competition is through their employees. IT 
consultancies have known this for a long time, but in IT operations the focus is often 
still on processes and technologies. Below, we present important measures that can 
help IT service providers to ensure that human error is avoided and the level of 
alertness is kept high over time. 

Fig. 10.2 Systematic Check of a Customer
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Rotation Principle
Everyone experiences a learning curve in their job. When someone is given a new 
task, they first go through a familiarization phase. They have to understand the pro-
cesses, their responsibilities, their colleagues and the technology, and they gradually 
acquire these skills. Depending on the complexity of the task, as well as the em-
ployee’s prior knowledge and learning abilities, it will take six months to a year 
before a new employee reaches full productivity. The learning curve is initially steep, 
but gradually flattens out over time.

Employees grow more self-confident as their work becomes routine and the qual-
ity of the work rises. But this self-confidence often leads to increased carelessness, 
meaning that employees deviate from or neglect processes; experience may par-
tially compensate for this, but the frequency of mistakes rises in absolute terms 
nonetheless.

In practice, the three-to-five-year rule has proven useful for ensuring that the 
company benefits from growing experience and routine while preventing familiarity 
with the task from resulting in carelessness. The three-to-five-year rule means that a 
manager or employee should usually not stay in the same position for the same cus-
tomer for less than three or longer than five years. 

Regular Appeals to Raise Awareness
A way of raising employees’ awareness of quality and compliance with processes is 
to conduct well-planned and executed events, such as meetings of all employees and 
managers on a customer account or, – in the age of globalization – teleconferences 
or web conferences. In the best case, representatives of the customer will speak di-
rectly with the employees of the IT service provider in order to share information 
about the importance of the customer’s main applications and the effect of disrup-
tions or project delays. Given the extensive division of labor and the fact that mul-
tiple organizational units and companies are involved in the supply chain, it is very 
effective when a relationship has been established with the end consumer and every 
employee is aware of their specific contribution within the big picture.

10.6.3.3 Technology and Tools

Hardware and Software
Technical infrastructures age quickly. Hardware has a life cycle of three to seven 
years, but when it comes to software, a complete overhaul is usually required on 
every level within just one year; after this point, there is little or no support from the 
manufacturer, and security vulnerabilities could arise. But this is countered by the 
risk that very new software releases often harbor unknown faults, meaning that 
early adoption or frequent updates can lead to outages.

In the continuous improvement process, a strategy must be defined for each class 
of hardware and software assets to find the perfect balance between these two factors. 
These rules must then be implemented and monitored. An annual review of the cho-
sen update intervals will guarantee that changes in the release policy of individual 
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manufacturers are taken into account and the experiences of other companies using 
the same hardware or software can benefit the customer.

Disaster Recovery (DR) 
In an age of multiple redundancies on all levels of hardware and software, customers 
should never experience an outage of their high-availability applications. In practice, 
however, redundancies sometimes fail to kick in, so a customer may experience seri-
ous operational disruptions, despite all of the technical precautions. Frequent reasons 
for this include:

• no consistently separated layout of connections,
• inconsistent software patch levels on redundantly designed clusters,
• single points of failure (SPOF) in the basic infrastructure (cooling including 

control, power supply and uninterrupted power supply [UPS]) in the 
application design or in the network structure.

Furthermore, the behavior of an entire system changes over time due to changes on 
each level (e.g., changes in usage, application software, network structure, hardware 
or system software).

Therefore, a continuous improvement plan should include regular reviews of a 
customer’s critical landscape to check whether the redundancies are functioning for 
all of a customer’s important systems. This happens in two steps:

• First, existing documentation should be used to carefully check a system on 
every level (basic infrastructure, hardware, network, software, application 
level) for any inconsistencies, known errors in the release and patch levels, 
or single points of failure. This should happen at least once a year and must 
be considered essential preparation for the second step. 

• In the second step, the systems are checked in the context of changes to see 
whether the redundancy is working; in other words, major outages of 
sub-components are simulated at times agreed with the customer to test the 
system’s behavior during an emergency. The results are then taken into 
account for further improvements. It is advisable to take a step-by-step 
approach here, meaning that only outages which can be reversed rapidly 
should be tested to begin with.

Alternatively, real outages of sub-components can be evaluated and recorded in the 
test plan as (involuntarily) conducted tests.

Ideally, there will then be an overall plan for the customer which notes the time 
and result of the latest availability test for each key system.
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10.6.4 Measures Aimed at Continually Improving Subjective 
 Service Quality

Quality is in the eye of the beholder. In addition to “hard” quality criteria such as 
operational stability and reliability in projects, it is essential to manage the subjective 
perception of quality on the customer’s side. But how can you do this?

The customer’s perception of quality originates at the interfaces between the IT 
service provider and the customer – that is, at the service desk, in the service review 
boards, during service requests and in joint project work – particularly among the 
steering committee and in the requirements and test phase.

It is essential to present a very well-prepared front at these interfaces and give the 
customer the feeling that all of his needs are understood.

This can only be achieved through an intensive, comprehensive training program 
that prepares every employee for the responsibilities they will face if they are in di-
rect contact with customers. Key topics should include technical training, as well as 
behavioral training, i.e., how a service delivery manager should behave toward the 
customer in the event of a disruption, how claim management can be handled well, 
or how to optimally prepare and conduct a service review board.

The customer’s satisfaction with the service desk is measured regularly as the 
basis for a targeted improvement in the resolution rate and customer satisfaction.

10.6.5 Success Monitoring and KPIs

To monitor success, it is advisable to define a dashboard with all of the result and 
progress KPIs that are important to the customer and the management – with starting 
and target values as well as monthly and weekly goals. The result KPI shows results 
that have been achieved, e.g., the number of disruptions in each class, the time to 
resolve problem management tickets, customer satisfaction with the service desk, 
and TBQ compliance, meaning the extent to which time, budget and quality demands 
were met in projects.

Progress KPIs measure whether the defined measures were implemented, such as 
how many fire drills were carried out.

The dashboard must be defined together with the customer and reviewed with him 
on a monthly basis to ensure that progress is totally transparent for the customer and 
the measures reflect the customer’s main priorities. 
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The growing extent of legal regulations affecting IT, telecommunications, security 
and data privacy means that compliance is becoming an increasingly important issue. 
And because legal compliance is the basis for Zero Outage, it is something that should 
always be discussed in detail with the customer. Failure to comply with statutory 
regulations can result in fines, loss of orders and loss of reputation. Unfortunately, 
regulations and laws are normally very industry-specific, and this can present a chal-
lenge for ICT providers. For example, pharmaceutical companies and banks are sub-
ject to the additional stringent regulations and documentation requirements of GxP 
guidelines or ISAE 3402, while companies in other industries only need to show that 
they have an IT provider who complies with the applicable ISO standards. Statutory 
regulations usually exist to make sure that work is being carried out properly at all 
times and that accurate records are being kept. Knowing this, the IT provider and his 
customer can then decide what measures to introduce, what standards to apply, what 
documentation and reports to produce, what audit cycle to implement, and what cri-
teria to use to verify compliance with the legal requirements of that particular industry.

11.1 The Example of the Pharmaceutical Industry

The pharmaceutical industry has to account for every process step within its opera-
tions. For example, it must check compliance with hygiene regulations, accuracy of 
processing, dosage of its ingredients and also, of course, what staff were involved in 
the manufacturing of each batch of product. Any changes in production or in the 
equipment used must be accurately documented and confirmed, using the four-eyes 
principle. The operator of a pharmaceutical company’s ICT systems is also required 
to show in detail how each of their processes operates. An IT provider is not a phar-
maceutical company however, and not all parts of the IT system are necessarily in-
volved in the production chain. For this reason, it is advisable to agree in advance 
exactly what requirements each IT system has to meet and what supporting docu-
mentation should be provided. 

S. Kasulke, J. Bensch, Zero Outage, 
DOI 10.1007/978-3-319-53739-9_11, © Springer International Publishing AG 2017 
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Let’s use the analogy of an onion to describe the collaboration of IT with produc-
tion. IT is in the outer layers, which are not directly related to the production of 
pharmaceuticals, with other departments such as financial systems, human resourc-
es, the service desk and incident handling. The middle layers contain the IT systems 
indirectly related to production. At the center is the IT responsible for supporting the 
production process. Which system belongs to which category needs to be determined 
in detail with the customer and an inspector (pharmaceutical industry auditor), be-
cause producing and storing verification documentation becomes significantly more 
expensive as the categories move closer to the center.

IT systems in the simplest category are regarded as a black box or an appliance 
and do not have to be documented separately in accordance with the pharmaceutical 
company’s regulations. The more systems fall into this category, the lower the cost 
for additional verification documents. It goes without saying that the IT service 
providers must also ensure that their own systems are properly documented accord-
ing to the rules and regulations that apply to their own industry. 

The IT systems in the highest category must be documented according to phar-
maceutical industry requirements and included in its change processes and audits, 
because the regulations that apply to the pharmaceutical industry are stricter than 
those that apply to an ICT provider. The customer and the ICT provider must ac-
knowledge and record regular changes to the systems. Moreover, these critical sys-
tems should be set up within an environment dedicated to the customer and not be 
operated as shared systems with other customers of the provider. Otherwise, any 
changes affecting all customers’ IT systems must be documented separately for the 
pharmaceutical customer, leading to additional and unnecessary costs. Data privacy 
requirements can make this even more complicated, and the additional effort and cost 
of compliance can nullify the savings or efficiencies of shared systems. 

The conclusion is that it is worthwhile to agree on a pragmatic implementation of 
sector-specific legislation with the customer. Different industries have different rules 
on, for example, whether and for how long each individual verification document 
should be saved and retained, or whether documentation and logs must be signed, or 
whether just storing these within an IT system is sufficient. It should also be obvious 
that, in the above example, the customer in a shared environment should not be able 
to see any changes made by other customers. Here, data protection takes precedence. 

11.2 Near- and Offshore Regulations

Apart from increasing the efficiency of specific areas of the business, cost reduction 
is an important factor for many companies who consider outsourcing. Location and 
personnel costs are factors that can make the nearshore option an appealing one. Is-
sues such as data privacy and data sensitivity should therefore be clarified at the 
proposal stage in order to determine which services can be operated nearshore or 
even offshore. If these issues are not discussed at the outset, there is bound to be a 
“rude awakening” – during the transition phase at the latest. Many unclarified ques-



11111 The Challenge of Statutory Regulations 111

tions about nearshore operation have led to IT providers breaching their contracts 
with the customers or have subsequently led to substantially higher costs when 
providers have been obliged to bring services back from nearshore. For this reason, 
we recommend that you maintain a compliance reference database that clearly shows 
the contractual arrangements. This will enable you to quickly refer to details of the 
nearshore arrangements made with the customer, data privacy requirements, and 
regulations pertaining to the operating sites and documentation.

11.3 Audits

It is preferable for audit preparation to be integrated with other tasks. The ideal situ-
ation is having all the necessary documentation available at all times, and for compli-
ance to form an integral part of the business process. You can achieve this by scru-
pulously maintaining your verification documentation, undertaking regular internal 
audits, and by raising the awareness of employees of the issue.

11.3.1 Scrupulous Documentation

Regular verification documentation and record-keeping are essential because this 
demonstrates that important issues don’t just exist in PowerPoint presentations or for 
the auditor. Business processes such as configuration management, change manage-
ment and order management must go hand-in-hand with verification management 
and documentation. The better these processes are organized, the more supporting 
documents will be available for audits and compliance audits. If you take this matter 
seriously, you will reduce the amount of work needed for each audit and save the 
company money. Regular training courses should instill in employees the importance 
of careful documentation and the benefits it brings.

11.3.2 Regular Audits

We recommend that ICT providers carry out regular audits for their customers in 
addition to the obligatory checks required by ISO and ISAE 3402. At T-Systems, the 
latter is carried out by the independent public accounting firm Ernst & Young, who 
regularly certifies that all the controls are being applied and are working properly. 
Strategic audits should also take place. This means that whenever problem manage-
ment encounters a vulnerability caused by a process, an audit should be carried out 
to examine it. The loss of power in a data center would be a typical example. In this 
case, the question to be asked is: what caused it? Because the regulations specify a 
back-up power supply. Other questions that the audit would need to ask are: does the 
data center have a redundant infrastructure? Were both power supplies operational? 
Would the UPS work? How would the applications deal with the switchover? How 
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often is testing carried out? Based on the evidence and findings from this audit, the 
existing processes will then be modified where needed. As a result, the organization 
stays fit, and weak points can be targeted and eliminated quickly. One tried and 
tested method is to link audits directly to problem management. The principle should 
be: “If a critical error has occurred or an ongoing problem has been detected, an 
audit must be carried out.”

11.3.3 Training and Raising the Awareness of Employees

Staff are often unaware that audits are not just internal to their company, but that they 
must be carried out in the interests of the customers. This is because customers also 
have to regularly demonstrate their compliance with the relevant regulations. Train-
ing should raise awareness of this, and should focus in particular on looking at the 
issue from the customer’s perspective. 

Moreover, staff need to understand the value of having verification documents 
available at all times. Each audit that has to be repeated because of missing verifica-
tion documents, costs the company, as the external auditor has to be paid every time. 
This is particularly true for an ISAE 3402 audit, which requires the auditor to carry 
out more extensive checks. Any irregularities (“non-compliance”) caused by non-
existent verification documents are recorded in an audit report and provided to the 
customer. Too many of these irregularities will harm an IT provider’s reputation – 
and in a worst-case scenario, customers could threaten to terminate their contracts, 
or even leave. Training should therefore also explain that preparations for an audit 
require significantly more work if the verification documents have to be produced 
specifically for that audit. 

11.4 The Obligations of the Customer

The staff of the IT provider need to be made aware of their legal obligations – but so 
does the customer. Just because you outsource your IT does not mean that your IT 
provider becomes responsible for all of your legal obligations. A good service deliv-
ery manager will therefore regularly advise customers of their obligations. This ap-
plies in particular to security issues. A single customer who fails to take his security 
requirements and obligations seriously can have a major impact on the IT provider’s 
other customers. Security flaws do not respect corporate boundaries. For example, 
experience has shown that standard passwords are still used too often out of conve-
nience.

To be on the safe side, the provider can support his customers by regularly dis-
cussing verification documents and audits with them. When doing this, it is advisable 
to use a standard agenda and to be aware of which logs and reports the customer 
receives. To minimize cost, it also makes sense to use standard reports. The cus-
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tomer will then be informed regularly about the existence and relevance of verifica-
tion documents and will be able to use that information in his own internal audits.

11.5 Industry Standards

Industry standards such as ESARIS (Enterprise Security Architecture for Reliable IT 
Services), for example, are very helpful in generating structured documentation. 
ESARIS is a security architecture developed by T-Systems for protecting complex 
production landscapes. It contains standardized instructions for all process steps and 
also specifies all the measures required to maximize IT security. These measures can 
be adjusted and supplemented in accordance with the specific needs of the company 
or business sector. For example, the integrity and availability of the IT systems of 
listed companies have to be compliant with SOX requirements and the processing of 
credit card data must be secure. The key benefit of ESARIS is its visibility. The in-
formation is available not only to the provider’s employees, but the customer can 
also access it and monitor the progress of the measures introduced to secure their 
sensitive data. This transparency makes it possible not only to objectively evaluate 
improvement measures, but also to adopt a structured approach to thinking about 
verification of security, risk assessments and the conscious acceptance of risks. 
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Following on from our detailed look at compliance, we can now address another 
matter that is a vital part of any set of measures and initiatives designed to improve 
quality: security. For without security there can be no quality. Quality relies on hav-
ing effective security measures in place. However, a high level of ICT security is only 
possible if the quality is right. This is truer today than it ever has been, as companies 
of all sizes and in all industries are being forced to tackle the problem of ever escalat-
ing security demands. A large part of this is due to the increasing digitization of 
business and society: the more things and processes are interconnected, the more 
opportunities become available to attackers. This is bound to increase in the future. 
Detecting security vulnerabilities and preventing hackers from accessing corporate 
information has become a daily struggle. Viruses, Trojans and similar threats don’t 
take coffee breaks. ICT security must therefore be based on continuous processes 
and measures – and be viewed holistically. This includes a host of individual mea-
sures so numerous that there is not enough space in these pages to mention them all. 
As far as Zero Outage is concerned, we focus on three key aspects that are particu-
larly relevant: 

• Closing security holes: Security must always reflect the current situation. 
Security vulnerabilities must be closed as soon as they are detected and 
preventative measures should be in place to detect unknown ones. 

• Sensitizing employees: Every computer and every smartphone provides a 
potential entry point for malicious code. Infection is made easier if employ-
ees do not know how to deal with the issue and are unaware of its serious-
ness. It is therefore essential to raise employees’ awareness of the need for 
ICT security. 

• Institutionalizing responsiveness: 100 percent security does not exist in the 
world of IT. That would be utopia. There is always going to be some element 
of risk. This makes it all the more important for companies to be prepared by 
having clear guidelines and command structures in place. 

S. Kasulke, J. Bensch, Zero Outage, 
DOI 10.1007/978-3-319-53739-9_12, © Springer International Publishing AG 2017 



116116

12.1 Closing Security Holes

Unfortunately, there seems to be no limit to the imagination – and the capabilities 
– of Internet criminals’ intent on getting their hands on internal company information 
and confidential data. The statistics are frightening. Major network providers experi-
ence at least one million attempted Internet attacks each month in the form of port 
scans and DDOS attacks (see Kaspersky Security Bulletin 2013/2014). In addition 
to this, phishing emails regularly appear in employees’ mailboxes. Social engineer-
ing – trying to influence specific people to carry out specific actions, such as disclos-
ing information – has been very popular for a number of years. In addition to emails, 
other channels such as chat platforms, Twitter and YouTube can be used to dissemi-
nate phishing links. If a reader clicks on a link he has received, the attacker will 
exploit security vulnerabilities in his browser or in other software in order to gain 
access to data. Targeted and well organized attacks on companies are on the increase. 
Industrial espionage is the name of the game. Statistics from the manufacturers of 
anti-virus programs reveal that in 2013 alone, there were at least 1.8 million mali-
cious and potentially undesirable programs in circulation. It is also known that 45 
percent of the web attacks blocked in 2013 were carried out using malicious web 
resources located in the United States or Russia (see Kaspersky 2013). 

The “Red October” attacks clearly show the reach of cybercrime and digital in-
dustrial espionage. The malicious software used in these attacks, which were di-
rected at the computer networks of government organizations, energy companies, 
and research and military facilities, proved to be particularly persistent. Thanks to 
the malware’s multifunctional, modular design, it was able to compromise a number 
of different platforms – computer systems and smartphones from different manufac-
turers – and steal a variety of confidential documents. Detecting and removing the 
malware proved difficult. When the security specialists from Kaspersky tracked 
down “Red October” in mid-January 2013, it had already been active, but unde-
tected for several years. The spyware “MiniDuke” had similar intentions and was 
uncovered not long after Red October. The malware installed malicious code via 
Twitter and used Google as a backup for blocked Twitter accounts. 

These are just some of the many examples and variants out there. These examples 
illustrate that the methods used by cybercriminals are becoming more diverse and 
more sophisticated. They keep perfecting their technology, optimizing their pro-
grams and improving their methods in order to get rich by stealing sensitive informa-
tion. The lesson here is clear: it is essential to identify and close down vulnerabilities. 
It is negligent to adopt a wait-and-see attitude once a vulnerability has been discov-
ered. There are many hackers and “freeloaders” waiting to take advantage of these 
vulnerabilities.

Quite apart from the exploitation of software vulnerabilities, it is also surpris-
ingly easy for criminals to gain entry to buildings to obtain information. When a 
building is evacuated during a fire drill, for example, anyone with criminal intentions 
can steal equipment, documents and data and gain free access to computers that don’t 
have a password-secured screen saver. Within the context Zero Outage, employees 
are made aware of any security vulnerabilities detected by auditors or security staff 



11712 Ensuring Maximum Security 117

because they simply remove these unsecured devices. The employees then receive a 
friendly note telling them where to reclaim their equipment. This impresses upon 
them that they need to protect themselves and their company better.

12.2 Sensitizing Employees

Whenever there is a targeted attack on a company, you can be sure it has been 
planned. Some cybercriminals spend months preparing their attacks. They make a 
very close study of what company information is useful and what can also be stolen. 
And they explore many avenues in pursuit of their goal. They will examine the pro-
files of staff on social networks, for example, or create fake websites to mislead 
victims and infect their computers. This is why it is so important to sensitize the 
company’s employees, because they are the ones who can make life easy or difficult 
for the attacker. 

We often think of the theft of company data as a software hack. But there are also 
other dangers lying in wait for companies and their data. For example, some children 
were able to gain access to the ATM of a Canadian bank with the help of a handbook; 
they simply entered the default password it described (see T-Online 2014). Unfortu-
nately, this is not an unusual case. You can always access a system if you have the 
necessary information. People prefer an easy life and do not change their passwords 
regularly, or they forget to change the password when initializing the system. Unless 
employees are sensitized to the potential risks, nothing will change. This applies just 
as much to clicking on unknown email content as it does to leaving confidential 
documents on the table instead of locking them up. When they are no longer needed, 
papers containing confidential information should be disposed of in the shredder 
rather than being tossed in the waste paper basket. Zero Outage sensitizes staff to 
these dangers and ensures that a basic understanding of security is part of every 
employee’s security DNA. 

If someone does happen to click on a malicious email or notices something suspi-
cious, they should know whom to contact to report the incident. They should also be 
aware that they should not delete the suspicious email, so that the security team can 
uncover its source.

12.3 Exercises with the Customer

If, despite all security measures and rules, an unauthorized person succeeds in enter-
ing a system, a fast response time is critical for the system supplier and the cus-
tomer. To make sure that all processes work properly when the worst happens, it is 
a good idea to run through emergency scenarios before they have a chance to occur 
and to regularly check response times. The more departments are involved in this, 
the better and more long-lived will the outcome be. Ideally, this kind of exercise will 
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also be extended to include the customer and will take place as part of a “fire drill” 
in which the company checks its own quality assurance processes. The efficiency of 
the alerting chain and the speed and focus of the interplay between customers, 
partners and IT will also be tested. In other words: when an intruder is detected, who 
reports what to whom? Which areas of the organization are involved, when and with 
what information? 

T-Systems regularly tests these processes with its customers, because these at-
tacks can be directed at both of them at the same time. Test coordinators chosen from 
both sides work out a detailed attack scenario in preparation for the joint exercise. In 
doing so, they take into account attack patterns that are known or have taken place 
in the past. The test and simulated attack are then carried out over an entire day, 
becoming more and more intensive and more extensive as the day goes on.

These exercises should test: 
• the effectiveness of the specialists’ data exchange and teamwork,
• the coordination and communication between the teams on both sides,
• how quickly the crisis is tackled, and
• the quality of the decision-making.

Example Scenario
An employee has accidentally opened a phishing email and released a virus, the 
identity of which is unknown. The first warning was an unusually high level of in-
bound traffic and data being sent to an unknown IP address. How would you handle 
a case like this?

Step 1: The intrusion has been detected and an analysis of the IP address is carried 
out. As a result of suspicious processes, the customer’s CERT (computer emergency 
response team) is now in close contact with our CERT. 

Step 2: A search is carried out to find and quarantine the virus. In the meantime, the 
staff member has reported the incident to a security officer. The suspicious email is 
quarantined. 

Now back to our scenario. The cyberattack continues. The attackers have suc-
ceeded in logging in to another of the customer’s systems. This means they have been 
able to access commercial data and transfer it to their own systems. 

If you are interested in reading about some real-life security scenarios that have 
happened, look up “Operation Night Dragon” on the Internet. You will find details 
of a fascinating case in which organized attackers from China had been spying on oil 
companies, probably for years. The intruders were able to steal data on oil and gas 
field production systems and production plants, and financial documents on extrac-
tion and bidding processes. Your search will turn up other cases of “security experts” 
who have used security holes in their customers’ systems to blackmail them. 

Step 3: The organization recognizes a crisis situation and involves all key stakehold-
ers. A dedicated line is set up between the technical solution teams. A crisis manage-
ment team and a crisis coordination team are ready. In this scenario, it has already 
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been established that data has been transferred. The organization should now restrict 
the hackers’ access by reducing the bandwidth of the ports being used to steal the 
data. Alternatively, the organization decides to disconnect the systems from the In-
ternet entirely. One disadvantage of doing this is that it then becomes difficult to 
reconstruct exactly how the system was hacked, which means that there is still a risk 
that the hackers could get back into the network.

Exercise scenarios like this are also carried out with the customer to see how 
quickly both organizations respond to events. This involves testing how well the 
communication pathways operate and whether sensible decisions are reached with-
out delay. The following questions can also be clarified: 

• Are all the necessary people involved? 
• How clear and accurate is the communication?
• Can the specialists get to work quickly and without interruption? 
• Are the right experts networked and able to share their findings? 
• Are the decision makers involved and kept fully informed about important 

developments?

Afterwards, a joint analysis of the process is carried out with the customer, including 
a critique of each other’s actions. Based on this analysis, proposals can be developed 
for improving the way each party handles these situations. 

As you can see, the exercise comprises a number of steps, each increasing in in-
tensity as the crisis develops. 

Another aspect that should not be underestimated is the importance of the role of 
public relations in security breaches. PR should be taken seriously and implemented 
professionally. If important public services are switched off, for example, the au-
thorities and the population at large need to be informed in an appropriate manner. 
Also, in more difficult cases, the public prosecutor may have to become involved 
once the evidence has been secured. It is therefore worthwhile including this par-
ticular aspect in these exercises.
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 Managing Crises Successfully

What service providers call business continuity management (BCM) their customers 
often call service continuity management: avoiding unexpected disruptions and 
ensuring the availability of critical services at all times. If disaster strikes, strategies 
and procedures should be in place to ensure that these services can still be accessed 
and used. The first question is: how exactly do you ensure the continued availability 
of key services?

Unfortunately, crises occur more frequently than we like to think. Which is why 
preparing and planning a Zero Outage program is so important. Typical examples of 
crisis scenarios might include heavy rain, flooding, fire, lightning strike, but also 
union action, epidemics and terror attacks. The challenge is to prepare for these 
events as effectively as possible. Deutsche Telekom, for example, prepares a detailed 
forecast of potential lightning strikes during the summer when there is a high risk of 
thunderstorms and uses this information to expedite the deployment of maintenance 
crews. Employees take part in regular fire drills and practice communicating with 
the local fire service in the event of a data center fire or other incidents. This involves, 
for example, letting the firefighters know which systems or circuits are critical for 
maintaining vital services and emergency networks so that, should the worst happen, 
they are aware that these must only be switched off in an extreme emergency. 

Epidemics and union strike action have increased over the past few years. When 
they do occur, it should be clear which critical teams and sites are affected so that 
steps can be taken to supply replacement staff.

To prepare for these events within a Zero Outage context, you must be fully fa-
miliar with the services being provided and also be able to evaluate their importance. 
In addition, before practicing making decisions in crisis situations, you need to know 
which teams and which sites are essential.

S. Kasulke, J. Bensch, Zero Outage, 
DOI 10.1007/978-3-319-53739-9_13, © Springer International Publishing AG 2017 



122122

13.1 Rating IT Criticality

One useful technique involves carrying out a risk assessment and classifying risks 
into groups. You need to determine which critical teams, services and sites exist and 
whether there is a replacement available for each one. The more critical the area, the 
less disruption or interruption is acceptable. There are, of course, some services 
whose partial reduction might be tolerable in a crisis situation. However, you must 
clarify how long you could do without these services, and what is “tolerable”. This 
should be based on the customers’ critical landscape as well as an analysis and clas-
sification of their critical internal systems.

The following should be looked at:
• IT server systems and applications run by the data centers
• Applications supporting the customers’ business and support processes
• Essential data center infrastructures such as the power supply and air 

conditioning systems, as well as internal cabling, including basic network 
components such as routers and switches

• Desktops and back-end office communication systems
• Teams and groups of employees who operate these systems
• Sites at which these critical teams are located

If services are divided into classes, it is helpful to undertake a plausibility check in 
order to compare the costs of an outage with the cost of protecting against an outage. 

You can then define priorities with reference to the high availability specification 
for mission-critical services and the acceptable downtime values for less critical 
services. 

You are then able to specify, from the perspective of a business continuity plan, 
the maximum tolerable downtime for each application before it is recovered and 
brought back online. Bear in mind, however, that for technical and personnel avail-
ability reasons it will not be possible to restore all applications at the same time.

Example of allocation into classes:
• Class 0: high availability – no loss of service (for example, customer’s 

critical production systems)
• Class 1: several minutes to two hours of downtime (infrastructure, service 

desk, technical service and back-up) 
• Class 2: two to 24 hours of downtime (support systems such as HR systems, 

time tracking or intranet)
• Class 3: several days of downtime (post-processing systems)

13.2 Ensuring Staff Availability

There are many reasons why employees might be absent or unable to get to work. 
Consider, for example, a force majeure event such as road flooding, a major outbreak 
of flu, a bomb threat leading to the evacuation of buildings for several hours, police 
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or military actions. Strikes are another possibility, although usually there is adequate 
warning of a strike to be able to prepare for it in advance. These events illustrate the 
importance of safeguarding the workforce and the work they carry out. Even more 
important is having a plan in place that covers all eventualities and specifies how to 
deal with each particular emergency situation.

13.2.1 Virtualizing Jobs

Is the building accessible? A network connection and employees working remotely, 
whether from home, a hotel or a café, could keep the work processes running. A 
solution that allows secure access to the corporate infrastructure via public networks 
would have to be established in advance. When doing so, you should clearly define 
which corporate applications may or may not be accessed externally. You will need 
to discuss with customers what access rules exist for their systems and applications.

A BCM or crisis situation requires clear communication with employees. This 
means specifying in advance who has the authority to declare a crisis and what form 
of communication is to be used to advise employees to either stay at home or travel 
to a network access point. The selection of communication channels is part of the 
detailed plan. These channels should also be tested and reviewed at regular intervals 
(about once or twice a year).

13.2.2 Managing the Simultaneous Loss of a Large Number 
of  Employees

This scenario occurs during epidemics as well as strikes, and is covered in BCM 
planning. To prepare a suitable plan, you need to ask the kind of questions typically 
used in the preparation of a risk assessment, and base the BCM plan on the answers 
you obtain. Questions such as:

• Which services are mission-critical?
• To what degree might the performance of a mission-critical service be 

impaired?
• Which employees/teams are responsible for maintaining critical services?
• Where are the critical teams located?
• Can other staff temporarily carry out the duties of these teams?
• Must these duties be carried out in the same country or can they be trans-

ferred nearshore?

The last question is very important, because transferring work to nearshore employ-
ees could be a solution in the event of an epidemic or strike. These employees could 
then be given remote access to services, for example run the service desk, or work 
on changes in distributed teams. The obvious benefit of distributing work nearshore 
and onshore – to different geographical locations and countries – is that you will 
have greater flexibility when re-allocating work.
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Replacing a team of world-class experts during a strike might not be so easy, 
however. This scenario should therefore be discussed in advance to find an alterna-
tive solution. It might not be possible to transfer some kinds of work abroad in an 
emergency. If so, it would be necessary to have an external team ready to take over. 
This would not be unusual in some highly specialist or top secret government depart-
ments, for example. In such cases, it would be advisable to form a partnership with 
another service provider who is prepared to regularly train its staff to take over in an 
emergency. 

Plans should be prepared and stored for all possible scenarios. In practical terms, 
this means having backup teams ready and able to be deployed. You will also need 
clear rules about when work tasks should be transferred and how long the transfer 
should take. After a strike is announced, you would usually have two days during 
which to discuss this with your team. The same plans and considerations can also be 
used during an epidemic – although it not as easy to plan for situations where a near-
immediate response is called for. This is why regularly testing and validating your 
plans is highly recommended.

13.3 Carrying out Regular Tests

BCM plans should be tested in preparation for an emergency. Useful tests include:
• Swapping work tasks, or job rotation, between teams
• Carrying out annual spot checks on the plans for transferring work tasks
• Conducting an emergency drill in which work tasks are transferred
• Regularly checking the teams’ IT system permissions and access rights 

Finally, you will find it useful to carry out smaller, regular trials with the people in-
volved. All it takes to find out whether each person knows what to do in an emer-
gency are a few impromptu phone calls and some brief, structured interviews. Train-
ing or briefing sessions can then take place based on the results of the interviews. 



14Partner and Supplier Management: 
 Achieving Success Together

A chain is only as strong as its weakest link. This old saying applies everywhere – 
even in telecommunications and IT. And in these areas, different parties tend to be 
involved because no telecommunications or IT provider can offer a complex service 
with all subcomponents from its own in-house production. Thus, this book has pre-
sented mostly internal measures designed to increase customer satisfaction. These 
show what can be done within a company to prevent, or at least minimize, errors in 
projects and during operation. When a service disruption occurs, who caused the 
disruption is irrelevant for customers – and they are unlikely to find out. This is be-
cause the reason for an operational disruption may rest with a supplier or partner or 
with the ICT provider itself. For the sake of simplicity, from now on we will talk 
about partners and suppliers in general terms, without further differentiating between 
hardware and software suppliers or service and access providers.

Typical triggers of serious operational disruptions in ICT include defective net-
work components that are not identified in the monitoring and prevent or delay 
failover to an alternative device (“flapping”). So, what should be done when a com-
pany’s own production rate is falling while its dependence on third parties continues 
to rise? Increasing networking efforts with partners is a logical consequence of the 
market’s development, because to respond to customers’ requirements faster and 
better, it is necessary to create synergies and join forces with the best of the best. That 
said, companies must be able to count on their partners putting the same emphasis 
as they do on quality. The ICT service organization itself should therefore have 
clearly defined quality criteria in place and communicate these to its partners and 
suppliers. Such criteria may, for example, include only using material and software 
solutions that are particularly error-resistant, or the supplier’s service processes be-
ing regularly audited in accordance with internal standards. At the supplier, respon-
sibilities and escalation steps must be clearly defined, accessibility must be guaran-
teed whenever incidents occur, and critical services and service chains must be de-
signed in a redundant manner. Standardized processes that apply to all partners in 
equal measure can help reduce the complexity of such an approach (see Kasulke 
2013b).  

S. Kasulke, J. Bensch, Zero Outage, 
DOI 10.1007/978-3-319-53739-9_14, © Springer International Publishing AG 2017 
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T-Systems has communicated its own standards of quality to all partners and sup-
pliers to ensure an equally high level of quality on all sides. In the next section, we 
present a Zero Outage partner program which enables potential external sources of 
interference to be reduced step by step and the zero-error principle to be communi-
cated to all stakeholders. The last section then provides a brief look at a multi-disci-
plinary approach that we believe will help to better prepare the world as a whole to 
cope with outages in telecommunications and IT. 

14.1 Taking Partners and Suppliers up on Their Promise

Let’s start with the most obvious point: for most pieces of hardware and every soft-
ware package there is a support agreement in place with the manufacturer. By con-
trast, in the open source sector there are no manufacturers because the software is 
developed by a community, but there are professional suppliers who update the 
public source code and release it with third-level support. Why, then, is the support 
of partners and suppliers the focus of our attention at all? In our experience, paid, 
guaranteed support is frequently not sufficient or is not provided quickly and deci-
sively enough. Many technicians try to solve problems themselves because they have 
found that in previous cases the third-party support staff try to block inquiries by 
quoting additional costs, unclear terms of the support agreement, the wrong patch 
level of the firmware, etc. Technicians often find it faster and easier to plow through 
the FAQs, forums, manuals and release notes themselves than to draw on the con-
tracted support. This, however, leads to the troubleshooting taking much longer be-
cause the company technicians do not have the same level of expertise as those from 
the manufacturer or provider of open source support.

To achieve good collaboration between a company’s technical teams and the 
external support teams when using the Zero Outage approach we recommend es-
calating directly to the supplier’s management (possibly even to top management) if 
a specific level of criticality is exceeded. This requires incident tickets to be opened 
at the relevant suppliers of all key components, based on standard actions in the in-
cident process. This enables suppliers to requisition analyses and proposed solutions 
and request additional support from international specialists. The major advantage 
is that the partner can give feedback on whether it considers that the architecture of 
the solution, the qualifications of the company’s staff and the entire setup are suitable 
for delivering a robust, high-quality service.

14.2 Zero Outage Compliance

Secondly, T-Systems has defined Zero Outage partner and supplier compliance, 
which has been deployed across all of its main partners. What does this compliance 
mean? The focus is on the three core processes of change management, incident 
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management and problem management. For these T-Systems defined rules for coop-
eration with manufacturers. These rules are agreed with each manufacturer and 
tested in regular exercises. After demonstrating successful implementation of the 
rules and a positive test result, the supplier is then certified as “Zero Outage compli-
ant” for one year, which forms the basis for successful negotiations in procurement. 

The actual quality of the partners must be reviewed regularly. For this a dash-
board should be drawn up that evaluates the most important factors, for example how 
often escalations involving the individual partners occurred, how the company teams 
subjectively view the collaboration, which recovery time was achieved in an inci-
dent, and if delivery deadlines were missed. In the context of Zero Outage, this 
dashboard is the basis for regular dialogue at senior management level in both com-
panies and the foundation for any improvement programs and for changes in pro-
curement policy. 

14.2.1 In Incident Management 

In incident management, everything revolves around rapid resolution of serious in-
cidents – best measured using the mean time to repair (MTTR). To exercise positive 
influence over the MTTR, the general procedure described in section 14.1 should be 
used; a process should be implemented in which it is compulsory to open a supplier 
ticket for certain severities of incident. Based on this, the escalation process is de-
fined together with the partner. This documents in detail through which channel (for 
example, using the “RedPhone”) at which stages which management level should be 
involved, which support times are agreed with which criticality, and how communi-
cation between the parties involved is managed – specifically, when management 
conference calls take place, which reports must be prepared when, etc.

14.2.2 In Problem Management 

In problem management, especially when the cause of serious incidents is unclear, 
it is extremely important to continue to work on analyzing the cause without inter-
ruption and with the best staff available, even after the service has been restored. 
Discussion about contractual penalties aside, the main focus is on gaining a rapid 
understanding of the causes to prevent the problem from recurring. For certain risk 
categories of problem tickets, T-Systems has therefore agreed that in the context of 
Zero Outage, problem tickets will continue to be worked on 24/7 where needed, and 
the partners concerned will continue to provide technical expertise and management 
support. In incident management, the cross-company process is activated after the 
service has been restored.
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14.2.3 In Change Management 

As described earlier, good change management is the most important lever for the 
prevention of incidents. For this reason, as part of its Zero Outage program, T-Sys-
tems also entered into agreements with partners. This is aimed at enhancing quality 
in the preparation and testing of changes and also ensures optimum support for the 
implementation of critical changes.

When partners are involved in critical changes they check the implementation 
runbook and provide feedback on the implementation strategy and the hardware and 
software used. During implementation, the partner makes technical resources avail-
able (including back-ups) and provides technical and management support as soon 
as problems arise. These measures can substantially reduce the risk, even in the case 
of complex changes. 

14.3 Outlook: Zero Outage as an Industry Standard

Based on considerations from previous sections and practical experience, we are 
certain of one thing: to offer a top-notch service it is not enough for the integrator to 
solve his internal problems in relation to processes, technologies, and people. Nor-
mally, more than 20 different companies are involved in the creation of a standard 
SAP solution, from storage to the network and the server to the client, and a single 
failure anywhere is enough to disrupt a system’s availability.

This is why we are pursuing one goal in our Zero Outage endeavor: we want to 
define certain standards in general terms and therefore standardize processes, techni-
cal standards, and also levels of education across company boundaries so that the 
risk of disruption and the recovery time are minimized. This is again about preven-
tion on the one hand and, on the other hand, providing a rapid, resolute response 
when an incident occurs. The key success factors described in this book have thus 
been abstracted and principles have been derived from these on how the interaction 
of many companies can be improved to optimize overall availability.

The content of the standard can specifically be divided into four principal areas:
1. Processes: The participating partners undertake to keep relevant escalation 

points such as the “RedPhone” available for incident, problem and change 
management and to provide corresponding support to one another at the 
defined times.

2. People: Here, the focus is primarily on regular training and certification in 
key technologies in accordance with the standards of the participating 
companies. Integration providers undertake to certify their staff in accor-
dance with the certification standards of the manufacturers, for example 
hardware and software manufacturers. Hardware and software suppliers 
undertake to certify their staff in the Zero Outage standards in incident, 
change and problem management.
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3. Technology: General and specific criteria are defined to design, test and 
operate hardware and software at all levels robustly so that the risk is 
minimized. The most important thing here is a compatibility database across 
manufacturer boundaries showing which hardware and software from 
manufacturer A (storage, for example) is compatible with which hardware 
and software from manufacturer B (SAN switch, for example).

4. Security: Minimum rules are described to ensure that the availability of 
systems is not compromised by simple attacks and that vulnerabilities are 
regularly identified and eliminated.   

This standardization enables pro-active prevention in addition to the reactive mea-
sures at process level. At present, 13 well-known companies such as IBM, Dell/
EMC, SAP or NetApp have joined the Zero Outage Standard association (www.zero-
outage.com) and are actively collaborating on the definition of this standard. The 
first version has been finished by the end of 2016, containing important initial stan-
dards e.g., for processes, mainly based on the principles described in this book. The 
plan is to update and extend this standard three times a year, focusing mainly on 
technology and security. It is important that this is an open standard, i.e., it is avail-
able to all integrators and suppliers and serves to improve cooperation between sup-
pliers. 

http://www.zero-outage.com/
http://www.zero-outage.com/
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Successfully and permanently integrating a commitment to quality into a corporate 
culture requires this concept to be the focus of the company’s value system. Every 
part of the company – without exception – is affected. The key is utilizing the human 
resources department as a hub for spreading the new culture throughout all of the 
other divisions. If quality is firmly anchored in the culture as a major criterion as 
early as the recruitment process, and additionally figures into compensation models, 
career planning and employee evaluations, the corresponding standards and values 
will cascade throughout the entire organization. The following chapter describes how 
a Zero Outage culture can be established and what is needed to do that.

15.1 Changing Behavior Patterns in the Organization

Have you ever thought about how children learn? Right: they copy behaviors, or 
assume the attitudes and values of their parents, people they trust, or role models.

To be honest, it is not different in the working world. We like to be led and 
guided by people and managers whom we value and trust. We all know the expres-
sion: practice what you preach. When managers are the embodiment of values and 
standards in practice and act as role models, their employees are more likely to adopt 
and associate these with this positive example. This approach is essential, particu-
larly if you aim to hold your organization to high quality standards. Assuming that 
all changes also cause friction and bring with them uncertainties and questions, you 
will undoubtedly face resistance when introducing stricter standards, for instance in 
incident management and escalation situations.

If you want to transform an existing culture (possibly built up over many years 
and entrenched) into a Zero Outage culture, you must set an example by starting 
with senior executives and top management. “I have to get mixed up in operations 
myself?” you’re thinking now. Yes, you should – especially because you are a 
manager.

S. Kasulke, J. Bensch, Zero Outage, 
DOI 10.1007/978-3-319-53739-9_15, © Springer International Publishing AG 2017 
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In other words, here are a few tips on how to guarantee that your transformation 
into a Zero Outage organization will not succeed:

• You run your program out of the quality team, which is not particularly 
highly ranked in the company hierarchy.

• You are a lone wolf, and other departments are not required to pursue your 
quality goals. Your management colleagues will receive their bonuses even if 
they don’t fight through resistance and leave their comfort zone to support 
your initiatives. 

• Top management is not involved or only initially approved your strategy. 
• You have not been requested to regularly present the topic to governing 

bodies and put it on the agenda. That means you can neither celebrate your 
successes nor push for cooperation, or force escalation. 

• You are not involved in projects at points that require sustained engagement 
and attention to detail, such as training for new alarm chains in incident 
management. 

• Your employees do not have the opportunity to learn from you how to 
effectively arrange a management or customer call, or that the most impor-
tant parameters in the fight for Zero Outage are perseverance and discipline. 

• When the phone rings at night as a result of a major incident, no one can be 
reached. After all, tomorrow is another day.

Admittedly these are extreme examples. However, please consider that your employ-
ees witness your actions day in and day out. They can see whether you really practice 
what you preach and whether you have the required discipline and sense of urgency 
in key situations, for example when a client’s critical business service is affected. Do 
you drop everything for a critical outage at an important client (crisis mode)? Do you 
consistently orient your priorities toward finding a solution, and re-schedule all of 
your “urgent-but-not-important” commitments? No? Then how will your employees 
learn these desired behaviors?

Let’s look at how the fight for better quality can really be won:
• Your company has defined Zero Outage as one of its top priorities for this 

year and in the coming years. There is a single mission – supported by 
everyone – and one strategy pursued by everyone.

• There are clear, measurable KPIs and a plan for what is going to be accom-
plished in the next 12 months, along with a set of long-term, strategic goals. 
Over-arching goals, such as reducing major incidents by x percent, are 
included in personal target agreements with senior executives and members 
of top management. 

• In order to completely overhaul the company’s culture, it is not the job of 
just one department to comply with the Zero Outage approach, but all of 
them, including those from which resistance is expected. 

• A slot is reserved for a quality update in weekly management board meet-
ings. The senior vice president (SVP) of quality provides an update on the 
most important quality KPIs, the highlights and low points of the preceding 
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week, and the key improvement programs. If necessary, decisions are made 
within these meetings. After that, action is taken and tracked to see if 
improvements are taking place – and the same is repeated again the next 
week.

• “Managers on Duty” are named from all IT operational departments and all 
management level employees. The managers are trained and are available 
according to a rotation schedule, even after normal business hours at nights 
and during weekends to lead the teams in the event of an outage, or, for 
example, to supervise significant changes during maintenance windows over 
a weekend. The contacts therefore have alternating responsibility for being 
available at any time of the day or night. And that is a critical point – because 
outages are not planned and can sometimes occur after business hours or 
during lunch breaks.

• In the case of a major incident, the manager on duty is the first to join the 
teleconference, and must push for and support the investigation into the 
cause until the failure is corrected. The Manager on Duty sets an example for 
a “sense of urgency” for all employees involved.

• Departmental and team managers are also responsible for quality in day-to-
day operations. They have a checklist to use during daily quality checks with 
their teams that demonstrates how high the quality bar is set.

Of course, these are only a few examples of how mission Zero Outage can be woven 
permanently into all levels of the hierarchy. Every organization will have different 
drivers that you must define for yourself. 

Afraid of Feedback? Establish a Feedback Culture!
The preceding chapters outline the fact that the success of Zero Outage hinges on 
discipline and high standards. Introducing these standards, or stepping on the gas, 
will also lead to changes and potentially resistance within the organization. For this 
reason, it is important that you remain open to feedback from employees from the 
beginning (notwithstanding mandatory minimum standards). Our practical experi-
ence shows that despite your best knowledge and belief, you might sometimes want 
too much of a good thing when it comes to mission Zero Outage – from the point of 
view of employees anyway – or it could be that certain details in the day-to-day 
operations at ground level were overlooked, etc. 

Therefore, it is important to integrate key players from the operational depart-
ments into the development of your process standards and policies. If possible, 
assemble a virtual expanded management team with representatives from other 
departments who are multipliers, but who will also forward feedback from their 
employees to the quality team. Whenever possible, offer employees the opportu-
nity to give feedback directly. This can be in the form of a question-and-answer 
session at the end of an employee call, an anonymous feedback survey with fields 
for free-form answers, or maybe business breakfasts in which you are available to 
employees to discuss and answer questions about the quality strategy in a relaxed 
atmosphere.
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15.2 The New Ivy League of Employee Qualifications: 
The  Quality Academy

In addition to the right mindset and the right attitude toward employees, a compel-
ling, up-to-date training program is an important component of the Zero Outage 
culture. At T-Systems, we call this the Quality Academy. Why do we need an Acad-
emy? It’s a think tank for the company-wide communication of all quality-relevant 
processes and IT training knowledge. Only employees who practice the Zero Outage 
culture daily and continually hone their skills can lead the organization to success.

In the past, T-Systems mainly ran training sessions on individual processes, for 
example incident management, which were rolled out in a “quality kit” in various 
versions once a year. The effort put into this was enormous: the rollout occurred at a 
defined point in time, occupied the entire organization for several months, and re-
quired labor-intensive tracking and reporting of the training sessions and certifica-
tions. At the same time, it was not possible to react quickly to the specific needs of 
individual departments with current information – particularly with regards to certi-
fications. The point of the new Quality Academy was to build on the experience 
gained in previous years and also to optimize many aspects of the tried-and-tested 
training we offered.

The Philosophy behind the Quality Academy
We wanted to establish the Quality Academy as something new that would combine 
the concepts of “quality” and “academy” into a program of high-quality knowledge 
transfer. The name was also intended to convey that quality is important to us, and 
that both high quality and employee knowledge are core assets for our company. 
That’s why we decided to create a dedicated academy specifically for this topic. 
Employees perceive this type of program to have a very different value than when 
quality issues are buried somewhere in a training catalog under 500 other choices – 
usually under “Other.”

No Training without Certification
Once our continuing education vision had a name, the Quality Academy was launched 
on a unified training and certification platform in 2013. This can be a single entry 
point where all content is consolidated, a SharePoint, or an intranet page. It brings 
together training sessions from a wide variety of sources, and all employees receive 
a clear overview of the relevant options based on their role profile. Employees also 
have the opportunity to obtain a certificate after they have acquired the requisite 
knowledge in selected topics. This was an essential condition for the Academy: the 
point was not just to offer training sessions, but also to keep the knowledge level of 
our staff demonstrably current with the Zero Outage mission. On the one hand, cer-
tification provides important and useful proof of knowledge for employees. On the 
other hand, it is also a good indicator for managers, who get an overview of the 
knowledge in their teams. From the overall perspective of a global quality organiza-
tion, it is vital for disseminating a broad base of knowledge and for rolling out new 
standards.
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Advantages of a Centralized Training Platform
Unlike in previous years, there is no longer a limited time frame for the Quality 
Academy’s certification phase, because the certification platform is available all-
year-round. Certification is possible on a rolling basis depending on when employees 
completed their last training sessions. The certificates expire after 18 months and 
must be renewed, which ensures that employees are continually exposed to updated 
content. It also makes bringing new employees on board easier: they can complete 
training programs at any time and obtain certifications just like a “driver’s license.” 
It’s an important way to experience success and also an ideal opportunity to embed 
the idea of quality and the corresponding expertise at an early stage.

Start Small: Core Processes and Proven Methods
Developing a Quality Academy takes a lot of effort. Some of this is devoted to mo-
tivating participating employees but more is devoted to the governing bodies that 
must be brought on board in the preliminary stages.

Do not underestimate the effort involved in coordinating with internal stake-
holders: 

• Human Resources: Continued professional training is an HR development 
matter and can be managed centrally for strategic purposes. HR will also 
provide you with information about job profiles, functions and training 
needs. 

• Works Council: When you hear about “certification,” you generally think of 
a training incentive, but the Works Council is occupied with the question of 
whether this might be an illegal form of performance monitoring. 

At the same time, you want to ensure from the start that the training content is rele-
vant to your employees’ everyday lives in their functions and departments. You will 
also have to bring in key players from other departments and – in a global organiza-
tion – from other countries. Initially, you will have to convey the fundamental idea 
to them and request resources. If you have no central budget, you will need support, 
even if that is just the willingness to participate in principle. 

T-Systems has had good experiences with establishing the Quality Academy high 
in the organizational hierarchy from the beginning by presenting the idea to and 
receiving approval from top management. In addition, we developed the Academy 
hand in hand with Human Resources. This was also true of financing, which was 
centralized. Parts of the departmental strategic continuing education budgets were 
used to establish and bring to life the Quality Academy.

Since it takes approximately six to twelve months of coordination and develop-
ment to launch a centrally placed Quality Academy, it makes sense to start with the 
issues most important to you, in order to quickly log some successes. Prioritization 
is key in this regard. 

Here are some core topics for a Quality Academy you could start with:
• Incident management
• Problem management
• Change management
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• Service asset and configuration management
• Order management 
• Event management 
• Plus integrating already existing IT and tool training relating to these processes

Additional training – for example, project management and general Zero Outage 
awareness – was intentionally developed only later in the process. The same applies 
to numerous other training sessions developed jointly with HR and the operating 
units for all service lines and countries.

The Next Step: Modularization
All training and certification opportunities are geared to specialist career paths. Our 
employees in operations, for example, are trained in the dual-control principle in 
change implementation. And our project management colleagues are interested in 
quality gates and touchpoints in projects. In our approach, each of them can choose 
three topics that most closely match their professional responsibilities and interests. 
The individually designed certification questionnaire contains 15 questions, five per 
selected topic. All three modules that the employees select are included on the cer-
tificate, which is valid for 18 months. 

Another important point: if employees fail to complete their certification, they 
cannot simply make repeated attempts as often as they want. They cannot try again 
a second time until a certain period of time has passed, and the certification test is 
then based on a different set of questions. Each employee also receives different 
questions. This prevents employees from clicking through the test together during 
lunchtime. All questions answered incorrectly are listed after the test is scored, along 
with a reference to the training materials, a video tutorial, and a “CookBook” (pro-
cess manual) in which the employee can investigate and find the correct answer. 

Today, our training modules are even more modular than they were before. We 
record smaller segments of material individually and combine these into “playlists” 
to serve as training modules for various target groups. This makes us more flexible 
in updating the content and targeting particular groups more specifically. All employ-
ees receive training modules tailored to their specialist career paths and within the 
playlist can navigate from recording to recording – between chapters, essentially. 
That enables employees to work through training materials faster while ensuring 
that the content is more specifically designed for each target group. Employees who 
are only involved in a process or topic to a limited degree are therefore not required 
to work through a comprehensive training course, and instead only receive the con-
tent relevant to their responsibilities. This method also makes it easy to create train-
ing modules by combining topics that are universally relevant with special content 
for particular lines or countries. That supports simultaneous training on process and 
tool topics. In order to guarantee that the overall message is not lost, we also devel-
oped additional training modules that illustrate how various topics are connected into 
a bigger picture.

Modularization offers a number of other added benefits: usually, all of the chap-
ters/content in a learning/training module do not have to be changed or updated at 
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the same time. Some recordings, or learning modules, remain constant for longer 
periods of time, for instance those concerning process activities. Others change more 
frequently. Modularization helps to keep maintenance requirements as low as pos-
sible. Updating does not mean re-recording the entire training session lasting 60 to 
90 minutes, but only selected content. 

In short, the advantages of modularizing training content are as follows: 
• Combined training on process and IT tool questions
• Flexible compilation of learning packages for various target groups
• Less effort required to update training content; faster updates
• Varied training sessions with different speakers for individual web-based 

training units 

Growing Maturity: Playing with New Media and Formats
Once your content and structure is in place, and the Quality Academy concept has 
taken root, you can move on to the next step: teaching methods. Over time, we have 
changed not only the content of our training sessions but also our teaching methods. 
Attractive new formats, such as simulations, mobile training, and game-based learn-
ing provide variety in the usually uniform world of web-based training or recorded 
lectures with supporting PowerPoint slides. One method already established is the 
“flight simulator” or, as we refer to it, our “driver’s license” for the operations team. 
This type of online training allows employees to realistically simulate and work 
through various scenarios and problems on their desktops to ensure that they are well 
prepared for real-life operations, thereby preventing human error. Only employees 
who have their “driver’s license” are permitted to work on production systems. For 
example, we simulate the service management tool which employees must use to 
enter a change, including choosing the right configuration items (CIs), the correct 
group for testing and review, etc. They are not simply reading about the four-eyes 
principle in the process description but are trying it and going through the steps live 
in the system. This approach presents employees with an entirely different level of 
difficulty along with higher expectations for their ability to transfer knowledge. 
Without question, this type of format must be developed in conjunction with opera-
tions staff to ensure that their real needs are addressed.

Currently, we are also focusing on the issue of sales enablement. Have you ever 
thought about how your sales team talks about your company and the quality of your 
ICT products and services? Salespeople should know how to make an argument for 
quality, although they are themselves usually removed from operational issues. We 
organized the so called “Zero Outage Awareness Training” for this target group. In 
broad strokes, this training provides information about the quality program and fo-
cuses on the highlights also relevant for dialogue with customers, but does not go 
into greater detail. The next step is to develop game-based training on the topic of 
“How Do I Sell Effectively?” with a focus on quality. This game could involve fic-
tional characters competing to solve problems or winning over customers with the 
right arguments for the Zero Outage approach in challenging situations that refer to 
quality. 
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Evaluating the Success of Your Quality Academy and Training Activities
You have probably already guessed that measurement is important for a Quality Acad-
emy as well. How often were specific training courses accessed? How many certifica-
tions were obtained as a result? What share of total employees participated in training?

In the section that follows, we outline a few of the key performance indicators we 
think are important for you to track to evaluate the success and influence of your 
quality training program:

• The scope of your Academy in number of employees (How many employees 
must in theory be certified and know the content?)

• Number/share of employees who completed the relevant training (Target: at 
least 80 percent for the year as a whole; the remainder accounted for by 
vacation, illness, turnover, etc.)

• Number/share of employees who were subsequently certified (Indication of 
the necessary support and also feedback on the difficulty level of the 
certification)

• Number/share of managers who completed the relevant training and were 
certified (Target in the interest of setting a good example: 100 percent!)

• Individual evaluations of the training courses to determine their usefulness 
and relevance to day-to-day activities (Short feedback survey at the end of 
each training session; indication of necessary content adjustments)

Additions can be made to the list above depending on the vision, mission, and ma-
turity of the relevant program; it will change during the life cycle of your Quality 
Academy. 

15.3 Communicating Zero Outage

Imagine that you have a top-performing quality program, but no one is talking about 
it. A very important factor in transitioning an organization to a Zero Outage culture 
is the issue of communication. In addition to external communication with partners 
and customers, internal communication must also be planned and implemented with 
particular care. It is one thing to implement standards, but another to keep them ac-
tive and communicate them to employees in a timely manner.

15.3.1 Internally: Our Heart Beats Zero Outage

Assuming that you also communicate in your company via e-mail or a regular e-mail 
newsletter (push communication), the concept of “quality” should continually be a 
feature of communications within the company. The same is true for your company’s 
intranet site. 

• Is there a separate area or site where all quality activities and news are 
consolidated?
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• Are the “heads” of the quality organization easy to find? Are contacts 
named? Is it easy to contact the quality team?

• Is all of your quality documentation (processes, rules, audit materials, 
guidelines, role descriptions, etc.) available in a single internal location? Is 
there a page that contains all of the links to other databases/sources so that 
employees can easily navigate this information?

An intranet site devoted to ICT quality and strategy should be judged according to 
the standard of successful e-recruiting and employer branding strategies: several 
current studies indicate that the most successful companies are the ones that link their 
“career” section directly to the start page of their website, where it can be found eas-
ily. Don’t make the mistake of burying the “quality” section on the seventh level of 
the intranet next to the menu for the company cafeteria. It’s true that when a topic is 
visible, easy to find, and occupies a prominent position in the hierarchy, this in-
creases the “perceived importance” of the issue among employees, not to mention 
the click rate. If you are not sure, measure it. An analysis of clicks on new content or 
on the section in general should be in healthy proportion to the number of employees 
for whom this content – in terms of their roles – is relevant to their day-to-day work.

The easiest way to communicate important content according to the push prin-
ciple has been and continues to be e-mail, particularly if it is sent regularly, perhaps 
as monthly “quality news.” If you do not appear to have sufficient content for a 
monthly issue, the quality highlights can, of course, be published quarterly or as 
necessary, for instance if important milestones are reached or as an annual year-end 
review. In our experience, however, using several channels is a good strategy for 
disseminating content as quickly as possible. Each employee can then individually 
access and process the information when they have time during their workday. An 
intranet is a classic pull medium that must be actively sought out by the employee. 
This assumes that employees already have a specific need or that the page is already 
relevant to them because they know that the latest versions of the documentation can 
be found there. 

Important information for which you want immediate acknowledgment should 
be “pushed,” for instance through an e-mail directly from the process owner or qual-
ity officer. These e-mails can also just refer to the topic as a small teaser. A reference 
to the intranet or the company’s social network can then offer additional, more de-
tailed information, thereby automatically increasing the number of times these sites 
are accessed. This is a good option for raising awareness, particularly when you are 
building a new site.

Here are some recommendations for topics that can be communicated, along with 
suggestions for a suitable medium:
1. New employees in key roles/leadership roles in the quality organization:  

E-mail directly from the quality officer to all employees in the quality organi-
zation. If possible, a link to the intranet with an interview with the new 
colleague (“Five Questions for XY”).

2. Changes in core processes:  
E-mail directly from the process owner to all employees involved in the 
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process and key suppliers/customers in the process. Short summary of key 
points, and a reference and direct link to more in-depth information in the 
process database. 

3. Unveiling of the quality strategy for the coming year:  
Invitation to all employees in the quality organization to an employee call, 
which might be held multiple times with the same content, but at different 
times of the day so that employees abroad in different time zones can also take 
part. Presentation in a web conference and recording of the audio and/or video 
of the entire conference. Making the recording available in the company’s 
social network or intranet so that the information is also available to col-
leagues who were unable to attend.

4. General quality highlights (for example, obtaining an important certification, 
contract signed because of excellent quality, summary of highlights for the 
year, accomplishments by the quality team, etc.): 
E-mail directly from the quality officer to employees (especially in other 
divisions), placement of the topic in the newsletters of other divisions, posting 
of successes on the company’s social network and, if relevant to the public, on 
the company’s homepage.

In all of these examples, the following is true: you need to remove the hurdles that 
prevent your employees from accessing this information. Employees are very likely 
to read an e-mail from their own company and especially from the management team 
if it appears directly in their e-mail inbox. It is important to link effectively to more 
in-depth information and remove barriers to access. Have you started a quality com-
munity in your company’s social network? Make sure a link to this page is always 
included in the signature file of your newsletter. Do you want employees to look at 
what’s new in a process description? Link directly to the corresponding document or 
directory. Do you want to invite them to an employee call? Provide direct access to 
Outlook’s scheduling functions so that the teleconference can be double-clicked and 
saved immediately.

From a Chore to a Pleasure – Using Today’s Media
Some companies even have their own internal TV networks. This channel should 
also be used to spread the word about the issue of ICT quality and its importance 
through messages from the board or management team. To build pride among your 
colleagues, you could film a video about quality and the most important “quality 
messengers,” i.e., the employees who are actively driving the process. If you involve 
the corporate image/design department of the company, this can also be used for 
external communication, for example on the company’s website. It doesn’t have to 
be a major production with a five-digit budget. You could also use photos taken by 
your employees to make a video collage. Ask the management board member re-
sponsible for your program or the quality manager to say a few words about your 
company’s ICT quality and highlight its importance for your clients. A well-made, 
emotionally impactful video can say a lot in 90 seconds – it’s the best possible eleva-
tor pitch for your Zero Outage mission!
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15.3.2 Suppliers and Partners: Strong Together 

As a modern IT outsourcing partner, regardless of the specific field, every company 
is challenged by the fact that there is hardly a service left today that can be provided 
end-to-end without the help of other partners or suppliers. It doesn’t matter if it’s 
specialized software to be purchased or classic routers in a network providing mis-
sion-critical services to customers. Clients know this too, since they are also increas-
ingly operating in a multi-provider environment, not least to avoid being too depen-
dent on a single supplier. Your customers, particularly if you serve as an integrator, 
will expect a clear strategy outlining how you will guarantee the end-to-end quality 
of their digital services behind the data center’s doors.

Against this backdrop, it is imperative that you integrate your top suppliers and 
partners into your quality strategy. To do so, you must define and answer questions 
such as: 

• Is there a joint quality strategy, or are you handing down your Zero Outage 
mission to your partners and suppliers?

• What benefit does the joint Zero Outage strategy have for your joint clients?
• How do factors such as redundant technologies, clearly defined processes for 

all partners, and highly qualified staff increase the availability of the ICT 
services offered along the supply chain?

• And if it is already too late to lock the stable door: in the case of an outage, 
how will you work with your partners and suppliers to ensure fast, end-to-
end restoration of services? How does the alarm chain work?

• What are the successes to date in your joint initiative for better quality? 

Beyond this, you should define the expectations you have for your partners and for 
their fulfillment of your quality standards – and how the partnership benefits from 
that. This assumes the following: 

• Your partners share your understanding of a zero-error culture and make 
suggestions on how to improve quality continually and for the future. Both 
sides profit from this.

• Your partners are committed to high quality standards exceeding standard 
SLAs: that could be Manager-on-Duty support within x minutes after an 
outage begins, a maximum resolution time of four hours, or active support 
for problem and change management.

• Your partners and suppliers regularly have their staff undergo training: they 
ensure that their own employees are as familiar with your quality standards 
as yours. Training in incident, problem, and change management is included 
in this along with a continual exchange of information regarding best-prac-
tice solutions.

• Your partners have their own services certified according to your Zero 
Outage standards. After the initial certification, a follow-up review is held 
once a year. 
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It is then very easy to communicate this value added to your partners and suppliers:
• Expertise:

– Variety of options for cooperation
– Best-practice sharing: learning from the previous successes of your Zero 

Outage program
– Sustainable optimization of their own products and processes  

(greater  efficiency, etc.)
• Budget:

– Promotion of proactive quality measures
– Attractive opportunity for additional business through the joint develop-

ment of services and solutions
• Brand:

– Prominent Zero Outage branding (e.g., “Trusted Service Provider”) in 
tenders and new business activities

Again, communication is very important when working with partners and suppliers. 
Ultimately, everyone has to work in concert. Both parties have the same goal: to 
ensure long-term customer satisfaction and loyalty with the best possible products 
and services. Partners and suppliers are a key factor in achieving end-to-end quality 
in your company.

15.3.3 Externally: Create Market and Customer Enthusiasm

Ultimately, even the best quality is not an end in itself. Regardless of your sector or 
industry, a company that offers premium-quality products or services will not suc-
ceed in the long run if these are not perceived as such by the market.

In addition, the whole point is not just to attract new customers but – and this is 
often overlooked – to keep existing customers. How much do you discuss the issue 
of quality with your existing clients? 

• How many clients did you explicitly talk to about quality – both positive and 
negative – in the last financial year? 

• Is the issue of quality of operations, projects, compliance with SLAs, etc. 
regularly (ideally monthly) on the agenda of your sales department’s service 
review meetings or service management with your clients?

• Do you have an overview of all of the quality problems your customers have 
with your services? 

• How do you process these in your organization? Who responds to the 
customer or gives status updates? When? How?

• Is there a joint plan with the client to resolve existing quality problems? Is 
this in turn reviewed (ideally monthly) in service review meetings?

• Do you celebrate milestones with your clients such as the launch of major 
projects, or successful transitions or transformations? Do you help your 
customers market success stories within their own organizations? 
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Quality and Zero Outage cannot truly be experienced until they catch on with your 
clients as well. In the end, the deciding factor is customer opinion, which is influ-
enced both by the services provided and measured against the SLAs and by perceived 
quality. And, as described in Chapter 10, these two things can differ. 

15.3.4 Zero Outage Communication Roadmap:  
 Where is the  Journey Taking Us?

Just like quality, the issues of culture and communication also cannot be rushed. Here 
again, a well-thought-out plan is the most sensible approach.

If you are starting from scratch, first work with your core team and, if necessary, 
experts from your communications department, to develop a “Zero Outage Edito-
rial and Communication Roadmap.” Effective communication is like fishing: the 
bait must appeal to the fish, not to the fisherman. So, make sure you identify every-
one with a stake in this issue. 

• Who are your internal and external quality stakeholders? (Quality team 
members and their supervisors; the management board; financial control, 
sales, and service management departments; operations and project manage-
ment; customers; external analysts; sourcing advisors, etc.)

• Who provides input for your processes or expects your output? (Examples: 
process managers provide KPIs and corresponding analyses and prepare 
project proposals; management expects a regular overview, especially 
concerning problems and progress made on solving them; operating units 
require very specific analyses to implement measures)

• With whom are you “wrestling” for better quality? And whom would you 
like to address specifically for that reason?

• Who are important opinion leaders and “patrons” for an issue that you would 
like to promote, or who could serve as multipliers? 

• Which stakeholders can you consolidate into groups because of their 
requirements for information overlap?

Because one form of communication will never be sufficient to reach all stakehold-
ers, you must consider how you will reach various target groups. For example, you 
would communicate different information to employees than top management, and 
at different intervals. You must therefore also consider the specific content of your 
communications, types of media and frequency. 

• Which topics and updates are of interest to which groups?
• Which information must be provided to which target groups without fail? 

(For example, request for employees to obtain annual internal quality 
certification)

• How has each group received information to date? 
• Do you also want to involve the group to a greater extent or promote 

constructive discussion?
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• Which media can you use to reach each group most effectively? Where are 
you getting the best response from? What media mix would be effective?

We recommend that you invest some time in this step and also personally survey 
representatives of your stakeholder groups. Talk to your employees and ask them for 
feedback. In this age of information overload, every reader will be asking, “What’s 
in it for me?” That means that the more relevant your quality communication is for 
the recipients, the more likely it is to be read. And the better and more impactful it is 
(which usually means how brief), the faster and simpler it is for people to digest. 
Think about the many feedback surveys that you now receive in your free time. When 
you are shopping online, are you more likely to answer if the site asks, “Please an-
swer three questions to give us feedback on our packaging” or “Please evaluate our 
logistics process. It will only take 20 minutes of your time”? And, since we are talk-
ing about feedback: communication is not a one-way street. From the start, you 
should think about how you will gauge your readers’ opinions from time to time. You 
could send out a web-based feedback survey to follow up on employee calls, for 
instance.

The third and final step in creating your “Zero Outage Editorial Roadmap” is to 
write out specifically (even just in a simple Excel spreadsheet) the information that 
will be communicated and when, through which channels, who will supply the con-
tent each time (include run-up time in your planning), and what approvals must be 
obtained within your company, if any. Regularly update your editorial roadmap with 
your team, for instance every 14 days. On the one hand, that helps you maintain a 
cadence, but on the other hand, it also allows you to remain flexible and react quick-
ly when new issues come up.

15.4 Culture-Promoting Factors: Do You Know Your 
 Quality Stars?

In this section, we would like to present two ideas for internal campaigns which, in 
our case, ultimately caused breakthroughs in awareness about Zero Outage and pro-
moted pride amongst our employees about a job well done. If you previously thought 
that marketing and branding were only necessary for selling products outside of the 
company, then this is our attempt to convince you otherwise.

Example 1: The “Quality Star Awards” 
Three years after the launch of the Zero Outage program at T-Systems, the program 
up to that point had consisted mainly of the roll-out and audit of required standards 
– in other words, topics that did not trigger much positive response. Then, a member 
of our quality team had a lightbulb moment: she wanted to give back to employees 
for their hard work. Ultimately, the success of the entire program is built on the in-
volvement of our employees, so the idea was to reward them for their commitment. 
The concept of an award was born. In order to make Zero Outage more than an ob-
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ligation and responsibility for employees and to associate it with pride, T-Systems 
developed the “Quality Star Awards.” The philosophy behind this competition was, 
and still is, very simple: employees and teams with outstanding quality achievements 
are recognized as Quality Stars. The Quality Star awards are held once a year. All 
nominations are documented centrally in the quality community in the company’s 
social network. To generate the required interest in the awards, the start of the com-
petition is always announced in a direct e-mail signed by management, for whom 
these awards are of special interest. The call is sent throughout the company to the 
three divisions and to all countries. After all, Quality Stars could be anywhere, even 
in corners of the organization where we may not expect to find them. The most im-
portant thing about these awards? Employees nominate themselves and their col-
leagues. The Quality Star Awards are meant to both promote a mass movement, and 
reflect an honest assessment of and recognition for what has been accomplished. 

In order to do justice to several areas of focus, the quality department at T-Systems 
awards this honor in three categories, each with three places:
1. Quality Idol (Individual award; for individuals and excellent quality role 

models)
2. Quality Starlight Team (Team award focusing on operations)
3. Best Zero Outage Initiative (Project award; for outstanding initiatives to 

promote and improve quality)

For approximately one month, nominations can be submitted or the nomination 
template can be uploaded to the quality community, after which the winners are 
crowned at the annual international quality management meeting. Over 100 nomina-
tions are now submitted each year, so a shortlist is narrowed down in advance based 
on specific criteria. Here are a few:

• Creativity of the application
• Completeness and information presented
• Value added and achievements clearly discernible for Zero Outage and 

quality.

After that, management steps in: the shortlist of nominations from all over the world 
is sent to the quality officers of all countries and units around two weeks in advance. 
Each quality officer is tasked with defending his or her nomination choice and mak-
ing a 90-second pitch prior to the final voting to determine the winners. Why should 
the Mexican team win? What makes this project from Slovakia so special and 
unique? Why does employee X deserve to win the Quality Idol Award? The nomina-
tions are then put to a vote. The winners receive a monetary prize and are honored 
by management and in the newsletter, and their names are announced in company 
communications on various channels. The individual countries pick up the news in 
various ways, including in-depth interviews with the winning teams. The award is 
undoubtedly a great honor for each winner and also promotes the visibility of the 
issue.

At the first Quality Star Awards in 2014, management was overwhelmed by   
the positive response from employees. After just a short time, company-wide 
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 communications generated over 1,000 views in the community. After four weeks, 
nearly 100 applications had been received from all of the countries where we do 
business, which exceeded all expectations. The nominations were very creative and 
presented outstanding and sophisticated projects and initiatives for improving qual-
ity that management did not even know existed. Prior to this, the opinion prevailed 
that, because they originated in Germany, the awards would motivate colleagues in 
Germany more than others, and then only those from the quality department. But 
quite the opposite was true: the response from the EMEA, APAC, Americas, and 
Nearshore offices was much greater, and the concept was received very positively in 
those areas. 

Employees were very motivated and developed creative campaigns that warmed 
the heart of every committed quality fan. In Malaysia, for example, our colleagues 
designed buttons with a saying about their quality commitment (see Fig. 15.1). They 
distributed these to their entire staff, and the head of quality for APAC, who wore 
one personally to the awards ceremony, also proudly presented a button to the Ger-
man management team. Everyone loved it.

Another great initiative came from Hungary. Our colleagues there developed new 
types of training to make conveying process knowledge more exciting and interac-
tive. These “Process Awareness Days” were also successful. The Quality Star Awards 

Fig. 15.1 “Quality Commitment“ Buttons
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were, and continue to be an incubator for the global Zero Outage mindset in the or-
ganization.

Example 2: “Our Heart Beats Zero Outage” Campaign 
Another very successful internal campaign was run in 2015 under the title “Our Heart 
Beats Zero Outage.” This campaign was designed to evoke emotions and revolved 
around a simple gesture: employees quickly tapping their chests twice – like a heart-
beat. Based on this gesture, employees then used simple tools (their own smart-
phones if that’s all they had) to film a short selfie video with no make-up or set, just 
in their offices, headquarters, or cafeteria and – above all – with no formal script. 

All of these selfies were then compiled one after the other into an internal video 
that presented a fascinating cross-section of our workforce around the globe making 
the “Zero Outage gesture.” Particularly well-made videos were used in the new ver-
sion of the quality video intended for external target groups. This also makes it clear: 
employees make the difference – their hearts beat for Zero Outage (see Fig. 15.2). 

The videos made were also launched centrally by the corporate communications 
department and made available to all employees to a very positive response. The 
main theme continues to be used, for example, on posters hanging in the various 
offices. In any case, the success of this campaign stemmed from its authenticity and 
from the use of real employees who live and breathe Zero Outage in their day-to-day 
work. Other employees could much easier identify with them than with actors cast 
for the part.

Fig. 15.2 “Our Heart Beats Zero Outage“ – Employees’ Selfie Videos 
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15.5 Making Zero Outage a Permanent Fixture in the  Company: 
Be Patient!

The goal of all Zero Outage efforts is ultimately to weave this common vision per-
manently into the corporate culture. A major step towards this goal is actively inte-
grating Zero Outage into your organization’s value system. And this must posi-
tively impact employees as a result of concrete incentives. Possible approaches for 
embedding Zero Outage into the culture include acknowledging quality-promoting 
behavior in particular through raises or promotions, or by giving an award. This 
motivates employees to align their actions with a Zero Outage culture, thus ensuring 
that the desired understanding of quality is reinforced throughout the organization. 

It goes without saying that initiatives like this bring with them investments, both 
in terms of finances and staff. In addition to adjusting HR development activities 
(such as training courses and evaluation standards) and recruiting strategies, it is 
crucial that management consistently acts as a role model over the long-term. The 
fact that quality is given priority must be supported through regular communication, 
thorough reviews and continual enhancements.



Summary

There is no stopping the digital transformation: according to a Bitkom survey, 72 per-
cent of companies believe that this is one of the largest tasks currently facing them 
– second only to finding enough skilled staff (73 percent). And 40 percent of CEOs 
and board members are convinced that they have fallen behind “competitors who 
embraced digitalization early on” (Bitkom 2016). CIOs and other ICT officers must 
therefore strike a balance between guaranteeing reliable IT operations while also 
promoting the digital transformation of their own companies and developing innova-
tive solutions. The only way to achieve both of these things is to make quality the 
top priority.

Quality is much more than just a hygiene factor. Quality is the “glue” of digita-
lization that holds everything together. Digital transformation can only be a success 
if the underlying information and communication technology is reliable. The busi-
ness capabilities and thus the very existence of companies depends on it these days. 
But quality doesn’t come out of nowhere. Ensuring quality in ICT is a complex 
management task. Countless components must interact smoothly at all times so that 
production or sales, for example, can work without disruption. 

But how can this complexity be handled? How can IT officers ensure stable, reli-
able ICT operations? The answer: with standardization on all levels. For the maxi-
mum quality and reliability in ICT, clear standards are needed – for processes, for 
technical platforms and for employee training. These standards must not only be 
introduced and implemented, they must also be followed consistently. Central gov-
ernance is therefore essential. This is the only way to effectively reduce the complex-
ity of ICT, with all of its rapid new developments and quickly changing demands.

But quality is not only a question of clear standards, it is also a question of atti-
tude. Human error is still the most common cause of IT disruptions. And the best 
training is worth nothing if employees don’t pay enough attention to quality assur-
ance. The only solution here is a comprehensive approach that systematically raises 
employee awareness of quality and ensures that everyone – from trainees to senior 
managers – is committed to a zero-error culture. A strong quality organization that 

S. Kasulke, J. Bensch, Zero Outage, 
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is actively integrated in operations processes must consistently and persistently pro-
mote this Zero Outage principle on every level of a company.

And quality awareness must not stop at the boundaries of a company. Today, no 
product is produced exclusively by a single manufacturer. Companies of all sizes 
work together across different industries. This means that there are always more 
interfaces and more points of friction. If everyone isn’t working with and maintain-
ing the same high standard of quality, then the result can be faulty products and 
outages. Furthermore, the highest standards of quality are essential to innovations 
such as robot-supported medical procedures or even self-driving cars. 

Smooth cooperation is only possible when everyone sees the bigger picture and 
shares the same standard of quality. The ICT industry needs a network of partners 
who are committed to the zero-error principle and follow shared rules for quality 
management. What standards should we follow to develop fail-safe products? How 
mature do new components need to be in critical systems? And what kind of reaction 
times during outages are we committed to? If we can jointly answer these and other 
questions, then customers worldwide will benefit from Zero Outage, or fail-safe ICT. 
And we will lay the foundations for the successful, sustainable digital transformation 
of industry as a whole.



Annex to Chapter 3: ISO, ITIL & Co. – 
A  Baseline and Orientation How-To

Defined Standards

International Organization for Standardization (ISO)

ISO certifies the behavior of an organization and its compliance with the procedures 
defined in the standards. ISO is an industry-neutral, internationally recognized body.

Advantages of ISO certification:
• “Long-term quality assurance
• Discovery of potential for improvement and cost savings
• Increased customer and employee satisfaction
• Positive public image
• Risk minimization
• Greater cost effectiveness via process improvements
• Enhanced competitiveness
• Satisfaction of specific customer requirements” (TÜV NORD GROUP 2014)

ISO 9000
This standard provides companies with guidance on selecting and applying standards 
involved with quality management and quality assurance certification. ISO 9000 is 
not itself a certification: instead, it helps companies to identify the correct ISO stan-
dard, from 9001 to 9003. ISO 9000 therefore serves a guide to the subject-matter and 
terminology (see Glaap 1993).

ISO 9001
This standard is applied to certify quality management within a company. It is the 
most widespread standard in use domestically and internationally and is thus of 
critical importance when a company wishes to publicize its high standards of qual-
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ity while simultaneously improving its efficiency. ISO 9001 is industry-neutral and 
is the strategic cornerstone for any company seeking long-term improvements to its 
quality management systems. Advantages for companies wishing to obtain certifica-
tion to this standard are:

• External visibility of company-internal processes 
• Increased customer satisfaction
• Lower error rates with associated cost reductions

ISO 9001 is based on eight Quality Management (QM) principles (see TÜV 2015):
• Customer focus: The company should carefully survey customer and market 

requirements, assess the extent to which these can be fulfilled internally, 
achieve the level of performance in accordance with specifications, and, 
lastly, determine customer satisfaction.

• Leadership: An ISO 9001-certified QM system provides top management 
with a management tool. It is the task of the management team to maintain 
and develop this tool. Top management must themselves play an active role, 
substantiating QM with a clear vision, mission statements and targets.

• Involvement of people: People at all levels are the essence of an organiza-
tion, but staff can only truly develop their potential on the company’s behalf 
if they are properly involved in company processes – and this involvement 
also works to boost their motivation, dedication and creativity.

• Process approach: An ISO 9001-certified QM system should represent the 
actual optimized operational processes. To obtain the desired results, all of 
the activities and the associated resources should be defined as processes and 
managed efficiently. 

• System approach to management: A system consists of a network of 
processes, which interract with each other. Only if these interactions are 
understood and managed can the company achieve its goals effectively and 
efficiently. The system approach to management results in the structuring of 
processes while discovering the interdependencies between them.

• Continual improvement: Continual improvement in the context of ISO 9001 
is essential for healthy business development. Successful companies respond 
to expectations from customers and the market, continuously optimizing 
their products, services and processes. A systematic culture of improvement 
fostered throughout the company can increase its potential performance and 
secure a competitive edge for the business.

• Factual approach to decision-making: Effective decision-making is based on 
analyses of information and data. Applying this principle supports decisions 
that are based in fact and on reliable data. Opinions and decisions can be 
compared and evaluated through facts, figures and data. Keeping records of 
the decision-making criteria used also permits retrospective assessments of 
the effectiveness of specific actions. For example: If a company has had x 
instances of IT outages in the last 12 months and expected quality measures 
to produce improvement by y, but results were not remotely like y, then other 
measures must be identified.
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• Mutually beneficial supplier relationships: A company is dependent on its 
suppliers – and vice versa. This makes it especially important to establish a 
win-win situation that enhances the ability of both to create value. This QM 
principle strengthens trust between the company and the supplier, enabling a 
long-term, mutually beneficial working relationship (e.g., a long-term 
supplier agreement) to develop.

ISO 20000
While ISO 9001 provides industry-neutral certification for any business, ISO 20000 
deals specifically with issues affecting the IT sector, providing a framework for ef-
ficient IT service management (see itwnet 2016). ISO 20000 builds on ISO 9000 – so 
is redundant in places – but caters specifically to the needs of IT companies. In this 
context, ISO 20000 sets out the associated minimum requirements for certification. 
The standard does not reiterate basic principles such as customer focus, leadership, 
etc. (see ISO 9001). 

ISO 20000 consists of five parts (see Beims 2012):
• Part 1, “Service Management System Requirements”: Contains all of the 

“shall” requirements that are necessary for certification.
• Part 2, “Code of Practice”: Contains the “should” requirements plus guid-

ance on implementing the methods from Part 1.
• Part 3, “Guidance on Scope Definition and Applicability of ISO/IEC 

20000-1”: Supplements the information in Part 2, focusing on the implemen-
tation of a service management system (SMS).

• Part 4, “Process Reference Model”: Contains a process reference model for 
Service Management processes and provides advice on setting up a process 
assessment model.

• Part 5, “Exemplary Implementation Plan for ISO/IEC 20000-1”: Contains 
guidance on implementing service management capable of passing certifica-
tion. 

ISO 27001
This standard governs IT security and its deployment in companies, local authorities 
and non-profit organizations. 

“This standard is thus intended
• to formulate requirements and objectives for IT security;
• to promote the cost-effective management of security risks;
• to define management activities involved with information technology; and
• to ensure the fulfillment of goals specific to information security.

Contents […] of […] the standard:
• A description of requirements for management (production, rollout, opera-

tions, monitoring, maintenance and improvements) 
• Caters to all types of organization (e.g., commercial businesses, government 

authorities, non-profit organizations) 
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• Implementation of appropriate security mechanisms by requirements 
specifications” (TÜV NORD AUSTRIA 2016)

IT Infrastructure Library (ITIL)

Service Strategy (SS)
It is important to understand that the IT service provider should be given autonomy 
within the company. Decisions, strategies and portfolio analyses let the service pro-
vider become an entrepreneur within the enterprise – and this is desirable. The pro-
vider must make autonomous decisions and should be accorded the rights to do so. 
Service strategy addresses the necessity for IT service providers to prepare for the 
eventuality that they can be undercut by other providers offering cheaper and/or more 
efficient services. Providers therefore need to continuously improve their competi-
tiveness and scrutinize their own performance as an ongoing process. This is a crucial 
step – whether or not the provider is supplying external customers or “only” the rest 
of the company: even in an internal context, external providers will eventually ap-
pear, promoting their services as a more efficient solution. 

IT service providers therefore need answers to some basic questions. Which ser-
vices can and should they be offering? What can be produced cost-effectively, and 
with which products is the provider ahead of the competition? The company must 
also adopt the customer’s point of view. To make this easier, ITIL 21 formulates 
various product benefits that improve the IT unit’s understanding of the customer 
perspective. In this way, the basic premise of the working partnership shifts funda-
mentally. IT no longer waits for the customer’s order and then completes it. Instead, 
the service provider becomes intimately familiar with customer processes, regularly 
re-assesses the portfolio and approaches customers proactively (see van Bon et al. 
2010).

2.5.4.1 Service Design (SD)
Service design brings us to the specifics. Instead of considering all products in gen-
eral, the focus is now on the specific solutions offered to customers, i.e., the product 
portfolio for individual clients. But service design must always remember that these 
are the same products that were specified in service strategy.

Another component of service design is the use of service level agreements 
(SLAs) (see van Bon et al. 2010). This topic is addressed separately in Chapter 10.

2.5.4.2 Service Transition (ST)
Typically, companies manage to complete changes in IT infrastructure or the rollout 
of new software, for example, only with considerable effort and the related risk that 
the productivity of the business will suffer massively during this period – especially 
as a result of errors or unforeseeable outages. What’s more, the customer may suffer 
financial losses if business continuity cannot be assured. Even for relatively minor 
changes, this quickly becomes a stumbling block, and customers will often reject 
new software or software updates that could further their business. For the service 
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provider, too, even smaller-scale software updates are critical, since the provider 
must always ensure that corporate IT is up-to-date to safeguard the customer’s abil-
ity to do business in the future. This also works to promote customer loyalty and is 
an important factor in ensuring that customers are not ultimately lured away by a 
seemingly more innovative competitor. Crucially, it also signals that the IT partner 
is capable of independent service improvement and that the customer can rely on the 
service provider implicitly. Transition must therefore also be a self-contained unit 
– to drive continual optimization of this process and the establishment of best prac-
tices. 

Within ITIL, service transition is subdivided into:
• Service Asset and Configuration Management (incl. the Configuration 

Management System, CMS)
• the Configuration Management Data Base (CMDB), in which the Configura-

tion Items (CIs) are documented
• Knowledge Management (KM)

The objective of these areas within service transition is a high degree of specializa-
tion, the full documentation of expertise, and the critical assessment of the unit’s own 
work by KPI monitoring and audits. In addition, ITIL also emphasizes the impor-
tance of training following software changes or the introduction of new software. 
This is not only intended to encourage scrutiny of the need for the updates but also 
to establish if the customer perspective is being adequately considered: what do 
employees think of the software and how can staff become familiar with the new 
solution as quickly as possible? (see van Bon et al. 2010)

Service Operation (SO)
Service operation aims to ensure that operations proceed as smoothly as possible 
after rollout, and covers issues such as handling customer queries, faults, backups, 
etc. While incident management is intended to prioritize resolving existing incidents 
as fast as possible, problem management handles the task of analyzing incidents – 
including recurring incidents. True to the concept of prevention, the focus is not 
merely on resolving a fault but identifying its root cause to prevent reoccurrence in 
the long term (see van Bon et al. 2010).

Continual Service Improvement (CSI)
This ITIL volume aims to raise awareness about achieving improvements in prod-
ucts, service levels, quality and processes on a permanent basis – although it should 
be stated that CSI is not to be viewed as a self-contained step at the end of a value 
chain but must run continuously within each and every phase in ITIL.

Contents of this volume:
• Processes (How do I initiate an improvement process? What are the key 

factors for service reporting, service level development and service measure-
ment?)

• Staffing structure (How should key positions such as project manager, 
service manager, CSI manager, etc. be filled?)
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• Tools and methods (Assessment, benchmarking, balance score card, etc.)
• Rollout to operations (What are the prerequisites for implementing CSI?) 

(see van Bon et al. 2010)

The 2011 version is based on ITIL V3. This defines 34 processes and eight or nine 
functions, which are intended to regulate the IT life cycle. The subject matter is very 
wide-ranging and here too it is up to the individual company to identify the pro-
cesses most appropriate and necessary before applying them.

The processes below are actively practiced, in roughly this order/prevalence/
maturity level:
1. Incident Management
2. Request Fulfillment
3. Event Management
4. Access Management
5. Service Level Management
6. Change Management
7. Problem Management
8. Configuration Management

And Service Desk is an actively practiced function. 

Project Standards

PRINCE2
The Seven Processes in PRINCE2

1. Starting up a Project (SU)
This process comprises project preparation. The project manager and the customer/
client coordinate their approach. The basis for this change is typically a business 
case. In addition, this preparatory stage is also used to set goals (and non-goals not 
in scope for this project), put together the project team and appoint the project steer-
ing committee. Steering committee members are typically chosen from project stake-
holders.

At this stage, the to-do list consists of:
• SU1: Appointing a Project Executive and Project Manager
• SU2: Designing a Project Management Team 
• SU3: Appointing a Project Management Team 
• SU4: Preparing a Project Brief 
• SU5: Defining a Project Approach 
• SU6: Planning an Initiation Stage 
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2. Directing a Project (DP)
This is a process that runs parallel to the entire project and is intended to maximize 
the quality of work and ensure a high chance of success. The process involves 
monitoring the project and each individual stage.

To-do list:
• DP1: Authorizing Project Initiation
• DP2: Authorizing a Project
• DP3: Authorizing a Stage or Exception Plan
• DP4: Giving Ad Hoc Direction
• DP5: Confirming Project Closure

3. Initiating a Project (IP) 
The project commences, project management processes are defined and a detailed 
plan is drawn up. A project result must also be defined. The core management prod-
uct is the project steering documentation, which is created at this stage. Output is as 
follows:

• Quality plan
• Configuration management plan
• Project plan
• Communication plan

The to-do list for this stage is:
• IP1: Planning Quality
• IP2: Planning a Project
• IP3: Refining the Business Case and Risks
• IP4: Setting up Project Controls
• IP5: Setting up Project Files
• IP6: Assembling the Project Initiation Document (PID)

4. Controlling a Stage (CS)
This defines the project manager’s day-to-day tasks, i.e., project control, planning 
and monitoring. Work orders are referred to as work packages. Package status (com-
pleted/not completed) provides information about the project’s overall status. It is 
important to define measurable goals for the packages and thus obtain an abstract 
metric for project status, as measurability is otherwise difficult. The to-do list for this 
stage is:

• CS1: Authorizing a Work Package
• CS2: Assessing Progress
• CS3: Capturing Project Issues
• CS4: Examining Project Issues
• CS5: Reviewing Stage Status
• CS6: Reporting Highlights
• CS7: Taking Corrective Action
• CS8: Escalating Project Issues
• CS9: Receiving Completed Work Packages
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5. Managing Product Delivery (MP)
PRINCE2 defines the products created by projects as “management products”. “This 
process creates the project’s products and this is where the majority of project re-
sources is deployed” (Ebel 2011).

In this stage, the work orders parceled into work packages are executed after hav-
ing been planned and authorized in the preceding project stage(s).

To-do list:
• MP1: Accepting a Work Package
• MP2: Executing a Work Package
• MP3: Delivering a Work Package

6. Managing Stage Boundaries (SB)
At this stage, the intention is to permit the steering committee to have, so to speak, 
the “first and last word” on the various project processes. At the end of a process, the 
steering committee critically assesses the original plan and which parts of it have 
been implemented. Starting from the business case, the result must be compared to 
the requirements and if necessary – and this is common – the business case must be 
adjusted and re-negotiated. This enables risks to be identified in ongoing processes. 
These risks are then included in the risk log, and their impact on the business case 
must then be clearly identified. The “idea” behind the project: at this stage, the steer-
ing committee and management receive both an overview and a general sense of 
where they stand and what must be done during the next stage. This improves plan-
ning work for subsequent project stages.

To-dos at this stage:
• SB1: Planning a Stage
• SB2: Updating a Project Plan
• SB3: Updating a Project Business Case
• SB4: Updating the Risk Log
• SB5: Reporting Stage End

7. Closing a Project (CP)
PRINCE2 stresses the importance of a coordinated end to the project. This includes 
both completing the project and dismantling the (business) project structures, as well 
as analyzing the extent to which the project was completed according to plan, the 
deviations that occurred, and how these have impacted the rollout and the day-to-day 
workflow of the change introduced. Accordingly, the change in the standard operat-
ing process must be tested against the following criteria: is it effective and efficient? 
Does it offer added value? What impact has it had on the organization and what is 
the feedback from the workforce?

To-do list for this stage:
• CP1: Decommissioning a Project
• CP2: Identifying Follow-On Actions
• CP3: Evaluating a Project (see Beims et al. 2015) 
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Six Sigma
If a company has decided it wants to use Six Sigma as a process optimization meth-
od, it is possible to “trial” implementation of the method beforehand. At first, just a 
handful of senior managers receive training from consultants. During this training, 
the managers must utilize Six Sigma techniques to optimize a defined process in their 
company in order to qualify. This provides an efficient way of discovering whether 
the company can achieve added value by applying this method before committing to 
it. Since the method can be clearly quantified by calculating the return on investment, 
this clarifies whether profit due to optimization will exceed Six Sigma costs. This 
also enables successes to be distributed to all of the divisions within the company.

Six Sigma can be adjusted to various levels of management responsibility. Since 
heads of department, managers or knowledge workers perform distinct sets of tasks 
within the company, Six Sigma provides a matching “belt” for each role.

Many will ask themselves if Six Sigma is too complicated to apply within a com-
pany context. Yet the opposite is true, not least because Six Sigma offers a wide range 
of options for approaching a specific problem. For example, if turnaround time needs 
to be reduced from 24 hours to 12 hours for a specific product and production line, 
then Six Sigma is the right method to choose. Six Sigma becomes complex only if 
the process itself is complicated. If the company is already working to ISO or ITIL 
before optimization starts, this is beneficial, as standards will already be present in 
the processes and do not first need to be implemented. The process description is 
used here to achieve rapid, straightforward analysis and optimization. The first step 
is to examine whether potential for improvement is present, which is essentially a 
purely mathematical task. Optimization is then unproblematic and is implemented 
using the methods learned.

A second form of Six Sigma is also available, namely Lean Six Sigma. The prin-
cipal difference is that Six Sigma improves single processes while Lean Six Sigma 
should be seen as a method for streamlining the entire company. Nor does Lean Six 
Sigma involve restructuring or strategic alterations: it simply applies familiar tools 
to streamline and optimize the company departments, processes and structures. 

Since Six Sigma can be applied universally, it has no specific fields of application. 
Six Sigma can be used wherever there is potential to optimize processes. Sample 
applications include “identifying and resolving the causes of problem areas in the 
supply chain” (Gestmann 2008b) or “the use of statistical tools from Six Sigma to 
bring to light cause-effect relationships, and to identify key impact and success fac-
tors for ensuring successful placement [of recruitment agency personnel] […]. When 
recruitment agencies want to improve the placement rate of their personnel, training 
is usually the first step. But if the recruitment agency’s process organization and 
business processes can be optimally oriented to the company’s goals as part of a Six 
Sigma project, then placement rates can be significantly increased. This has recently 
been substantiated by a Six Sigma project at a recruitment agency operating nation-
wide in Germany” (Business Wissen 2009). The methodology also helped to “iden-
tify supply chain problems and permanently remedy errors. […] The mathematical-
ly-based approach applies statistical methods from Six Sigma to the key performance 
indicators used by the SCOR model. SCOR, short for Supply Chain Operation Ref-
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erence, is a standardized model for describing business processes. ‘This tool, which 
we call SCMAnalytics, enables data-driven statements to be made about the perfor-
mance of the supply chain in question,’ explains Michael Ferger from Six Sigma 
Germany. A total of 55 KPIs are measured, evaluated using the statistical methods 
from Six Sigma and then interpreted to arrive at a result. ‘Each individual statement 
on the supply chain is qualified and substantiated with facts, figures and data,’ Fer-
ger continues. As a final step, the potential causes of problems already assigned to 
the KPIs are then analyzed and weighted. ‘This enables performance obstacles to be 
immediately identified and removed,’ adds Professor Schmieder, who was involved 
in tool development.” (Gestmann 2008a). From the mid- to late 1990s, two Six 
Sigma waves reached Europe from the United States. Following its introduction at 
Motorola in 1987, Six Sigma successfully broke into the European market and the 
method is now applied in numerous US subsidiaries in Europe – including Kodak, 
Allied Signal and General Electric (see Töpfer 2007).



Annex to Chapter 7: Operational Quality: Zero 
Outage Ensures Reliability and Sustainability

A Sample Checklist from the Zero Outage  Compliance  Audits

INCIDENT MANAGEMENT
• A detailed Incident Report is created for all serious and critical incidents.
• Steps are taken to ensure that supplier tickets are opened before an incident 

is handed over to the RedPhone.
• Changes from the last few days are reviewed and all of the serious incidents 

are marked in the change list.
• Cross-checks/fire drills (simulations of faults) are planned and executed on a 

timely basis.
• In the event of a critical or potentially critical incident, RedPhone involve-

ment is completed within 45 minutes.
• The Known Error Database is used for critical/high incidents.
• The customer business impact is verified before an incident is handed over to 

the RedPhone. 
• Participation in the four-weekly Incident Management Community Meetings 

has been established for all time zones (Americas, EMEA/APAC).
• Participation in RedPhone and Global Problem Management early morning 

handover calls on all weekdays, for the purpose of reporting and handing 
over serious incidents previously handled in the service line, account, or 
local business unit.

• For serious or potentially critical incidents, the Yellow Local Phone is 
deployed within 20 minutes (local Lead Incident Manager or MoDs).

S. Kasulke, J. Bensch, Zero Outage, 
DOI 10.1007/978-3-319-53739-9, © Springer International Publishing AG 2017 
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PROBLEM MANAGEMENT
• The standard (or customer-based) template for root cause analysis is utilized 

to the fullest extent.
• A company-wide Root Cause Database has been deployed and is also 

available in English for major incidents and early warnings.
• Problem resolution tracking (timetable and content) has been set up for 

major incidents, early warnings, on-demand incidents, and serious incidents.
• For the most important systems affected by incidents (e.g., Storage Boxes/

SAN, Cloud/Appcom, Data Center Network, databases, middleware, 
operating systems), entries are created in the Known Error Database. 

• Trend analyses are performed quarterly. 
• Sign-off calls for serious incidents (high incidents) have been established 

(i.e., incidents not managed centrally by Global Problem Management).
• Actions for overdue root causes have been defined and implemented to 

reduce the backlog.
• A proactive Problem Management system has been set up. Routine incident 

analysis is carried out on a regular basis and appropriate actions have been 
defined to resolve the root causes permanently.

• For larger-scale incidents, early warnings and serious/special incidents, 
dedicated Lead Problem Managers (LPRMs) participate in “Get the day 
started” handover calls. 

• Dedicated LPRMs participate in local/global Lessons Learned Sessions.
• Continual improvement work and quality initiatives are performed on the 

basis of root cause analyses.
• Fire drills (simulations of incidents under real-world conditions) are planned 

– if weaknesses are found in the alarm chain (internal/external). 
• Actions for insights or weaknesses found in fire drills are defined and will be 

implemented in a timely manner.
• Critical landscapes and all involved service chains are regularly reviewed in 

order to keep information up-to-date at all times (date of last confirmed 
review by Service Delivery and Operations Manager no more than four 
weeks in the past).

• Root cause analyses include a written and confirmed root cause from Zero 
Outage-certified suppliers in the case of incidents that have been evaluated 
as “supplier errors”.

• Actions for permanently resolving problems also include a “health check” 
provided by the supplier covering the latter’s entire installed product and 
service base.

• Edits to entries in the Known Error Database are reviewed and approved by 
certified suppliers where appropriate.

• Problem tickets are proactively opened if the monthly SLA for a relevant 
customer is marked in RED.
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CHANGE MANAGEMENT 
• A Lead Change Manager (LCM) is given overall responsibility for each 

customer.
• LCM participation in global lessons learned sessions (monthly) is ensured.
• All major and significant changes have been implemented after approval 

from the Central Change Advisory Board (CCAB) (in the last three months).
• The local CAB has approved change models for recurring changes.
• Entries are made in the global Change Calendar on a regular basis.
• Relevant projects (category A, B) form part of the Change Calendar.
• High-risk changes and special-focus changes (e.g., “very high” risk, highly 

complex/critical changes) are announced at least 40 days before implementa-
tion, form part of the Change Calendar and are discussed by the CCAB and 
top management. 

• All high-risk changes and special-focus changes (e.g., “very high” risk, very 
complex/critical changes) whose implementation was canceled were 
reviewed after completion.

• To facilitate plannability, the number of safeguarding calls required for 
high-risk and special-focus changes is no higher than three (incl. the last and 
final safeguarding call).

• The change grading of “Change implementation on time” (targets: 95% for 
all changes, 90% for “Major” and “Significant” changes) has been achieved.

• For all changes not implemented on time (60 minutes outside the change 
window), the reason for missing the deadline is investigated.

• The change grading of “Change implementation successful” (target: 98% for 
all change types) has been achieved.

• The cause of all non-successful changes is investigated.
• In the event of change-related incidents, the relevant CCAB/CAB members 

are involved to determine the cause (What went wrong during the change?).

CONFIGURATION MANAGEMENT
• A critical landscape has been described (for all critical service chains) and 

mapped out end-to-end in the CMDB.
• The correct criticality has been stored in the CMDB for each configuration 

item (and each service chain).
• All critical service chains have an SLA of at least xx.x%.
• Data quality is reviewed regularly with the aid of the standard KPIs and 

reports.



Glossary

3P: Umbrella term for the three most important factors for long-term quality assur-
ance, namely: highly qualified personnel (people), simple, standardized processes 
(processes), and uniform, high performance platforms (platforms).

Agile Methodologies: Flexible approaches to project management, especially in soft-
ware development. Agile models feature the rapid start of actual development work, 
frequent consultation with later users, constant testing, and the continuous improve-
ment of the architecture.

Appliance: Design approach for a combined system of hardware and software opti-
mized for this hardware. An appliance usually runs a single application or a small 
number of applications.

Capability Maturity Model Integration (CMMI): A model for the development of 
products and processes, whereby these are assigned to various capability levels that 
describe the respective degree of maturity for each.

Central Change Advisory Board (CCAB): A global de-escalation management unit 
that, as the approving authority, reviews all important and critical changes in IT back 
end systems, and monitors their implementation. 

Change Management: An integral part of ITIL that describes a process which objec-
tive is to monitor and implement all adjustments to IT infrastructure efficiently, 
whilst minimizing operational risks to the provision of business services.

Claim Management: If deviations occur in the deliverables as agreed contractually, 
then measures are requested as part of contract change management, triggering the 
billing of additional expenses. A change request in this sense is the request from a 
partner due to a deviation.

S. Kasulke, J. Bensch, Zero Outage, 
DOI 10.1007/978-3-319-53739-9, © Springer International Publishing AG 2017 
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Cloud Computing: IT infrastructure and applications (software, storage capacity, 
etc.) provided from a network, typically operated by a service provider. Data is no 
longer hosted on the company’s own storage facilities, but in the provider’s data 
center. In this way users are given dynamic, scalable IT resources that can be flexibly 
adjusted to changing needs. Billing is typically for the volume of services actually 
used.

Commodity Business: A sector characterized by increasingly homogeneous service 
portfolios.

Configuration Items (CIs): As defined by ITIL, any infrastructure component in-
volved in business processes. Examples include: PCs, network devices, applications, 
servers and software.

Configuration Management Data Base (CMDB): Database for managing informa-
tion about IT infrastructure and its configuration, used within configuration manage-
ment. Helps companies to evaluate risks and impacts, and therefore reduce errors. 

Continuous Improvement Program: Program that comprises the systematic, perma-
nent and objective measurement of customer requirements on the one hand, as well 
as measures to ensure customer satisfaction on the other.

Critical Landscape: Overview of the customer’s business-critical IT systems. Rel-
evant for incident management, among other aspects (see also “Major Incidents”). 

Criticality: In IT, criticality expresses the significance of a system malfunction. Critical-
ity is measured in levels: the higher the level, the more severe the expected impact in the 
event of a malfunction.

Customer Business Impact (CBI): Impact of a change or an incident on the cus-
tomer’s business processes. 

De-Escalation Management: De-escalation management comprises the Central 
Change Advisory Board, global incident management and central problem manage-
ment. De-escalation management is tasked with the rapid restoration of normal 
services after disruptions have occurred, and identifying the cause to initiate preven-
tive actions.

End-to-End (E2E): In most cases, the provisioning of an IT service involves col-
laboration between various organizational units within the IT service provider’s re-
sponsibility, as well as with external suppliers and partners. An end-to-end (E2E) 
perspective considers all stakeholders.
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Failover Test: A failover is the unplanned switch from one technical component to 
another during a localized system failure. The failover test verifies proactively that 
the switch-over functions properly, thereby ensuring high availability.

Fire Drill: In IT, simulating system outages for the purpose of fault resolution train-
ing. 

GxP Guidelines: The various (“x”) guidelines for good working practice, especially 
in the fields of medicine, pharmacy and pharmaceutical chemistry. Examples: GMP 
(Good Manufacturing Practice) and GCP (Good Clinical Practice).

Health Check: At T-Systems, the routine checking of resources such as systems, 
applications or projects with the help of both standardized and specialized question-
naires.

ICT: Information and Communications Technology. Describes the combination of 
information technology (IT) with (tele)communications (C).

Incident Management: An integral part of ITIL that describes a process designed to 
resolve faults (incidents) in IT operations.

Insourcing: Having services performed by (own or third-party) personnel working 
at the same site (see also onshoring). 

Intensive Care: At T-Systems, a standardized approach to analysis and improvement 
for resolving quality problems at major customers.

ISAE 3402: Abbreviation for the International Standard on Assurance Engagements. 
Certifies the control system at a service provider. ISAE 3402 has superseded the US 
standard audit report SAS-70 and serves as the basis for an integrated control system.

IT Infrastructure Library (ITIL): Framework of best practices for IT processes. 
ITIL was first published in 1989 by the UK Office of Government Commerce (OGC) 
and has since undergone several significant revisions.

Key Performance Indicator (KPI): A metric used to assess the achievement of de-
fined target values. 

Lean Management: A systematic method to optimize or streamline processes within 
a manufacturing system.

Major Incident (MI): A severe fault affecting an IT system, or its complete failure. 
An MI disrupts a key business process in a company in such a way that significant 
damage (loss of reputation or financial loss) is expected as a consequence. 

https://en.wikipedia.org/wiki/Medicine
https://en.wikipedia.org/wiki/Pharmacy
https://en.wikipedia.org/wiki/Medicinal_chemistry
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Manager on Duty (MoD): An IT service provider staff member with a management 
role in the operations unit(s), who is notified in the event of escalations and emergen-
cies. Primary tasks are coordinating crisis meetings, deciding on resource usage, 
providing support for escalation to third parties, and organizing the confirmation 
chain for emergency changes.

Mean Time to Repair (MTTR): Average time required to restore IT systems follow-
ing a system outage. 

Nearshoring: Outsourcing services to neighboring countries (see also offshoring, 
onshoring). 

Offshoring: Outsourcing services to other (distant) countries (see also nearshoring, 
onshoring). 

Onshoring: Outsourcing services to providers in the same country (see also near-
shoring, offshoring). 

Organizational Structure: A company’s hierarchical “backbone.” The organiza-
tional structure describes which tasks are completed by which resources (people and 
work equipment). Each company also possesses a process structure, which repre-
sents the process flows.

Outsourcing: Moving of services or units to external providers. 

Problem Management: An integral part of ITIL that describes a process designed to 
identify the causes of faults (incidents) and prevent their future reoccurrence. Results 
may either be “known errors” or workarounds: Details of these are provided to inci-
dent management to prevent a repeat occurrence of the fault.

Quality Academy: At T-Systems, a unit that uses a modular, self-study model based 
on individual job descriptions to provide group wide training and a uniform certifica-
tion system. The training content and certification addresses various quality topics 
with the aim of ensuring employees “live and breathe” quality.

Quality Roadmap: A unique method within Zero Outage, used to manage all quali-
ty-relevant risks at T-Systems according to a clearly defined structure. To this end, 
around 280 identified individual risks are grouped into 40 categories. The maps in 
the Quality Roadmap derived in this way define initiatives and measures designed 
to permanently eliminate these risks. The three most important components here are 
quality-certified employees, standardized processes, and modern, high availability 
platforms.

Root Cause: Primary cause of an incident (fault).
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Root Cause Rate/Root Cause Rate in Time: Key performance indicator that tracks 
the speed and timeliness with which the primary causes of incidents are being de-
tected. 

Service Delivery Manager: Customer point of contact. Responsible for customer 
requirements, the contract, financial planning, operational escalations, regular re-
views and SLA reporting. 

Service Improvement Program (SIP): Defines measures to improve processes and 
services within an agreed period of time, along with measurable key figures for 
progress and results. Can build on the results of a service review, for example, and 
has the goal of closing the gaps that the review has identified.

Service Level Agreement (SLA): Agreement between the customer and the provider, 
in which the quality of a service is documented using metrics such as bandwidth, 
availability, etc. 

Standardization: In IT, the act of using empirical values to make processes, products 
and services more uniform in order to design more efficient processes (from a cost 
and productivity perspective) and to offer services at a maximum level of quality and 
cost-effectiveness. 

Supply Chain: Represents the entire chain of added value and resources from indi-
vidual parts/services to the final product (or service).

WAN: A Wide Area Network (WAN) is a computer network extending over countries 
and continents to which an unlimited number of computers can be connected.

Zero Outage: An integrated quality program at T-Systems consisting of standards in 
the fields of people, processes and platforms (see 3Ps), with the aim of securing 
customer project reliability by ensuring IT services are operated with a minimum of 
errors. 
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