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Abstract.  Tea is one of the major health drinks of our society. It is a 

perennial crop in India and other countries. One of the production barriers 

of  tea is insect pests. This paper presents an automatic diagnosis system 

for  detecting    tea  insect pests based on artificial neural networks. We 

apply correlation-based feature selection (CFS)   and  incremental back 

propagation network (IBPLN). This is applied on a new database created 

by the authors based on  the records of tea gardens of North Bengal 

Districts of India. We compare classification results with reduction of 

dimension and without reduction of dimension. The correct classification 

rate of the proposed system is 100% in both the cases. 

Keywords: Tea insect pests, Neural networks, CFS,  Incremental back 

propagation, Classification. 

 

1 Introduction 
 
Tea is one of the major sources of  bread and butter to a significant number of 

people throughout the world. It is one of the major health drinks of our society. 

It is also one  of the sources of earning foreign  capita for countries like India, 

China, Sri Lanka and others. The demand of tea is increasing day by day. So, it 

is required to increase the productivity. One of the productivity barriers of  tea  

leaves is the attacks of different insect pests. Crop loss due to pest damage may 

be from 10% to 40% [1].  Tea is grown under different agro-climatic conditions; 

thereby provides a favorable breeding   ground for a variety of pests. The 

species causing significant damage are found in  [2],[3]. Each species produces 

their own characteristic symptoms of damage without overlaps. Some of them 

are region specific. Moreover, there are scarcity of human experts in this 

domain. So, any automatic intelligent decision support system for proper 

identifications / classifications of insect pests is welcome. Furthermore, it might 

be useful to optimize the signs and symptoms for identification / classification 

process leading to reduced   dimensionality.  
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Analyzing databases is one of the application areas of automated diagnostic 

systems. Different methodologies are being deployed in the name of data mining 

and knowledge discovery for finding the relationships embedded in data [4]. 

Artificial neural networks, in different forms,  is one of the highly successful 

methodologies for control,  data mining,  classification, image analysis and 

pattern recognition, nonlinear system modeling, energy production, chemical 

industries, communications, electrical and electronics industry, and medical 

applications because of their parallel processing capabilities [5].  

This paper, firstly, is to present a new database on tea insect pests created by 

the authors based on  the records of tea gardens of North Bengal Districts of 

India. Secondly, to report the results of feature extractor, and classification 

results using incremental backpropagation learning neural networks. The rest of 

the paper is organized as follows. In the next section, we present our database. 

Section 3 presents the preliminaries on artificial neural networks (ANN), 

incremental backpropagation learning networks (IBPLN), and feature extraction 

and reduction. Section 4 discusses related works. In the next section,  

applications are discussed. Section 6 presents  modeling results. Lastly, our 

conclusions are summarized. 
 

2 Tea Insect Pests Database 
 

Damage by insect pests is one of the major problems of tea production. We 

created a database concentrating on eight major insect pests from the records of 

different tea gardens of North-Bengal districts of India. The database consist of 

609 instances belonging to eight classes described by 11 attributes ( signs and 

symptoms ); all of which are nominal. These 11 attributes are detailed in Table 

1.  There are 7 missing values. We discard those records during analysis. Class 

attribute contains 8 nominal attributes: Aphid, Helopeltis, Jussid, Pink Mite, 

Purple Mite, Red Spider, Scarlet Mite, Thrips. In this database, 60 records  for 

Aphid, 120 records for Helopelties, 66  records  for Jussid, 75 records for Pink 

Mite, 60 records  for Purple Mite, 120 records for Red Spider, 60 records  for 

Scarlet Mite, and 48 records for Thrips are stored. We randomize the records to 

remove any pre-determined preferential order.  

3 Preliminaries 
 

3.1 Artificial Neural Networks 

 

Artificial neural networks ( ANN)  mimic the workings of the neurons of human 

brain. The neurons are connected to one another by connection links. Each link 

has a weight. A simple McCulloch-Pitts model of a neuron [6] is presented in 

Fig.1. which was presented in the year 1943. 
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Table 1.   North Bengal tea insect pests data description of attributes. 

 

Attribute 

number 

Attribute 

description 

Attribute 

type 

Number of  

 attribute values  

1 Site_of_damage Nominal 8 

2 Leaf_surface Nominal 3 

3 Leaf_appearance Nominal 19 

4 Leaf_color Nominal 4 

5 Leaf_spot Nominal 2 

6 Mid_ribcolor Nominal 1 

7 Edge_color Nominal 1 

8 Tip_color Nominal 1 

9 Vein_color Nominal 1 

10 Fingertip_test Nominal 1 

11 Bush_appearance Nominal 2 

 
This model of neuron is the basis of the discipline of artificial neural 

networks. In the literatures, different forms of ANNs  are there for  modeling 

different tasks. Depending upon the function to be performed, different neural 

network models assume different modes of operation for the network. Basically, 

they can be either feedforward type or feedback type.  
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Fig. 1. McCulloch-Pitts model of a neuron. 

 
Modeling with ANN involves two important tasks, namely, design and 

training the network. The design of a networks involves (1) fixing the number of 

layers, (2) the number of neurons for each layer, (3) the node function for each 

neuron, (4) whether feedback or feedforward, and (5) the connectivity pattern 

between the layers and the neurons. All these adjustments are to be taken care of 

for improved performance of the system. The training phase or the learning 

phase involves adjustments of weights as well as threshold values from a set of 

training examples. The kind of learning law was first proposed by Donald Hebb 

[7]. Currently, there are hundreds of such leaning algorithms in the literature [8], 
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but the most well-known among them are backpropagation [9], [10], ART [11], 

and RBF networks [12].  

 

3.2 Incremental Backpropagation Learning Networks  

 
The normal backpropagation network is not an incremental by its nature [13]. 

The  network learns by the backpropagation rule of Rumelhart et al.[14] under 

the constraint that the change to each weight for each instance is bounded. With 

this learning rule, it is likely that adjustments of different weights may be 

truncated at different proportions. As a result, the network weight vector may 

not move in the steepest descent during error minimization. In IBPLN, this 

problem is dealt with by introducing a scaling factor s which scales down all 

weight adjustments so that all of them are within bounds. The learning rule is 

now 

 

Wij(k)  =  s(k) j(k)Oi(k)  (1) 

 

where Wij is the weight from unit i to unit j,  ( 0<  < 1) is a trial-independent 

learning rate, j  is the error gradient at unit j,  Oi  is the activation level at unit i, 

and the parameter k denotes the k-th  iteration. In the incremental learning 

scheme, initial weights prior to learning any new instance represent knowledge 

accumulated so far.  IBPLN introduced two structural adaptations; neuron 

generation and neuron elimination.  The IBPLN proceeds as follows [13]: 

Given a single misclassified instance: 
Begin 

Repeatedly apply the bounded weight adaptation  

 learning rule (1) on the instance until stopping 

 criteria are met.  

If the instance can be correctly learned, then restore 

 the old weights and apply the bounded weight  

 adaptation learning rule once; 

Else restore the old weights and apply  

 the  structural adaptation learning rules. 

End. 

The stopping criteria are: The instance can be correctly learned or the output 

error fluctuates in a small range. 

 

3.3 Feature Extraction and Reduction 

 

Feature extraction and reduction is one of the important steps for pattern 

recognition since even the best classifier may perform poorly if the features are 

not chosen well [15], [16]. The reduced feature vector includes most of the 

useful information of the original feature vector. This reduced dimensionality 

helps  reducing the database size as well as speeds up the inference procedure 

especially for a large data base. Moreover, it is essential for a class of complex 
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pattern recognition algorithms. There are different algorithms for the purpose. 

Correlation-based feature subset selection(CFS) [17], Principle Component 

Analysis (PCA) [15], Association Rules (AR) [5] are  some of  the algorithms to 

mention.  

This work uses CFS. The central hypothesis is 

“A good feature subset is one that  contains features highly correlated with ( 

predictive of) the class, yet uncorrelated with ( not predictive of ) each 

other.”[17] 

A feature evaluation formula, based on ideas from test theory [18], provides 

an operational definition of the above hypothesis as follows: 

 

 

   =                      (2)     

       

 

where   is the correlation between the summed features  and the class 

variable,  is the number of features,  is the average of the correlation 

between the features and class variable, and  is the average inter-correlation 

between features. CFS is an algorithm that couples this evaluation formula with 

an appropriate correlation measure and a heuristic search strategy.  

To accommodate nominal or categorical as well as continuous or ordinal 

features in Equation 2, continuous features are transformed to categorical 

features using the supervised discretisation method of  Fayyad and Irani [19] as 

a preprocessing step before applying in  classification task. The theory of 

information gain [20] is applied estimating the degree of associations between 

nominal features. Moreover, there are 2
n
 ( n is the number of possible initial 

features initially ) possible subsets of reduced features are possible. It would be 

impractical especially for a large feature set to explore each and every such 

subset for finding the best subset. Heuristic search strategies, such as best first 

and hill-climbing [21] are often used to search the feature subset in reasonable 

amount of time. Moreover, both filter type as well as wrapper types of feature 

selection methods  use correlation-based approach in different applications [22], 

[23]. 

 

4 Related  Works 
 

Artificial neural networks have been applied in agriculture for quite a long time. 

Combine harvester control [24], Yield prediction [25], Weed detection in 

sprayers [26], Blueberry bush pruning [27], Weed identification [28]; all of 

these are agricultural machinery applications using ANN [29]. It has also been 

applied to agricultural economics [30], agricultural data prediction [31], 

agricultural watershed [32], crop classification [33], modeling the terminal 

velocity of agricultural seeds [34], crop nutrition diagnosis [35] and many other 

applications in agriculture, in general. 

  

 } 
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In insect pests management, there are some reports available from the 

literature. Forecasting Aphid flight patterns [36], predict disease management 

[37], [38], insect pest management [39], [40]. But, however, to the best of our 

knowledge, we don’t find any such work applying CFS and  ANN to insect pests 

database for tea. This work is an attempt to fill  this gap. 

 

5 Applications 
 

Basically, this study consists of two stages: The feature extraction and reduction 

phase by correlation-based feature selection( CFS ) and classification phase by 

incremental back propagation neural networks (IBPLN). The schematic view of 

our system is shown in Fig. 2.  

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Block diagram of CFS-IBPLN system for tea inset pests. 
 

5.1 Data Preprocessing 

 

Data preprocessing is the primary step for any model development. We 

completely randomize the data sets after missing records deletion. There is no 

outlier in our data. The data set is partitioned into three: Training set ( 68%), 

Validation set ( 16%), and Test set ( 16%). Nominal values are transformed into 

numerical ones using one-of-N encoding for applying these to neural networks. 

Data preprocessing results are shown in Table 2. 

 

Tea Insect Pests 

Database 

Feature Extraction and 

Reduction by  CFS and 

searching by Best First 

Classification  by using  

IBPLN 

Decision Space: 

1. Aphid 

2.  Helopeltis 

3.  Jussid 

4.  Pink Mite 

5.  Purple Mite 

6.  Red Spider 

7.  Scarlet Mite 

8.  Thrips 
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5.2 Feature Selection and Extraction 

 

We  apply CFS as attribute evaluator and BestFirst as search method to the 

original data of nominal types. The original attribute set and reduced features set 

are shown in Table 3.  
 

Table 2.  Data preprocessing. 

Columns before preprocessing: 12 

Columns after preprocessing: 57 

Input columns scaling range: [-1..1] 

Output column(s) scaling range: [0..1] 

Categorical column encoding parameters: 

Site_of_damage: One-of-8 

 Leaf_surface: One-of-4 

 Leaf_appearance: One-of-19 

 Leaf_color: One-of-5 

 Leaf_spot: One-of-3 

 Mid_ribcolor: Two-state 

Edge_color: One-of-3 

 Tip_color: Two-state 

 Vein_color: Two-state 

 Fingertip_test: Two-state 

 Bush_appearance: One-of-3 

 Class: One-of-8 
 

Table 3.   Original and reduced features. 

 
Sr. 

No. 
Original Attributes 

Reduced 

Attributes 

1. Site_of_damage Site_of_damage 

2. Leaf_surface Leaf_surface 

3. Leaf_appearance Leaf_appearance 

4. Leaf_color Leaf_color 

5. Leaf_spot Leaf_spot 

6. Mid_ribcolor Mid_ribcolor 

7. Edge_color Tip_color 

8. Tip_color Vein_color 

9. Vein_color  

10. Fingertip_test  

11. Bush_appearance  

 

5.3 Network Architecture Selection 

 

In general, balancing the trade-off between accuracy and generalizability is the 

prime characteristic of  selecting a model. The ANN model selection includes 

choice of network architecture and  feature selection. The hold-out data set 
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called the validation set would be useful helping all these decisions  successful  

[41]. Validation  set is a  part of our data used to tune the network topology or 

network parameters other than weights. In our networks, we use logistic 

function  of the form    F(x) = 1/ (1+e
-x

)    in the hidden and output nodes. 

Theoretically, a network with one hidden layer and logistic function as the 

activation function at the hidden and output nodes is capable of approximating 

any function arbitrarily closely, provided that the number of hidden nodes are 

large enough [42]. So, we use one input layer, one hidden layer, and one output 

layer. Too few hidden nodes as well as too many hidden nodes have certain 

problems; a stepwise searching is solicited starting with one hidden node. We 

primarily bank upon two parameters namely, fitness value ( inverse of test error 

), and AIC (Akaike information criterion)  value. Maximum fitness value and 

minimum AIC value are the prime factors for  selecting the initial architecture.  

Finally, the selection is based on low network error, maximum fitness value and 

low AIC value. Our searched networks are shown in Table 4.  

 

Table 4.   Searched networks with original feature set 

 

Hidden layer activation: Logistic 

Output activation: Logistic 

Output error function:  Sum-of-squares 

Classification model: Winner-takes-all 

Fitness criteria: Inverse test error 

Retrains: 10   

Epoch: 500 

Serial 

No. 

Architecture Weights Fitness AIC 

1. 49-1-8 66 2.46 -2738.77 

2. 49-2-8 124 612 -4885.93 

3. 49-3-8 182 612 -4769.93 

4. 49-4-8 240 612 -4653.93 

5. 49-5-8 298 612 -4537.93 

6. 49-6-8 356 612 -4421.93 

 

From the Table  4, it is observed that the  fitness value gets saturated at 612 for 

the network 49-2-8 onwards but the weights and AIC values are increasing. So, 

the initial natural choice is 49-2-8. For final selection, we apply IBPLN to each 

network of Table 4 to find the network error of each; the results of which are 

shown in Table 5. From the Table 5, we accept 49-3-8 as the final architecture 

because of the network error is within the accepted limit. Studies [5] show that 

sum-squared error = 0.01 might be considered good. We observe that the 

network errors are in decreasing order but they are getting complex in structure. 

So, we restrict on 49-3-8.  

We conduct the same experiment on reduced feature set. The results of 

searched networks and errors of networks are shown in Tables 6 and 7, 

respectively. 
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Table 5.   Errors of  networks with original feature set. 

 
Training algorithm : IBPLN 

Overtraining  control: Jitter to input 

The initial  weights and biases: Random 

Learning rate: 0.1 ;  Momentum: 0.1 

Serial 

No. 

Architecture Network errors 

1. 49-1-8 0.069135 

2. 49-2-8 0.025637 

3. 49-3-8 0.000612 

4. 49-4-8 0.000255 

5. 49-5-8 0.000149 

6. 49-6-8 0.000092 

 

Table 6.  Searched networks with reduced feature set. 

 

Hidden layer activation: Logistic 

Output activation: Logistic 

Output error function:  Sum-of-squares 

Classification model: Winner-takes-all 

Fitness criteria: Inverse test error 

Retrains: 10 ;  Epoch: 500 

Serial 

No. 

Architecture Weights Fitness AIC 

1. 42-1-8 59 2.34 -2777.63 

2. 42-2-8 110 612 -4913.93 

3. 42-3-8 161 612 -4811.93 

4. 42-4-8 212 612 -4709.93 

5. 42-5-8 263 612 -4607.93 

6. 42-6-8 314 612 -4505.93 

 

Table 7.  Errors of  networks with reduced feature set. 

 
Training algorithm : IBPLN 

Overtraining  control: Jitter to input 

The initial  weights and biases: Random 

Learning rate: 0.1;   Momentum: 0.1 

Serial 

No. 

Architecture Network errors 

1. 42-1-8 0.066048 

2. 42-2-8 0.029238 

3. 42-3-8 0.000718 

4. 42-4-8 0.000262 

5. 42-5-8 0.000197 

6. 42-6-8 0.000100 
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We accept 42-3-8 architecture on the same argument as with original feature 

set. 

 

6 Modeling Results 
 

As the final step of the work, we calculate mean CCR ( correct classification 

accuracy )  of training set, validation set, and test set for both the original feature 

set and the reduced feature set. The results are shown in the Table 8. 

 

Table 8.   Searched networks with reduced feature set. 

 

The classifier: IBPLN 

Architecture: 49-3-8 ( original feature set ) 

Architecture: 42-3-8 ( reduced feature set) 

Architecture Mean 

CCR%(Training 

set) 

Mean 

CCR%(Validation 

set) 

Mean 

CCR%(Test 

set) 

 

49-3-8 100 100 100  

42-3-8 100 100 100 

 

As shown in Table 8, correct classification rate is 100 for both the cases using 

incremental back propagation neural network. So, we can use the  reduced 

feature set for classification enjoying the advantages of reduced feature set. We 

use two tools in this study: WEKA [43], and Alyuda NeuroIntelligence [44]. 

 

7 Conclusions 
 

In this study, an automatic classification system  for detecting  tea insect pests 

based on correlation-based feature selection (CFS)  and incremental back 

propagation neural network is presented. There are some obvious advantages  of 

reduced feature set provided the performance of the  intelligent system is not 

degraded. We apply CFS for feature reduction. Next, the original feature set and 

reduced feature set were used for classification using incremental back 

propagation learning neural network ( IBPLN). We compare both the results. 

This study demonstrates that CFS can be used for  reducing the feature vector 

and CFS+ IBPLN combination can be used for other classification problems. 
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