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Abstract

This article examines the articulation of learning theory that is emerging from studies

that take principled approaches to the design of instruction for complex forms of

knowledge and skill. The representative studies discussed here are experimental

instructional interventions that focus on: (a) the acquisition of proceduralized skill, (b)

the development of regulatory and monitoring strategies of comprehension, and (c) the

acquisition of organized structures of knowledge. The programs' Implications for

learning theory are examined through an analysis of their theoretical backgrounds and

the principles of learning that they reflect. A primary focus Is identifying points of

overlap and disjunction among them. The authors conclude by suggesting that studies of

Instruction can now address questions about the integration of the competences fostered

separately by such programs and thereby contribute to the development of more

comprehensive theories of the acquisition of knowledgeand skill.
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INTRODUCTION

Instructional psychology has become a vigorous part of the naintr'mir ,

research on human cognition and development. The 1980 Annual Review or'-,'h,,I,_

documented the onset: OIt Is now difficult to draw a clear line between inltru.(iow:iI

psychology and the main body of basic research on complex cognitive processes"

(Resnick 1981, p. 660). As we move toward the 1990s, the shape of the field is becoming

apparent. Its contours are evident In the progress In research on three essential

components of a theory of Instruction (Glaser 1976): (a) description of competent

performances (knowledge and skill) that we want students to acquire; (b) analysis of the

initial state of knowledge and ability with which the learner begins instruction; and (c)

explication of the process of learning, the transition from Initial state to desired state

that can be accomplished In instructional settings. These three components have not

evolved to the same degree and differ in their influence on recent theory and experiment

in Instruction.

Over the past quarter of a century, cognitive research has focused primarily on

the analysis of competence. Studies of memory, language, and problem solving have

examined the nature of performance and the outcomes of learning and development.

The advances in our understanding of competent performance, Including recent studies

of expertise, have had formative Influence on Instructional Investigations. Research on

the Initial state of the learner has received attention more recently In developmental

studies that document a priori constraints, principles, and strategies that govern

children's learning, in investigations of naive theories and misconceptions that influence

the attainment of new knowledge and skill, and in research on processes of Intelligence

and aptitude. In comparison to our knowledge of attained competences and expertise,

the information accumulated on the initial state has only slightly influenced
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Investigations of Instruction, but should begin to assume a more significant role. t  Th,,

least developed component of Instructional theory Is explication of the p()r('- ()I*

learning--a contrast indeed to behavioral psychology, where learning was of najor

concern.

Here we consider a set of seminal programs of instructional research In the

context of this state of our knowledge. We focus on programs that are grounded In

accumulated findings on one of three major aspects of competence: (a) the compiled.

automatized, functional, and proceduralized knowledge characteristic of a well-developed

cognitive skill; (b) the effective use of Internalized self-regulatory control strategies for

fostering comprehension, and (c) the structuring of knowledge for explanation and

problem solving.

For each of the programs, we show how detailed cognitive task analysis has

guided the specification of the objectives of Instruction. We also attempt to explicate

the principles, theory, and/or assumptions about learning and the principles that

underlie the design of instruction. Thus our purpose is to describe the state of the art In

applying the cognitive analysis of performance to the design of Instruction and to

consider current thinking about learning as conceptualized In Investigations of

Instruction.

1For tuller discussions of research on the Initial state of knowledge and ability that the learner brings to
Instruction. see Carey (1985, 1986), Clement (1982). dlSessa (1982). Gelman and Brown (1986). Gelman
and Greeno (1988). Kell (1981, 1984). McCloskey (1983) McCloskey et al (1980), Nlckerson et al (1985)
and Sternberg (1985b, 1986).
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COGNITIVE ANALYSIS OF PERFORMANCE, LEARNING, AND

INSTRUCTION

Learning theory has been a central topic in psychology since its origins yet Its

research base, for the most part, has been analysis of relatively simple performances. and

learning theorists generally have assumed that principles of learning would be

extrapolated eventually to complex forms of learning. This assumption, with respect to

instruction, has been strongest In the behavioral tradition spawned by Skinner. But

Increasingly, beginning In the 1970s (cf. Greeno 1980), questions were raised about the

nature of what Is learned: about the organization of knowledge, the characteristics of

understanding, the knowledge and Information processing requirements for solving

problems, and the nature of the ccmpetences entailed in human performances requiring

specific knowledge and skills resulting from long-term learning and extended experience.

The attempts to answer these questions has brought the study of cognitive performance

Into prominence and temporarily set aside the study of the learning process.

The scientific decision to tackle performance was explicitly acknowledged by

Newell and Simon In the 1972 book, Human Problem Solving.

Turning to the performance-learning-development dimension, our emphasis

on performance again represents a scientific bet. We recognize that what sort

of Information processing system a human becomes depends Intimately on the
way he develops .... Yet, acknowledging this, It still seems to us that we have

too Imperfect a view of the system's final nature to be able to make predictions
from the development process to the characteristics of the structures it

produces.

The study of learning, If carried out with theoretical precision, must start
with a model of a performing organism, so that one can represent, as learning,
the changes In the model ....

The study of learning takes Its cue, then, from the nature of the
performance system. If performance is not well understood, it Is somewhat
premature to study learning .... Both learning and development must then be



Glaser & Bassok 4 13 February 1989

incorporated in Integral ways In the more complete and successful theory of
human information processing that will emerge at a later stage in the
development of our science. (p. 7-8)

Over the subsequent years, significant advances have been made In the analysis of

puzzle-like laboratory problem-solving tasks, and, more recently, more complex

ecologically valid performance has become the object of serious investigation In both

cognitive psychology and artificial intelligence (Greeno & Simon 1988). Task analysis

and knowledge-engineering approaches to the performance of experts have become

prominent activities. In addition, the complex performances Inherent in the school

subject matters of reading, writing, mathematics, science, and social studies are being

productively described (Glaser 1986).

Concepts that seem essential in the description of complex human behavior are

now available. Most Impressive Is the pervasive influence of structures of knowledge as

they interact with sophisticated processes of competent cognition (Feigenbaum 1988, Chli

& Cecl 1987). The way knowledge Is structured influences its accessibility, and

knowledge representation determines understanding and influences problem solving

(Greeno & Simon 1988, Gentner & Stevens 1983. Johnson-Laird 1983). We have learned

also to appreciate the Interplay of general and knowledge-derived processes (Glaser 1984.

1985, Sternberg 1985a), the development of automaticity and the relationships between

unconscious and controlled processing (Shiffrin & Schneider 1977; Schneider 1985;

Lesgold & Perfettl 1981), the efficiency and functional utility characteristic of a well-

developed skill (Anderson 1981, 1987), and the significance of executive and self-

regulatory processes, or metacognition (Brown et al 1983; Bransford et al 1986).

The phenomena captured by these concepts are essential features of the state or

attainment that combine to produce the efficiency, judgment, seeming Intuition, and
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outstanding a*'lities evident in competent performances (cf. Chi et al 1988). We know

that, at various stages of learning, there exist different integrations of knowledge,

different degrees of proceduralized and compiled skill, and differences in rapid access to

memory--all of which shape the representations of tasks and differentiate levels of

cognitive attainment. These differences signal advancing expertise or possible blockages

In the course of learning. On the basis of this knowledge, dimensions are apparent along

which changes in levels of performance occur. These dimensions have become focal

objectives for Instructional intervention.

Although advances in understanding the outcomes of acquired cognitive

performance and, to a lesser degree, of the knowledge and skills brought to learning

provide foundations for Instructional theory, the study of the transition processes that a

theory of learning must account for has been a depressed endeavor until recent years (see

collection edited by Anderson 1981, Rumelhart & Norman 1978). Performance and

memory are Intimately Intertwined in learning, but the difference in emphasis is critical.

The acquisition of new declarative knowledge, development or a cognitive skill,

organization of knowledge into more effective representations, and discovery and

inference of new Information are differentiated forms of learning and their

characterization varies. Some learnng can be characterized as simple accumulation of

new information in memory, whereas in the acquisition of complex knowledge and skill

over months and years, learning appears to Involve qualitative restructuring and

modification of schemata and has a more emergent quality.

No single set of assumptions or principles pervades the work of investigators who

are conducting studies of instructional Intervention, and there are, as yet, no major

debates about general learning mechanisms. Rather, scientists are working toward

principles of learning by bringing ideas from various areas to bear in different wvy.
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Attempts at instruction are based to a limited extent on explicitly stated theory, on

general conceptions of the processes of acquisition for which specific learning mechanisms

are unclear, and on observation of the practice of good teachers or tutors. What is

common to all the approaches to Instruction Is grounding In an explicit cognitive task

analysis; the objectives of instruction are based upon current knowledge of the

characteristics of competent performance on a task. Less consistently, attention is given

to shaping the instruction to accommodate the available relevant research on

characteristics of the learner's initial state.

The Investigators whose work we examine here focus on different forms of

competence in separate domains of knowledge. At present, It is not possible to carry out

an analysis that takes a particular area of performance and the forms of competence

required and compare how different approaches attack a common task. The domains

under Investigation span medical diagnosis, reading comprehension, arithmetic skill,

geometric proofs, and computer programming. These different domains Interact with

the researchers' conceptions of learning. We can describe, however, in a general way.

representative programs in terms of their instructional objectives, assumptions about

learner characteristics, processes of learning, and conditions for Instruction. As we look

toward the development of a theory of instruction, a primary concern is locating points

of overlap and disjunction between prototypical work on the acquisition of

proceduralized skill, the development of regulatory and monitoring strategies for

comprehension and learning, and the acquisition of organized knowledge structures.



Glaser & Bassok 7 13 February i989

FUNCTIONAL, PROCEDURALIZED

KNOWLEDGE AND SKILL

Studies of differences between experts' and novices' performances suggest that the

course of knowledge acquisition proceeds from a declarative or propositional form to a

compiled, procedural, condition-action form (Anderson 1983, Klahr 1984). Novices can

know a principle, or a rule, or a specialized vocabulary without knowing the conditions

of effective application. In contrast, when experts access knowledge, it Is functional or

bound to conditions of applicability. Moreover, experts' knowledge is closely tied to

their conceptions of the goal structure of a problem space. Experts and novices may be

equally competent at recalling specific items of information, but experts chunk these

items In memory In cause and effect sequences that relate to the goals and subgoals of

problem solution and use this information for further action. The progression from

declarative knowledge to well-tuned functional knowledge is a significant dimensioa of

developing competence.

A related aspect of competent performance Is the speed of knowledge application.

Experts are fast, even though human ability is limited in performing competing

attention-demanding tasks (Shiffrin & Schneider 1977, Schneider 1985). This ability Is

particularly important in Integrating basic and advanced components of skill. Fu'r

example, in reading, as In medical diagnosis or in tennis, where attention must alternate

between basic skills and higher levels of strategy and comprehension, automaticity is

crucial for good performance. Even though the component processes may be well

executed when performed separately, they may not be efficient enough to work together

(Perfettl k Lesgold 1979). In the development of higher levels or proriciency. tlitr,,,

certain component skills need to become compiled and automatized -;() th:v ,'liui,,l,

processing capacity can be devoted to higher levels or cognition a.s nessary. .\
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dimension of acquired competence, then, is a high level of efficiency or automaticity

required for appropriate subprocesses to have minimal interference effects, a level at

which they can be Integrated into total performance.

From Declarative Knowledge to a Procedural Skill

A widely discussed instructional program in which the learning objective is the

acquisition of an efficient and functional cognitive skill has been developed at Carnegie

Mellon University (CMU). A group led by John Anderson has designed computer

tutoring programs for three complex well-defined skills: programming In LISP (Anderson

et al 1984); generating geometry proofs (Anderson et al 1985); and solving algebraic

equations (Lewis et al 1988). These programs are unique In their reliance on an explicit

learning theory (Anderson 1983, 1987) and In their use of the instructional setting as a

stage for systematically testing hypotheses about mechanisms of learning. Thus, besides

Its practical contribution to Instruction, this work presents a model of the fruitful

Interaction between cognitive theory and instructional practice.

THEORETICAL BACKGROUND

The major learning mechanism posited by the ACT* theory is knowledc,

compilation, which accounts for the transition process from declarative knowledge.

initially encoded from text or from teacher's Instruction. Into proceduralized use-oriented

knowledge--converting Oknowing what' Into "knowing how.8 This theory makes the

distinction between declarative and procedural knowledge fundamental. Declarative

knowledge encoded in memory (such as the postulate Side-Angle-Side for provig

triangles congruent) is assumed to be available for the development ()r 4 ,il. TIl i-

knowledge is assiimed to have been deposited in memory as a prlm-, I:

comprehension, through readl;ag a text or through oral instruction and loctiu r,. %Wi( ,,

accompanying knowledge about its use and conditions of applicability. Pro.edmur l

knowledge consists of sets of production rules (i.e., condition-action pairs) that define the

skill in each domain.
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The theory holds that effective and conditionalized knowledge of procedures can

be acquired only through use of the declarative knowledge In solving actual problems.

First, during solution, declarative knowledge is drawn on In applying general problem-

solving processes--weak methods, such as means-ends search, hill climbing, or analogy to

an example. The subsequent process of knowledge compilation creates efficient domain-

specific productions from the trace of the initial problem-solving episode. Compilation

consists of two major mechanisms, proceduralization and composition. Proceduralization

Is a result of comparing the problem state before and after generating the solution and

creating a production rule--the building block of the domain-specific skill. Composition,

analogous to chunking. is the result of collapsing a sequence of productions into a single

production that has the same effect as the components of the sequence. Composition

reflects meaningful cognitive contingencies as constrained by a hierarchical goal structure

for the solution of the problem. Finally, the various productions accumulate strength as

a result of practice with successful applications (much as In the strengthening of

associative bonds).

The initial interpretative process of solving problems using declarative kno\w hldw',

by means of weak methods places a high demand on conscious cognitive pro(e,-ill".

Knowledge compilation results in automaticity of application and in proficient exc.utitt

of previously acquired knowledge. It frees the working memory, leaving more capacity

for the processing of new knowledge. It also eliminates the relatively undirected -e arch

that characterizes early performance. The process of knowledge compilation i , i--iiw,,

to be an automatic learning mechanism, and the major instructional principlo,- it1%,)nl,,,

in the design of the tutors derive from theoretical assumptions about the process.
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INSTRUCTIONAL PRINCIPLES

The three tutoring programs build on detailed and explicit analyses of both

performance and learning. The ACT* theory explicates how students actually execute

the skill that Is to be taught. This knowledge comprises a performance model that

consists of a set of all the correct and incorrect production rules for performing the skill.

The model corresponds to the performance of an Ideal student and to buggy variations of

the Ideal student's rules at various stages of skill development and dot to a fully blown

expert system. The learner's actual performance is compared In real time to the rules in

the model, and the tutoring system tries to keep the student on a correct solution path.

The performance model is accompanied by a learning model consisting of a set of

assumptions about how the student's knowledge state changes after each step in solving

a problem. Using parameters derived from the ACT* theory, the student's history of

correct and Incorrect application of productions provides an updated probabilistic

estimate of the availability and the strength of the productions comprising the ,kill

(similar to response probability In statistical learning theory models for -,.:l1,,l:I,.

instruction [Atkinson. 19721). Trackings of changes across problems en:nble- I 1w I 11h I,

select problems appropriate to the student's knowledge state in order (, ,lqimi/o

learning. Within this general model tracing paradigm, instruction is guided by 'w,'r;il

principles.

Learning via problem solving Learning occurs by doing, by interpretation

of declarative knowledge via problem solving. A given problem provides a set of

applicability conditions relevant to problem-solving goals. It is assumed that in order for

the student to retrieve the learned information In solving other problems, he or she

Initially has to encode It In a similar problem-solving context during studying. The CMIV

group advocates shortening preliminary instructional texts, refraining from elaborated

explanations, and focusing on procedural information and on actual problem solving as
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soon as possible. Textual instructions should be carefully crafted to maximize correct

encoding, but the Inevitable misunderstandings should be corrected during problem

solving.

An Ideal problem-solving structure for the domain Each tutor

communicates a particular problem-solving structure best suited to the domain.

Carrying out geometry proofs, for example, requires backward and forward search for

logical Inferences between the givens and what is to be proved. To explicate the search,

the tutor uses proof graphs. A proof is completed when a set of subgoai; reached by

backward inferences from the to-be-proven statement is actually linked with a , ()I*

subgoals reached by forward inferences from the problem's givens. The proof trraph,

represent, the actual problem-solving space and explicate the search process for

constructing a geometry proof. In contrast, constructing a program in LISP is a design

activity and has a very different structure, that of problem decomposition.

programming goal has to be decomposed Into subgoals until goals are reached 1l1:11 (-:111

be achieved with specific code. For instruction, the LISP tutor provides a tenilpnt'

organized in a hierarchical goal structure with slots that the student must fill.

Problem specification and immediate error correction Knowledge

compilation and the strengthening of acquired productions result from successrul

applications or the productions. To ensure maximal correct, performance. the tiI(lr

monitors the student's learning closely by selecting problems and by displaying and

constraining the solution steps. The selection of problems is guided by a mastery model--

the tutor presents problems involving new rules only when the student has attained a

certain threshold level of competence on the current rules. Appropriate additional

problems and accompanying instructions provide practice on those production rules that

are diagnosed as weak or missing in the student's knowledge state.
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During problem solving, the tutor traces the student's performance by matching it

to the system's model for a correct solution and Intervenes as soon as the student

deviates from one of the possible correct solution paths. Errors are corrected

Immediately, both to avoid lengthy exploration of erroneous paths and to assign blame at

actual decision points. The feedback consists of identifying errors and suggesting how to

proceed. A complete or a partial solution may be offered, but, In keeping with the

principle of learning by doing, wherever possible, the student Is required to produc,, I, le

correct solution.

Minimization of working memory load Because acquisition of l1(w

knowledge places burdens on memory, the tutoring environments aim to minimize the

cognitive load. They implement all components accessory to the target skill. For

example, when the skill is writing code, the editor of the LISP tutor takes care of such

syntactic details as supplying parentheses or the structure of a function. The tutors also

maintain relevant contextual Information on the screen; for example, the LISP tutor

displays the current goal stack to support the student's memory of solution steps.

OVERVIEW AND ANALYSIS

It is worthwhile to consiler the scope of the Instructional theory and of the

learning principles involved in these tutors. First, they are not claimed to be appropriate

for learning objectives other than acquisition of proceduralized skill. Furthermore, the

only learning mechanism that guides the current tutors Is the automatic process of

knowledge compilation. However, other more conscious Inferential mechanisms might be

Involved. Identifying such mechanisms could lead to different Instructional

recommendations. For example, as Anderson (1987) has pointed out, analogical problem

solving Is fundamental In the skill acquisition domains that the CMU group has been

studying. In the course of learning, students resort to examples from the same or another

domain that are retrieved from prior experience. The process by which analogous
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experience helps students solve new problems and Its Implications for Instruction are 11(a

yet specified. Also, the present view of skill acquisition Is minimally adaptive i,

differences in previous knowledge. Students are assumed to enter the learning ,itu: tion

with only limited declarative Information and with an Intelligent person's set of general

problem-solving heuristics. This approach might be appropriate for achieving

elementary levels of skill proficiency In well-structured tasks, such as learning the synitx

and semantics of a new programming language. In more complex reasoning tasks: 1Il Imr

more sophisticated expertise (e.g., program planning and debugging [Soloway & Johnson

19841), consideration of understanding and organization of the declarative knowledge

may be essential.

Although successfully fostering skill proficiency Is, In Itself, an Important goal, the

focus on an automatic learning process of skill acquisition may be further guided by the

assumption that acquisition of efficient skill at each level of expertise is a necessary

facilitating condition for subsequent depth of understanding and reasoning. The view

that understanding and planning ability will emerge as by-products of the basic learning

mechanisms for skill acquisitions might also be Involved. This conceptualization of

learning Is shared by others (e.g., Anzai & Simon 1979, Neches 1984, Klahr 1984, Siegler

1989) who stress learning by doing and focus on the procedural efficiency achieved with

practice. They believe that proceduralization of knowledge results in qualitative changes

in knowledge structure and In changes of choice of cognitive strategies. Slegler (1989)

has suggested that extensive practice on such skills as addition, subtraction, reading, and

time telling leads to changes in response distributions that later result In switches of

strategy choice (from calculation to retrieval). The theoretical Implication is that major

metacognitive changes are an unconscious byproduct of highly practiced successful

performance. Of course, others, like those whose work we discuss later, would disagree

with such an exclusive focus on skill acquisition. How much learning can be explained
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by mechanisms such as knowledge compilation and how skill efficiency rel ,le t, (11i1-r

aspects of expertise remain open empirical questions.

Anderson views learning as a domain-independent and relatively simple process.

Disparities between domains result from different organization of productions and from

differences In the Initial usefulness of general heuristics. Because the instructional

principles in the tutoring programs derive from a general theory of skill acquisition.

Anderson holds that the pedagogical strategies can be decoupled from the domain

knowledge. His theory of human skill acquisition reflects belief In generalizable basic

learning principles, so the most effective tutoring strategy simply would optimize use of

these learning principles (Anderson, Boyle. Corbett, & Lewis. 1988). The assumed

generality of the underlying learning theory Is to be kept In mind as we review other

Instructional approaches.

Anderson's theory and work are continuous, to an appreciable extent, with the

learning tradition In experimental psychology In which emphasis is placed on the

transition of a skill from an Intermediate associative phase to a final autonomous phase

(Fitts 1962, Fltts & Posner 1967). In that tradition, the component subroutines are

acquired and integrated in the Intermediate phase, and they become less subject to

cognitive control and environmental Interference and require less conscious processing in

the final phase. In addition, the close control of the learning process, the immediate

feedback during problem solving, the focus on minimizing errors, and the gradual

approximation to experts' behavior by accumulation of separate parts of the skill are

reminiscent of Skinnerlan shaping and successive approximation and of the early

variations of programmed instruction. The cognitive sophistication of Anderson's theory,

however, requires also organizing the productions according to the problem-solving

structure of goals and subgoals, as well as introducing the intellirent component of the

Instructional system to trace the student's knowledge and performance.
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SELF-REGULATORY SKILLS AND

PERFORMANCE CONTROL STRATEGIES

Studies of expert performance, work in developmental psychology, and Al

problem-solving models reveal the role that self-regulatory or control strategies play iin

competent performance. The experience of experts enables them to develop executive

skills for monitoring performance; they rapidly check their work on a problem,

accurately judge its difficulty, apportion their time, assess their progress, and predict the

outcomes of their performance (Simon & Simon 1978, Larkin et al 1980, Brown 1978,

Miyake & Norman 1979, Chi et al 1982). These self-regulatory skills vary In individuals

and appear to be less developed In those with performance difficulties. Superior

monitoring skills both reflect the efficient representational skills of experts in their

domains and contribute to the utility of their knowledge. Because knowledge of a rule or

procedure is enhanced when one can oversee Its applicability and monitor its use, self-

regulatory skills are Important 6utcomes of learning.

The Investigations of developmental psychologists support the view that the

growth of metacognition is a significant dimension of evolving cognitive skills from

childhood onward. The emergence of metacognitive processes has been examined in

work on children's knowledge of their own abilities (Flavell et al 1970, Brown et al 1983,

Bransford et al 1986), their comprehension monitoring (Markman 1085), their allocation

of effort and attention, as well as their editing and error correction during problem

solving.

In work on artificial Intelligence, the design of problem-solving systems requires

central strategies for deciding what operator to apply and where and when to apply it, as

well as a database describing the task domain and a set of operators to manipulate the
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database (Barr & Feigenbaum 1981). The control strategies define planning processes

that are implemented in a hierarchical database structure or that can be more

opportunistic and applied to local decisions as a plan develops. Thus, competent

problem solving can be both plan and event driven. In the design of computer models of

cognition, researchers have either assumed that a separation between resources and

control is not essential, as it Is In production system models, or made a distinction

between the two, not only as a programming convenience, but as a characterization of

human cognitive processes. This distinction becomes especially Important in learning

and Instruction when the learner's strategies for accessing information cannot be

assumed to be well developed. Thus, many lines of work force consideration of the

development of executive control performances as an Important dimension of learning

and instruction.

Internalizing Self-Regulatory

Strategies for Comprehension

Instructional programs in reading, writing, and mathematics designed to foster the

development of self-regulatory skills through supportive modeling of task performance

are a major area of research (Collins et al 1988). A program for reading comprehension

developed by Brown and Pallncsar (1984, 1988) has received sustained analysis and been

widely cited. Students In this program acquire specific knowledge and also learn a set of

strategies for explicating, elaborating, and monitoring their understanding that is

necessary for Independent learning. The knowledge acquisition strategies they learn In

working on a specific text are not acquired as decontextualized skills, but as skills that

are Instrumental In achieving domain knowledge and understanding. The instructional

procedure, called Reciprocal Teaching--reciprocal In the sense that teacher and a group

of students take turns In leading the procedure--specifies strategies for comprehending

and remembering text content. Its three major components are (a) instruction and
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practice with strategies that enable students to monitor their understanding; (b)

provision, initially by a teacher, of an expert model of metacognitive processes; and (c) a

social setting that enables joint negotiation for understanding. The last two components

appear to be ingredients In the success of apprenticeship learning in natural settings (cf.

Greenfield 1984, Lave 1977, Lave et al 1984).

THEORETICAL BACKGROUND

Two general conceptions In developmental psychology underlie the notions of

learning that Influence this approach. One is that conceptual change is self-directed, In

the sense that humans are Intrinsically motivated to understand the world around them.

Internal structures, principles, or constraints predispose learners to search for causes and

explain events to extend their knowledge. Equipped with Initial knowledge (facts,

concepts, and rules), the learner tries to Impose a causal explanation on the situation at

hand. Failure to generate an explanation creates a conflict or dissatisfaction with the

existing state of knowledge. Such a conflict triggers mental experimentation (Gelman &

Brown 1986) to seek data to test and modify the current explanations. Inquiry proceeds

until the learner Is able to generate a satisfactory explanation. This new explanation,

both the result and the process of generation, is assimilated through restructuring or

replacing the Initial knowledge organization.

The second general conception derives from theories that emphasize learning's

social genesis. Conceptual development in children involves Internalizing cognitive

activities originally experienced In social settings. Thus, the process of generating

explanations, whether enacted by the learner himself, with the help of others, or even

completely by others, Is believed to be internalized gradually. Internalization (after both

Plaget [19261 and Vygotsky [19781 is considered to be a key mechanism of learning.

(Brown points out that detailed explication of this mechanism and of the processes

involved In assimilation and restructuring have yet to receive theoretical and empirical

analysis.)


