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ANNOTATION

More than 2100 integral equations with solutions are given in the first part of the book. A lot
of new exact solutions to linear and nonlinear equations are included. Special attention is paid to
equations of general form, which depend on arbitrary functions. The other equations contain one
or more free parameters (it is the reader’s option to fix these parameters). Totally, the number of
equations described is an order of magnitude greater than in any other book available.

A number of integral equations are considered which are encountered in various fields of
mechanics and theoretical physics (elasticity, plasticity, hydrodynamics, heat and mass transfer,
electrodynamics, etc.).

The second part of the book presents exact, approximate analytical and numerical methods
for solving linear and nonlinear integral equations. Apart from the classical methods, some new
methods are also described. Each section provides examples of applications to specific equations.

The handbook has no analogs in the world literature and is intended for a wide audience
of researchers, college and university teachers, engineers, and students in the various fields of
mathematics, mechanics, physics, chemistry, and queuing theory.
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FOREWORD

Integral equations are encountered in various fields of science and numerous applications (in
elasticity, plasticity, heat and mass transfer, oscillation theory, fluid dynamics, filtration theory,
electrostatics, electrodynamics, biomechanics, game theory, control, queuing theory, electrical en-
gineering, economics, medicine, etc.).

Exact (closed-form) solutions of integral equations play an important role in the proper un-
derstanding of qualitative features of many phenomena and processes in various areas of natural
science. Lots of equations of physics, chemistry and biology contain functions or parameters which
are obtained from experiments and hence are not strictly fixed. Therefore, it is expedient to choose
the structure of these functions so that it would be easier to analyze and solve the equation. As a
possible selection criterion, one may adopt the requirement that the model integral equation admit a
solution in a closed form. Exact solutions can be used to verify the consistency and estimate errors
of various numerical, asymptotic, and approximate methods.

More than 2100 integral equations and their solutions are given in the first part of the book
(Chapters 1–6). A lot of new exact solutions to linear and nonlinear equations are included. Special
attention is paid to equations of general form, which depend on arbitrary functions. The other
equations contain one or more free parameters (the book actually deals with families of integral
equations); it is the reader’s option to fix these parameters. Totally, the number of equations
described in this handbook is an order of magnitude greater than in any other book currently
available.

The second part of the book (Chapters 7–14) presents exact, approximate analytical, and numer-
ical methods for solving linear and nonlinear integral equations. Apart from the classical methods,
some new methods are also described. When selecting the material, the authors have given a
pronounced preference to practical aspects of the matter; that is, to methods that allow effectively
“constructing” the solution. For the reader’s better understanding of the methods, each section is
supplied with examples of specific equations. Some sections may be used by lecturers of colleges
and universities as a basis for courses on integral equations and mathematical physics equations for
graduate and postgraduate students.

For the convenience of a wide audience with different mathematical backgrounds, the authors
tried to do their best, wherever possible, to avoid special terminology. Therefore, some of the methods
are outlined in a schematic and somewhat simplified manner, with necessary references made to
books where these methods are considered in more detail. For some nonlinear equations, only
solutions of the simplest form are given. The book does not cover two-, three- and multidimensional
integral equations.

The handbook consists of chapters, sections and subsections. Equations and formulas are
numbered separately in each section. The equations within a section are arranged in increasing
order of complexity. The extensive table of contents provides rapid access to the desired equations.

For the reader’s convenience, the main material is followed by a number of supplements, where
some properties of elementary and special functions are described, tables of indefinite and definite
integrals are given, as well as tables of Laplace, Mellin, and other transforms, which are used in the
book.

The first and second parts of the book, just as many sections, were written so that they could be
read independently from each other. This allows the reader to quickly get to the heart of the matter.
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We would like to express our deep gratitude to Rolf Sulanke and Alexei Zhurov for fruitful
discussions and valuable remarks. We also appreciate the help of Vladimir Nazaikinskii and
Alexander Shtern in translating the second part of this book, and are thankful to Inna Shingareva for
her assistance in preparing the camera-ready copy of the book.

The authors hope that the handbook will prove helpful for a wide audience of researchers,
college and university teachers, engineers, and students in various fields of mathematics, mechanics,
physics, chemistry, biology, economics, and engineering sciences.

A. D. Polyanin
A. V. Manzhirov
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SOME REMARKS AND NOTATION

1. In Chapters 1–11 and 14, in the original integral equations, the independent variable is
denoted by x, the integration variable by t, and the unknown function by y = y(x).

2. For a function of one variable f = f (x), we use the following notation for the derivatives:

f ′x =
df

dx
, f ′′xx =

d2f

dx2
, f ′′′xxx =

d3f

dx3
, f ′′′′xxxx =

d4f

dx4
, and f (n)

x =
dnf

dxn
for n ≥ 5.

Occasionally, we use the similar notation for partial derivatives of a function of two variables,

for example, K ′
x(x, t) =

∂

∂x
K(x, t).

3. In some cases, we use the operator notation
[
f (x)

d

dx

]n

g(x), which is defined recursively by

[
f (x)

d

dx

]n

g(x) = f (x)
d

dx

{[
f (x)

d

dx

]n–1

g(x)

}
.

4. It is indicated in the beginning of Chapters 1–6 that f = f (x), g = g(x), K = K(x), etc. are
arbitrary functions, and A, B, etc. are free parameters. This means that:

(a) f = f (x), g = g(x), K = K(x), etc. are assumed to be continuous real-valued functions of real
arguments;*

(b) if the solution contains derivatives of these functions, then the functions are assumed to be
sufficiently differentiable;**

(c) if the solution contains integrals with these functions (in combination with other functions), then
the integrals are supposed to converge;

(d) the free parameters A, B, etc. may assume any real values for which the expressions occurring

in the equation and the solution make sense (for example, if a solution contains a factor
A

1 –A
,

then it is implied that A ≠ 1; as a rule, this is not specified in the text).

5. The notations Re z and Im z stand, respectively, for the real and the imaginary part of a
complex quantity z.

6. In the first part of the book (Chapters 1–6) when referencing a particular equation, we use a
notation like 2.3.15, which implies equation 15 from Section 2.3.

7. To highlight portions of the text, the following symbols are used in the book:

� indicates important information pertaining to a group of equations (Chapters 1–6);

indicates the literature used in the preparation of the text in specific equations (Chapters 1–6) or
sections (Chapters 7–14).

* Less severe restrictions on these functions are presented in the second part of the book.
** Restrictions (b) and (c) imposed on f = f (x), g = g(x), K = K(x), etc. are not mentioned in the text.
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6.3-3. Equations of the Form y(x) +
∫ b

a
G(· · ·) dt = F (x)

6.4. Equations With Exponential Nonlinearity
6.4-1. Integrands With Nonlinearity of the Form exp[βy(t)]
6.4-2. Other Integrands

6.5. Equations With Hyperbolic Nonlinearity
6.5-1. Integrands With Nonlinearity of the Form cosh[βy(t)]
6.5-2. Integrands With Nonlinearity of the Form sinh[βy(t)]
6.5-3. Integrands With Nonlinearity of the Form tanh[βy(t)]
6.5-4. Integrands With Nonlinearity of the Form coth[βy(t)]
6.5-5. Other Integrands

6.6. Equations With Logarithmic Nonlinearity
6.6-1. Integrands With Nonlinearity of the Form ln[βy(t)]
6.6-2. Other Integrands

6.7. Equations With Trigonometric Nonlinearity
6.7-1. Integrands With Nonlinearity of the Form cos[βy(t)]
6.7-2. Integrands With Nonlinearity of the Form sin[βy(t)]
6.7-3. Integrands With Nonlinearity of the Form tan[βy(t)]
6.7-4. Integrands With Nonlinearity of the Form cot[ βy(t)]
6.7-5. Other Integrands

6.8. Equations With Nonlinearity of General Form

6.8-1. Equations of the Form
∫ b

a
G(· · ·) dt = F (x)

6.8-2. Equations of the Form y(x) +
∫ b

a
K(x, t)G

(
y(t)

)
dt = F (x)

6.8-3. Equations of the Form y(x) +
∫ b

a
K(x, t)G

(
t, y(t)

)
dt = F (x)

6.8-4. Equations of the Form y(x) +
∫ b

a
G

(
x, t, y(t)

)
dt = F (x)

6.8-5. Equations of the Form F
(
x, y(x)

) 
+

∫ b

a
G

(
x, t, y(x), y(t)

)
dt = 0

6.8-6. Other Equations
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∫ x

a
K(x, t)y(t) dt = f (x)
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9.2-2. Equations With Kernel of the Form K(x, t) = ϕ(t) + ψ(t)(t – x)
9.2-3. Equations With Kernel of the Form K(x, t) =

∑n
m=1 ϕm(x)(x – t)m–1 

9.2-4. Equations With Kernel of the Form K(x, t) =
∑n

m=1 ϕm(t)(t – x)m–1 

9.2-5. Equations With Degenerate Kernel of the General Form

9.3. Equations With Difference Kernel: K(x, t) = K(x – t)
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Chapter 1

Linear Equations of the First Kind
With Variable Limit of Integration

� Notation: f = f (x), g = g(x), h = h(x),K =K(x), andM =M (x) are arbitrary functions (these
may be composite functions of the argument depending on two variables x and t); A, B, C, D, E,
a, b, c, α, β, γ, λ, and µ are free parameters; and m and n are nonnegative integers.

� Preliminary remarks. For equations of the form∫ x

a

K(x, t)y(t) dt = f (x), a ≤ x ≤ b,

where the functions K(x, t) and f (x) are continuous, the right-hand side must satisfy the following
conditions:

1◦. If K(a, a) ≠ 0, then we must have f (a) = 0 (for example, the right-hand sides of equations 1.1.1
and 1.2.1 must satisfy this condition).

2◦. If K(a, a) = K ′
x(a, a) = · · · = K (n–1)

x (a, a) = 0, 0 <
∣∣K (n)

x (a, a)
∣∣ < ∞, then the right-hand side

of the equation must satisfy the conditions

f (a) = f ′x(a) = · · · = f (n)
x (a) = 0.

For example, with n = 1, these are constraints for the right-hand side of equation 1.1.2.

3◦. If K(a, a) = K ′
x(a, a) = · · · = K (n–1)

x (a, a) = 0, K (n)
x (a, a) = ∞, then the right-hand side of the

equation must satisfy the conditions

f (a) = f ′x(a) = · · · = f (n–1)
x (a) = 0.

For example, with n = 1, this is a constraint for the right-hand side of equation 1.1.30.
For unbounded K(x, t) with integrable power-law or logarithmic singularity at x = t and con-

tinuous f (x), no additional conditions are imposed on the right-hand side of the integral equation
(e.g., see Abel’s equation 1.1.36).

In Chapter 1, conditions 1◦–3◦ are as a rule not specified.

1.1. Equations Whose Kernels Contain Power-Law
Functions

1.1-1. Kernels Linear in the Arguments x and t

1.
∫∫ x

a

y(t) dt = f (x).

Solution: y(x) = f ′x(x).
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2.
∫∫ x

a

(x – t)y(t) dt = f (x).

Solution: y(x) = f ′′xx(x).

3.
∫∫ x

a

(Ax + Bt + C)y(t) dt = f (x).

This is a special case of equation 1.9.5 with g(x) = x.

1◦. Solution with B ≠ –A:

y(x) =
d

dx

{[
(A +B)x + C

]– A
A+B

∫ x

a

[
(A +B)t + C

]– B
A+B f ′t(t) dt

}
.

2◦. Solution with B = –A:

y(x) =
1
C

d

dx

[
exp

(
–
A

C
x
) ∫ x

a

exp
(A
C
t
)
f ′t(t) dt

]
.

1.1-2. Kernels Quadratic in the Arguments x and t

4.
∫∫ x

a

(x – t)2y(t) dt = f (x), f (a) = f ′
x(a) = f ′′

xx(a) = 0.

Solution: y(x) = 1
2 f

′′′
xxx(x).

5.
∫∫ x

a

(x2 – t2)y(t) dt = f (x), f (a) = f ′
x(a) = 0.

This is a special case of equation 1.9.2 with g(x) = x2.

Solution: y(x) =
1

2x2

[
xf ′′xx(x) – f ′x(x)

]
.

6.
∫∫ x

a

(
Ax2 + Bt2)y(t) dt = f (x).

For B = –A, see equation 1.1.5. This is a special case of equation 1.9.4 with g(x) = x2.

Solution: y(x) =
1

A +B
d

dx

[
x– 2A

A+B

∫ x

a

t–
2B

A+B f ′t(t) dt

]
.

7.
∫∫ x

a

(
Ax2 + Bt2 + C

)
y(t) dt = f (x).

This is a special case of equation 1.9.5 with g(x) = x2.
Solution:

y(x) = signϕ(x)
d

dx

{
|ϕ(x)|–

A
A+B

∫ x

a

|ϕ(t)|–
B

A+B f ′t(t) dt

}
, ϕ(x) = (A +B)x2 + C.

8.
∫∫ x

a

[
Ax2 + (B – A)xt – Bt2]y(t) dt = f (x), f (a) = f ′

x(a) = 0.

Differentiating with respect to x yields an equation of the form 1.1.3:∫ x

a

[2Ax + (B –A)t]y(t) dt = f ′x(x).

Solution:

y(x) =
1

A +B
d

dx

[
x– 2A

A+B

∫ x

a

t
A–B
A+B f ′′tt(t) dt

]
.
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9.
∫∫ x

a

(
Ax2 + Bt2 + Cx + Dt + E

)
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = Ax2 + Cx and h(t) = Bt2 +Dt + E.

10.
∫∫ x

a

(
Axt + Bt2 + Cx + Dt + E

)
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = x, h1(t) = At + C, g2(x) = 1, and
h2(t) = Bt2 +Dt + E.

11.
∫∫ x

a

(
Ax2 + Bxt + Cx + Dt + E

)
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) =Bx+D, h1(t) = t, g2(x) =Ax2 +Cx+E,
and h2(t) = 1.

1.1-3. Kernels Cubic in the Arguments x and t

12.
∫∫ x

a

(x – t)3y(t) dt = f (x), f (a) = f ′
x(a) = f ′′

xx(a) = f ′′′
xxx(a) = 0.

Solution: y(x) = 1
6 f

′′′′
xxxx(x).

13.
∫∫ x

a

(x3 – t3)y(t) dt = f (x), f (a) = f ′
x(a) = 0.

This is a special case of equation 1.9.2 with g(x) = x3.

Solution: y(x) =
1

3x3

[
xf ′′′xxx(x) – 2f ′x(x)

]
.

14.
∫∫ x

a

(
Ax3 + Bt3)y(t) dt = f (x).

For B = –A, see equation 1.1.13. This is a special case of equation 1.9.4 with g(x) = x3.

Solution with 0 ≤ a ≤ x: y(x) =
1

A +B
d

dx

[
x– 3A

A+B

∫ x

a

t–
3B

A+B f ′t(t) dt

]
.

15.
∫∫ x

a

(
Ax3 + Bt3 + C

)
y(t) dt = f (x).

This is a special case of equation 1.9.5 with g(x) = x3.

16.
∫∫ x

a

(x2t – xt2)y(t) dt = f (x), f (a) = f ′
x(a) = 0.

This is a special case of equation 1.9.11 with g(x) = x2 and h(x) = x.

Solution: y(x) =
1
x

d2

dx2

[
1
x
f (x)

]
.

17.
∫∫ x

a

(Ax2t + Bxt2)y(t) dt = f (x).

For B = –A, see equation 1.1.16. This is a special case of equation 1.9.12 with g(x) = x2 and
h(x) = x.

Solution:

y(x) =
1

(A +B)x
d

dx

{
x– A

A+B

∫ x

a

t–
B

A+B
d

dt

[
1
t
f (t)

]
dt

}
.
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18.
∫∫ x

a

(Ax3 + Bxt2)y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) =Ax3, h1(t) = 1, g2(x) =Bx, and h2(t) = t2.

19.
∫∫ x

a

(Ax3 + Bx2t)y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = Ax3, h1(t) = 1, g2(x) = Bx2, and
h2(t) = t.

20.
∫∫ x

a

(Ax2t + Bt3)y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) =Ax2, h1(t) = t, g2(x) =B, and h2(t) = t3.

21.
∫∫ x

a

(Axt2 + Bt3)y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) =Ax, h1(t) = t2, g2(x) =B, and h2(t) = t3.

22.
∫∫ x

a

(
A3x

3 + B3t
3 + A2x

2 + B2t
2 + A1x + B1t + C

)
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A3x
3 + A2x

2 + A1x + C and h(t) =
B3t

3 +B2t
2 +B1t.

1.1-4. Kernels Containing Higher-Order Polynomials in x and t

23.
∫∫ x

a

(x – t)ny(t) dt = f (x), n = 1, 2, . . .

It is assumed that the right-hand of the equation satisfies the conditions f (a) = f ′x(a) = · · · =
f (n)

x (a) = 0.

Solution: y(x) =
1
n!
f (n+1)

x (x).

Example. For f (x) = Axm, where m is a positive integer, m > n, the solution has the form

y(x) =
Am!

n! (m – n – 1)!
xm–n–1.

24.
∫∫ x

a

(xn – tn)y(t) dt = f (x), f (a) = f ′
x(a) = 0, n = 1, 2, . . .

Solution: y(x) =
1
n

d

dx

[
f ′x(x)
xn–1

]
.

25.
∫∫ x

a

(
tnxn+1 – xntn+1)y(t) dt = f (x), n = 2, 3, . . .

This is a special case of equation 1.9.11 with g(x) = xn+1 and h(x) = xn.

Solution: y(x) =
1
xn

d2

dx2

[
f (x)
xn

]
.
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1.1-5. Kernels Containing Rational Functions

26.
∫∫ x

0

y(t) dt

x + t
= f (x).

1◦. For a polynomial right-hand side, f (x) =
N∑

n=0
Anx

n, the solution has the form

y(x) =
N∑

n=0

An

Bn
xn, Bn = (–1)n

[
ln 2 +

n∑
k=1

(–1)k

k

]
.

2◦. For f (x) = xλ
N∑

n=0
Anx

n, where λ is an arbitrary number (λ > –1), the solution has the

form

y(x) = xλ
N∑

n=0

An

Bn
xn, Bn =

∫ 1

0

tλ+n dt

1 + t
.

3◦. For f (x) = lnx
( N∑

n=0
Anx

n
)

, the solution has the form

y(x) = lnx
N∑

n=0

An

Bn
xn +

N∑
n=0

AnIn
B2

n

xn,

Bn = (–1)n
[

ln 2 +
n∑

k=1

(–1)k

k

]
, In = (–1)n

[
π2

12
+

n∑
k=1

(–1)k

k2

]
.

4◦. For f (x) =
N∑

n=0
An

(
lnx)n, the solution of the equation has the form

y(x) =
N∑

n=0

AnYn(x),

where the functions Yn = Yn(x) are given by

Yn(x) =

{
dn

dλn

[
xλ

I(λ)

]}
λ=0

, I(λ) =
∫ 1

0

zλ dz

1 + z
.

5◦. For f (x) =
N∑

n=1
An cos(λn lnx) +

N∑
n=1
Bn sin(λn lnx), the solution of the equation has the

form

y(x) =
N∑

n=1

Cn cos(λn lnx) +
N∑

n=1

Dn sin(λn lnx),

where the constants Cn and Dn are found by the method of undetermined coefficients.

6◦. For arbitrary f (x), the transformation

x = 1
2 e

2z , t = 1
2 e

2τ , y(t) = e–τw(τ ), f (x) = e–zg(z)

leads to an integral equation with difference kernel of the form 1.9.26:∫ z

–∞

w(τ ) dτ
cosh(z – τ )

= g(z).
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27.
∫∫ x

0

y(t) dt

ax + bt
= f (x), a > 0, a + b > 0.

1◦. For a polynomial right-hand side, f (x) =
N∑

n=0
Anx

n, the solution has the form

y(x) =
N∑

n=0

An

Bn
xn, Bn =

∫ 1

0

tn dt

a + bt
.

2◦. For f (x) = xλ
N∑

n=0
Anx

n, where λ is an arbitrary number (λ > –1), the solution has the

form

y(x) = xλ
N∑

n=0

An

Bn
xn, Bn =

∫ 1

0

tλ+n dt

a + bt
.

3◦. For f (x) = lnx
( N∑

n=0
Anx

n
)

, the solution has the form

y(x) = lnx
N∑

n=0

An

Bn
xn –

N∑
n=0

AnCn

B2
n

xn, Bn =
∫ 1

0

tn dt

a + bt
, Cn =

∫ 1

0

tn ln t
a + bt

dt.

4◦. For some other special forms of the right-hand side (see items 4 and 5, equation 1.1.26),
the solution may be found by the method of undetermined coefficients.

28.
∫∫ x

0

y(t) dt

ax2 + bt2
= f (x), a > 0, a + b > 0.

1◦. For a polynomial right-hand side, f (x) =
N∑

n=0
Anx

n, the solution has the form

y(x) =
N∑

n=0

An

Bn
xn+1, Bn =

∫ 1

0

tn+1 dt

a + bt2
.

Example. For a = b = 1 and f (x) = Ax2 + Bx + C, the solution of the integral equation is:

y(x) =
2A

1 – ln 2
x3 +

4B

4 – π
x2 +

2C

ln 2
x.

2◦. For f (x) = xλ
N∑

n=0
Anx

n, where λ is an arbitrary number (λ > –1), the solution has the

form

y(x) = xλ
N∑

n=0

An

Bn
xn+1, Bn =

∫ 1

0

tλ+n+1 dt

a + bt2
.

3◦. For f (x) = lnx
( N∑

n=0
Anx

n
)

, the solution has the form

y(x) = lnx
N∑

n=0

An

Bn
xn+1 –

N∑
n=0

AnCn

B2
n

xn+1, Bn =
∫ 1

0

tn+1 dt

a + bt2
, Cn =

∫ 1

0

tn+1 ln t
a + bt2

dt.
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29.
∫∫ x

0

y(t) dt

axm + btm
= f (x), a > 0, a + b > 0, m = 1, 2, . . .

1◦. For a polynomial right-hand side, f (x) =
N∑

n=0
Anx

n, the solution has the form

y(x) =
N∑

n=0

An

Bn
xm+n–1, Bn =

∫ 1

0

tm+n–1 dt

a + btm
.

2◦. For f (x) = xλ
N∑

n=0
Anx

n, where λ is an arbitrary number (λ > –1), the solution has the

form

y(x) = xλ
N∑

n=0

An

Bn
xm+n–1, Bn =

∫ 1

0

tλ+m+n–1 dt

a + btm
.

3◦. For f (x) = lnx
( N∑

n=0
Anx

n
)

, the solution has the form

y(x) = lnx
N∑

n=0

An

Bn
xm+n–1 –

N∑
n=0

AnCn

B2
n

xm+n–1,

Bn =
∫ 1

0

tm+n–1 dt

a + btm
, Cn =

∫ 1

0

tm+n–1 ln t
a + btm

dt.

1.1-6. Kernels Containing Square Roots

30.
∫∫ x

a

√
x – t y(t) dt = f (x).

Differentiating with respect to x, we arrive at Abel’s equation 1.1.36:

∫ x

a

y(t) dt√
x – t

= 2f ′x(x).

Solution:

y(x) =
2
π

d2

dx2

∫ x

a

f (t) dt√
x – t

.

31.
∫∫ x

a

(√
x –

√
t
)
y(t) dt = f (x).

This is a special case of equation 1.1.44 with µ = 1
2 .

Solution: y(x) = 2
d

dx

[√
x f ′x(x)

]
.

32.
∫∫ x

a

(
A

√
x + B

√
t
)
y(t) dt = f (x).

This is a special case of equation 1.1.45 with µ = 1
2 .
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33.
∫∫ x

a

(
1 + b

√
x – t

)
y(t) dt = f (x).

Differentiating with respect to x, we arrive at Abel’s equation of the second kind 2.1.46:

y(x) +
b

2

∫ x

a

y(t) dt√
x – t

= f ′x(x).

34.
∫∫ x

a

(
t
√
x – x

√
t
)
y(t) dt = f (x).

This is a special case of equation 1.9.11 with g(x) =
√
x and h(x) = x.

35.
∫∫ x

a

(
At

√
x + Bx

√
t
)
y(t) dt = f (x).

This is a special case of equation 1.9.12 with g(x) =
√
x and h(t) = t.

36.
∫∫ x

a

y(t) dt
√
x – t

= f (x).

Abel’s equation.
Solution:

y(x) =
1
π

d

dx

∫ x

a

f (t) dt√
x – t

=
f (a)

π
√
x – a

+
1
π

∫ x

a

f ′t(t) dt√
x – t

.

©• Reference: E. T. Whittacker and G. N. Watson (1958).

37.
∫∫ x

a

(
b +

1
√
x – t

)
y(t) dt = f (x).

Let us rewrite the equation in the form

∫ x

a

y(t) dt√
x – t

= f (x) – b
∫ x

a

y(t) dt.

Assuming the right-hand side to be known, we solve this equation as Abel’s equation 1.1.36.
After some manipulations, we arrive at Abel’s equation of the second kind 2.1.46:

y(x) +
b

π

∫ x

a

y(t) dt√
x – t

= F (x), where F (x) =
1
π

d

dx

∫ x

a

f (t) dt√
x – t

.

38.
∫∫ x

a

(
1

√
x

–
1

√
t

)
y(t) dt = f (x).

This is a special case of equation 1.1.44 with µ = – 1
2 .

Solution: y(x) = –2
[
x3/2f ′x(x)

]′
x

, a > 0.

39.
∫∫ x

a

(
A

√
x

+
B
√
t

)
y(t) dt = f (x).

This is a special case of equation 1.1.45 with µ = – 1
2 .
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40.
∫∫ x

a

y(t) dt
√
x2 – t2

= f (x).

Solution: y =
2
π

d

dx

∫ x

a

tf (t) dt√
x2 – t2

.

©• Reference: P. P. Zabreyko, A. I. Koshelev, et al. (1975).

41.
∫∫ x

0

y(t) dt
√
ax2 + bt2

= f (x), a > 0, a + b > 0.

1◦. For a polynomial right-hand side, f (x) =
N∑

n=0
Anx

n, the solution has the form

y(x) =
N∑

n=0

An

Bn
xn, Bn =

∫ 1

0

tn dt√
a + bt2

.

2◦. For f (x) = xλ
N∑

n=0
Anx

n, where λ is an arbitrary number (λ > –1), the solution has the

form

y(x) = xλ
N∑

n=0

An

Bn
xn, Bn =

∫ 1

0

tλ+n dt√
a + bt2

.

3◦. For f (x) = lnx
( N∑

n=0
Anx

n
)

, the solution has the form

y(x) = lnx
N∑

n=0

An

Bn
xn –

N∑
n=0

AnCn

B2
n

xn, Bn =
∫ 1

0

tn dt√
a + bt2

, Cn =
∫ 1

0

tn ln t√
a + bt2

dt.

4◦. For f (x) =
N∑

n=0
An

(
lnx)n, the solution of the equation has the form

y(x) =
N∑

n=0

AnYn(x),

where the functions Yn = Yn(x) are given by

Yn(x) =

{
dn

dλn

[
xλ

I(λ)

]}
λ=0

, I(λ) =
∫ 1

0

zλ dz√
a + bz2

.

5◦. For f (x) =
N∑

n=1
An cos(λn lnx) +

N∑
n=1
Bn sin(λn lnx), the solution of the equation has the

form

y(x) =
N∑

n=1

Cn cos(λn lnx) +
N∑

n=1

Dn sin(λn lnx),

where the constants Cn and Dn are found by the method of undetermined coefficients.
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1.1-7. Kernels Containing Arbitrary Powers

42.
∫∫ x

a

(x – t)λy(t) dt = f (x), f (a) = 0, 0 < λ < 1.

Differentiating with respect to x, we arrive at the generalized Abel equation 1.1.46:∫ x

a

y(t) dt
(x – t)1–λ

=
1
λ
f ′x(x).

Solution:

y(x) = k
d2

dx2

∫ x

a

f (t) dt
(x – t)λ

, k =
sin(πλ)
πλ

.

©• Reference: F. D. Gakhov (1977).

43.
∫∫ x

a

(x – t)µy(t) dt = f (x).

For µ = 0, 1, 2, . . . , see equations 1.1.1, 1.1.2, 1.1.4, 1.1.12, and 1.1.23. For –1 < µ < 0, see
equation 1.1.42.

Set µ = n – λ, where n = 1, 2, . . . and 0 ≤ λ < 1, and f (a) = f ′x(a) = · · · = f (n–1)
x (a) = 0.

On differentiating the equation n times, we arrive at an equation of the form 1.1.46:∫ x

a

y(t) dτ
(x – t)λ

=
Γ(µ – n + 1)

Γ(µ + 1)
f (n)

x (x),

where Γ(µ) is the gamma function.

Example. Set f (x) = Axβ , where β ≥ 0, and let µ > –1 and µ – β ≠ 0, 1, 2, . . . In this case, the solution has

the form y(x) =
A Γ(β + 1)

Γ(µ + 1) Γ(β – µ)
xβ–µ–1.

©• Reference: M. L. Krasnov, A. I. Kisilev, and G. I. Makarenko (1971).

44.
∫∫ x

a

(xµ – tµ)y(t) dt = f (x).

This is a special case of equation 1.9.2 with g(x) = xµ.

Solution: y(x) =
1
µ

[
x1–µf ′x(x)

]′
x

.

45.
∫∫ x

a

(
Axµ + Btµ

)
y(t) dt = f (x).

For B = –A, see equation 1.1.44. This is a special case of equation 1.9.4 with g(x) = xµ.

Solution: y(x) =
1

A +B
d

dx

[
x– Aµ

A+B

∫ x

a

t–
Bµ

A+B f ′t(t) dt

]
.

46.
∫∫ x

a

y(t) dt

(x – t)λ
= f (x), 0 < λ < 1.

The generalized Abel equation.
Solution:

y(x) =
sin(πλ)
π

d

dx

∫ x

a

f (t) dt
(x – t)1–λ

=
sin(πλ)
π

[
f (a)

(x – a)1–λ
+

∫ x

a

f ′t(t) dt
(x – t)1–λ

]
.

©• Reference: E. T. Whittacker and G. N. Watson (1958).
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47.
∫∫ x

a

[
b +

1

(x – t)λ

]
y(t) dt = f (x), 0 < λ < 1.

Rewrite the equation in the form

∫ x

a

y(t) dt
(x – t)λ

= f (x) – b
∫ x

a

y(t) dt.

Assuming the right-hand side to be known, we solve this equation as the generalized Abel
equation 1.1.46. After some manipulations, we arrive at Abel’s equation of the second
kind 2.1.60:

y(x) +
b sin(πλ)

π

∫ x

a

y(t) dt
(x – t)1–λ

= F (x), where F (x) =
sin(πλ)
π

d

dx

∫ x

a

f (t) dt
(x – t)1–λ

.

48.
∫∫ x

a

(√
x –

√
t
)λ
y(t) dt = f (x), 0 < λ < 1.

Solution:

y(x) =
k√
x

(√
x
d

dx

)2 ∫ x

a

f (t) dt
√
t
(√
x –

√
t
)λ

, k =
sin(πλ)
πλ

.

49.
∫∫ x

a

y(t) dt(√
x –

√
t
)λ

= f (x), 0 < λ < 1.

Solution:

y(x) =
sin(πλ)

2π
d

dx

∫ x

a

f (t) dt
√
t
(√
x –

√
t
)1–λ

.

50.
∫∫ x

a

(
Axλ + Btµ

)
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = Axλ and h(t) = Btµ.

51.
∫∫ x

a

[
1 + A(xλtµ – xλ+µ)

]
y(t) dt = f (x).

This is a special case of equation 1.9.13 with g(x) = Axµ and h(x) = xλ.
Solution:

y(x) =
d

dx

{
xλ

Φ(x)

∫ x

a

[
t–λf (t)

]′
t
Φ(t) dt

}
, Φ(x) = exp

(
–
Aµ

µ + λ
xµ+λ

)
.

52.
∫∫ x

a

(
Axβtγ + Bxδtλ

)
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = Axβ , h1(t) = tγ , g2(x) = Bxδ , and
h2(t) = tλ.

53.
∫∫ x

a

[
Axλ(tµ – xµ) + Bxβ(tγ – xγ)

]
y(t) dt = f (x).

This is a special case of equation 1.9.45 with g1(x) = Axλ, h1(x) = xµ, g2(x) = Bxβ , and
h2(x) = xγ .
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54.
∫∫ x

a

[
Axλtµ + Bxλ+βtµ–β – (A + B)xλ+γtµ–γ

]
y(t) dt = f (x).

This is a special case of equation 1.9.47 with g(x) = x.

55.
∫∫ x

a

tσ(xµ – tµ)λy(t) dt = f (x), σ > –1, µ > 0, λ > –1.

The transformation τ = tµ, z = xµ, w(τ ) = tσ–µ+1y(t) leads to an equation of the form 1.1.42:∫ z

A

(z – τ )λw(τ ) dτ = F (z),

where A = aµ and F (z) = µf (z1/µ).
Solution with –1 < λ < 0:

y(x) = –
µ sin(πλ)
πxσ

d

dx

[∫ x

a

tµ–1(xµ – tµ)–1–λf (t) dt

]
.

56.
∫∫ x

0

y(t) dt

(x + t)µ
= f (x).

This is a special case of equation 1.1.57 with λ = 1 and a = b = 1.
The transformation

x = 1
2 e

2z , t = 1
2 e

2τ , y(t) = e(µ–2)τw(τ ), f (x) = e–µzg(z)

leads to an equation with difference kernel of the form 1.9.26:∫ z

–∞

w(τ ) dτ
coshµ(z – τ )

= g(z).

57.
∫∫ x

0

y(t) dt

(axλ + btλ)µ
= f (x), a > 0, a + b > 0.

1◦. The substitution t = xz leads to a special case of equation 3.8.45:∫ 1

0

y(xz) dz
(a + bzλ)µ

= xλµ–1f (x). (1)

2◦. For a polynomial right-hand side, f (x) =
n∑

m=0
Amx

m, the solution has the form

y(x) = xλµ–1
n∑

m=0

Am

Im
xm, Im =

∫ 1

0

zm+λµ–1 dz

(a + bzλ)µ
.

The integrals Im are supposed to be convergent.

3◦. The solution structure for some other right-hand sides of the integral equation may be
obtained using (1) and the results presented for the more general equation 3.8.45 (see also
equations 3.8.26–3.8.32).

4◦. For a = b, the equation can be reduced, just as equation 1.1.56, to an integral equation
with difference kernel of the form 1.9.26.

58.
∫∫ x

a

(√
x +

√
x – t

)2λ
+

(√
x –

√
x – t

)2λ

2tλ
√
x – t

y(t) dt = f (x).

The equation can be rewritten in terms of the Gaussian hypergeometric functions in the form∫ x

a

(x – t)γ–1F
(
λ, –λ, γ; 1 –

x

t

)
y(t) dt = f (x), where γ = 1

2 .

See 1.8.86 for the solution of this equation.
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1.2. Equations Whose Kernels Contain Exponential
Functions

1.2-1. Kernels Containing Exponential Functions

1.
∫∫ x

a

eλ(x–t)y(t) dt = f (x).

Solution: y(x) = f ′x(x) – λf (x).

Example. In the special case a = 0 and f (x) = Ax, the solution has the form y(x) = A(1 – λx).

2.
∫∫ x

a

eλx+βty(t) dt = f (x).

Solution: y(x) = e–(λ+β)x
[
f ′x(x) – λf (x)

]
.

Example. In the special case a = 0 and f (x) = A sin(γx), the solution has the form y(x) = Ae–(λ+β)x ×
[γ cos(γx) – λ sin(γx)].

3.
∫∫ x

a

[
eλ(x–t) – 1

]
y(t) dt = f (x), f (a) = f ′

x(a) = 0.

Solution: y(x) = 1
λ f

′′
xx(x) – f ′x(x).

4.
∫∫ x

a

[
eλ(x–t) + b

]
y(t) dt = f (x).

For b = –1, see equation 1.2.3. Differentiating with respect to x yields an equation of the
form 2.2.1:

y(x) +
λ

b + 1

∫ x

a

eλ(x–t)y(t) dt =
f ′x(x)
b + 1

.

Solution:

y(x) =
f ′x(x)
b + 1

–
λ

(b + 1)2

∫ x

a

exp

[
λb

b + 1
(x – t)

]
f ′t(t) dt.

5.
∫∫ x

a

(
eλx+βt + b

)
y(t) dt = f (x).

For β = –λ, see equation 1.2.4. This is a special case of equation 1.9.15 with g1(x) = eλx,
h1(t) = eβt, g2(x) = 1, and h2(t) = b.

6.
∫∫ x

a

(
eλx – eλt

)
y(t) dt = f (x), f (a) = f ′

x(a) = 0.

This is a special case of equation 1.9.2 with g(x) = eλx.

Solution: y(x) = e–λx

[
1
λ
f ′′xx(x) – f ′x(x)

]
.

7.
∫∫ x

a

(
eλx – eλt + b

)
y(t) dt = f (x).

For b = 0, see equation 1.2.6. This is a special case of equation 1.9.3 with g(x) = eλx.
Solution:

y(x) =
1
b
f ′x(x) –

λ

b2
eλx

∫ x

a

exp

(
eλt – eλx

b

)
f ′t(t) dt.
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8.
∫∫ x

a

(
Aeλx + Beλt

)
y(t) dt = f (x).

For B = –A, see equation 1.2.6. This is a special case of equation 1.9.4 with g(x) = eλx.

Solution: y(x) =
1

A +B
d

dx

[
exp

(
–
Aλ

A +B
x
) ∫ x

a

exp
(

–
Bλ

A +B
t
)
f ′t(t) dt

]
.

9.
∫∫ x

a

(
Aeλx + Beλt + C

)
y(t) dt = f (x).

This is a special case of equation 1.9.5 with g(x) = eλx.

10.
∫∫ x

a

(
Aeλx + Beµt

)
y(t) dt = f (x).

For λ = µ, see equation 1.2.8. This is a special case of equation 1.9.6 with g(x) = Aeλx and
h(t) = Beµt.

11.
∫∫ x

a

[
eλ(x–t) – eµ(x–t)]y(t) dt = f (x), f (a) = f ′

x(a) = 0.

Solution:

y(x) =
1

λ – µ

[
f ′′xx – (λ + µ)f ′x + λµf

]
, f = f (x).

12.
∫∫ x

a

[
Aeλ(x–t) + Beµ(x–t)]y(t) dt = f (x).

ForB = –A, see equation 1.2.11. This is a special case of equation 1.9.15 with g1(x) = Aeλx,
h1(t) = e–λt, g2(x) = Beµx, and h2(t) = e–µt.

Solution:

y(x) =
eλx

A +B
d

dx

{
e(µ–λ)xΦ(x)

∫ x

a

[
f (t)
eµt

]′

t

dt

Φ(t)

}
, Φ(x) = exp

[
B(λ – µ)
A +B

x

]
.

13.
∫∫ x

a

[
Aeλ(x–t) + Beµ(x–t) + C

]
y(t) dt = f (x).

This is a special case of equation 1.2.14 with β = 0.

14.
∫∫ x

a

[
Aeλ(x–t) + Beµ(x–t) + Ceβ(x–t)]y(t) dt = f (x).

Differentiating the equation with respect to x yields

(A +B + C)y(x) +
∫ x

a

[
Aλeλ(x–t) +Bµeµ(x–t) + Cβeβ(x–t)

]
y(t) dt = f ′x(x).

Eliminating the term with eβ(x–t) with the aid of the original equation, we arrive at an equation
of the form 2.2.10:

(A +B + C)y(x) +
∫ x

a

[
A(λ – β)eλ(x–t) +B(µ – β)eµ(x–t)

]
y(t) dt = f ′x(x) – βf (x).

In the special case A +B + C = 0, this is an equation of the form 1.2.12.
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15.
∫∫ x

a

[
Aeλ(x–t) + Beµ(x–t) + Ceβ(x–t) – A – B – C

]
y(t) dt = f (x), f (a) = f ′

x(a) = 0.

Differentiating with respect to x, we arrive at an equation of the form 1.2.14:∫ x

a

[
Aλeλ(x–t) +Bµeµ(x–t) + Cβeβ(x–t)

]
y(t) dt = f ′x(x).

16.
∫∫ x

a

(
eλx+µt – eµx+λt

)
y(t) dt = f (x), f (a) = f ′

x(a) = 0.

This is a special case of equation 1.9.11 with g(x) = eλx and h(t) = eµt.
Solution:

y(x) =
f ′′xx – (λ + µ)f ′x(x) + λµf (x)

(λ – µ) exp[(λ + µ)x]
.

17.
∫∫ x

a

(
Aeλx+µt + Beµx+λt

)
y(t) dt = f (x).

For B = –A, see equation 1.2.16. This is a special case of equation 1.9.12 with g(x) = eλx

and h(t) = eµt.
Solution:

y(x) =
1

(A +B)eµx

d

dx

{
ΦA(x)

∫ x

a

ΦB(t)
d

dt

[
f (t)
eµt

]
dt

}
, Φ(x) = exp

( µ – λ
A +B

x
)

.

18.
∫∫ x

a

(
Aeλx+µt + Beβx+γt

)
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = Aeλx, h1(t) = eµt, g2(x) = Beβx, and
h2(t) = eγt.

19.
∫∫ x

a

(
Ae2λx + Be2βt + Ceλx + Deβt + E

)
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) =Ae2λx +Ceλx and h(t) =Be2βt +Deβt +E.

20.
∫∫ x

a

(
Aeλx+βt + Be2βt + Ceλx + Deβt + E

)
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = eλx, h1(t) = Aeβt +D, and g2(x) = 1,
h2(t) = Be2βt +Deβt + E.

21.
∫∫ x

a

(
Ae2λx + Beλx+βt + Ceλx + Deβt + E

)
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = Beλx + D, h1(t) = eβt, and g2(x) =
Ae2λx + Ceλx + E, h2(t) = 1.

22.
∫∫ x

a

[
1 + Aeλx(eµt – eµx)y(t) dt = f (x).

This is a special case of equation 1.9.13 with g(x) = eµx and h(x) = Aeλx.
Solution:

y(x) =
d

dx

{
eλxΦ(x)

∫ x

a

[
f (t)
eλt

]′

t

dt

Φ(t)

}
, Φ(x) = exp

[
Aµ

λ + µ
e(λ+µ)x

]
.
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23.
∫∫ x

a

[
Aeλx(eµx – eµt) + Beβx(eγx – eγt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.45 with g1(x) = Aeλx, h1(t) = –eµt, g2(x) = Beβx, and
h1(t) = –eγt.

24.
∫∫ x

a

{
A exp(λx + µt) + B exp[(λ + β)x + (µ – β)t]

– (A + B) exp[(λ + γ)x + (µ – γ)t]
}
y(t) dt = f (x).

This is a special case of equation 1.9.47 with g1(x) = eλx.

25.
∫∫ x

a

(
eλx – eλt

)n
y(t) dt = f (x), n = 1, 2, . . .

Solution:

y(x) =
1

λnn!
eλx

( 1
eλx

d

dx

)n+1
f (x).

26.
∫∫ x

a

√
eλx – eλt y(t) dt = f (x), λ > 0.

Solution:

y(x) =
2
π
eλx

(
e–λx d

dx

)2
∫ x

a

eλtf (t) dt√
eλx – eλt

.

27.
∫∫ x

a

y(t) dt
√
eλx – eλt

= f (x), λ > 0.

Solution:

y(x) =
λ

π

d

dx

∫ x

a

eλtf (t) dt√
eλx – eλt

.

28.
∫∫ x

a

(eλx – eλt)µy(t) dt = f (x), λ > 0, 0 < µ < 1.

Solution:

y(x) = keλx
(
e–λx d

dx

)2
∫ x

a

eλtf (t) dt
(eλx – eλt)µ

, k =
sin(πµ)
πµ

.

29.
∫∫ x

a

y(t) dt

(eλx – eλt)µ
= f (x), λ > 0, 0 < µ < 1.

Solution:

y(x) =
λ sin(πµ)

π

d

dx

∫ x

a

eλtf (t) dt
(eλx – eλt)1–µ

.

1.2-2. Kernels Containing Power-Law and Exponential Functions

30.
∫∫ x

a

[
A(x – t) + Beλ(x–t)]y(t) dt = f (x).

Differentiating with respect to x, we arrive at an equation of the form 2.2.4:

By(x) +
∫ x

a

[
A +Bλeλ(x–t)

]
y(t) dt = f ′x(x).

Page 18

© 1998 by CRC Press LLC



31.
∫∫ x

a

(x – t)eλ(x–t)y(t) dt = f (x), f (a) = f ′
x(a) = 0.

Solution: y(x) = f ′′xx(x) – 2λf ′x(x) + λ2f (x).

32.
∫∫ x

a

(Ax + Bt + C)eλ(x–t)y(t) dt = f (x).

The substitution u(x) = e–λxy(x) leads to an equation of the form 1.1.3:∫ x

a

(Ax +Bt + C)u(t) dt = e–λxf (x).

33.
∫∫ x

a

(Axeλt + Bteµx)y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = Ax, h1(t) = eλt, and g2(x) = Beµx,
h2(t) = t.

34.
∫∫ x

a

[
Axeλ(x–t) + Bteµ(x–t)]y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = Axeλx, h1(t) = e–λt, g2(x) = Beµx, and
h2(t) = te–µt.

35.
∫∫ x

a

(x – t)2eλ(x–t)y(t) dt = f (x), f (a) = f ′
x(a) = f ′′

xx(a) = 0.

Solution: y(x) = 1
2

[
f ′′′xxx(x) – 3λf ′′xx(x) + 3λ2f ′x(x) – λ3f (x)

]
.

36.
∫∫ x

a

(x – t)neλ(x–t)y(t) dt = f (x), n = 1, 2, . . .

It is assumed that f (a) = f ′x(a) = · · · = f (n)
x (a) = 0.

Solution: y(x) =
1
n!
eλx dn+1

dxn+1

[
e–λxf (x)

]
.

37.
∫∫ x

a

(Axβ + Beλt)y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = Axβ and h(t) = Beλt.

38.
∫∫ x

a

(Aeλx + Btβ)y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = Aeλx and h(t) = Btβ .

39.
∫∫ x

a

(Axβeλt + Btγeµx)y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = Axβ , h1(t) = eλt, g2(x) = Beµx, and
h2(t) = tγ .

40.
∫∫ x

a

eλ(x–t)
√
x – t y(t) dt = f (x).

Solution:

y(x) =
2
π
eλx d2

dx2

∫ x

a

e–λtf (t) dt√
x – t

.
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41.
∫∫ x

a

eλ(x–t)

√
x – t

y(t) dt = f (x).

Solution:

y(x) =
1
π
eλx d

dx

∫ x

a

e–λtf (t) dt√
x – t

.

42.
∫∫ x

a

(x – t)λeµ(x–t)y(t) dt = f (x), 0 < λ < 1.

Solution:

y(x) = keµx d2

dx2

∫ x

a

e–µtf (t) dt
(x – t)λ

, k =
sin(πλ)
πλ

.

43.
∫∫ x

a

eλ(x–t)

(x – t)µ
y(t) dt = f (x), 0 < µ < 1.

Solution:

y(x) =
sin(πµ)
π

eλx d

dx

∫ x

a

e–λtf (t)
(x – t)1–µ

dt.

44.
∫∫ x

a

(√
x –

√
t
)λ
eµ(x–t)y(t) dt = f (x), 0 < λ < 1.

The substitution u(x) = e–µxy(x) leads to an equation of the form 1.1.48:

∫ x

a

(√
x –

√
t
)λ
u(t) dt = e–µxf (x).

45.
∫∫ x

a

eµ(x–t)y(t) dt(√
x –

√
t
)λ

= f (x), 0 < λ < 1.

The substitution u(x) = e–µxy(x) leads to an equation of the form 1.1.49:

∫ x

a

u(t) dt

(
√
x –

√
t)λ

= e–µxf (x).

46.
∫∫ x

a

eλ(x–t)

√
x2 – t2

y(t) dt = f (x).

Solution: y =
2
π
eλx d

dx

∫ x

a

te–λt

√
x2 – t2

f (t) dt.

47.
∫∫ x

a

exp[λ(x2 – t2)]y(t) dt = f (x).

Solution: y(x) = f ′x(x) – 2λxf (x).

48.
∫∫ x

a

[exp(λx2) – exp(λt2)]y(t) dt = f (x).

This is a special case of equation 1.9.2 with g(x) = exp(λx2).

Solution: y(x) =
1

2λ
d

dx

[
f ′x(x)

x exp(λx2)

]
.
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49.
∫∫ x

a

[
A exp(λx2) + B exp(λt2) + C

]
y(t) dt = f (x).

This is a special case of equation 1.9.5 with g(x) = exp(λx2).

50.
∫∫ x

a

[
A exp(λx2) + B exp(µt2)

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A exp(λx2) and h(t) = B exp(µt2).

51.
∫∫ x

a

√
x – t exp[λ(x2 – t2)]y(t) dt = f (x).

Solution:

y(x) =
2
π

exp(λx2)
d2

dx2

∫ x

a

exp(–λt2)√
x – t

f (t) dt.

52.
∫∫ x

a

exp[λ(x2 – t2)]
√
x – t

y(t) dt = f (x).

Solution:

y(x) =
1
π

exp(λx2)
d

dx

∫ x

a

exp(–λt2)√
x – t

f (t) dt.

53.
∫∫ x

a

(x – t)λ exp[µ(x2 – t2)]y(t) dt = f (x), 0 < λ < 1.

Solution:

y(x) = k exp(µx2)
d2

dx2

∫ x

a

exp(–µt2)
(x – t)λ

f (t) dt, k =
sin(πλ)
πλ

.

54.
∫∫ x

a

exp[λ(xβ – tβ)]y(t) dt = f (x).

Solution: y(x) = f ′x(x) – λβxβ–1f (x).

1.3. Equations Whose Kernels Contain Hyperbolic
Functions

1.3-1. Kernels Containing Hyperbolic Cosine

1.
∫∫ x

a

cosh[λ(x – t)]y(t) dt = f (x).

Solution: y(x) = f ′x(x) – λ2
∫ x

a

f (x) dx.

2.
∫∫ x

a

{
cosh[λ(x – t)] – 1

}
y(t) dt = f (x), f (a) = f ′

x(a) = f ′′
xx(x) = 0.

Solution: y(x) =
1
λ2
f ′′′xxx(x) – f ′x(x).
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3.
∫∫ x

a

{
cosh[λ(x – t)] + b

}
y(t) dt = f (x).

For b = 0, see equation 1.3.1. For b = –1, see equation 1.3.2. For λ = 0, see equation 1.1.1.
Differentiating the equation with respect to x, we arrive at an equation of the form 2.3.16:

y(x) +
λ

b + 1

∫ x

a

sinh[λ(x – t)]y(t) dt =
f ′x(x)
b + 1

.

1◦. Solution with b(b + 1) < 0:

y(x) =
f ′x(x)
b + 1

–
λ2

k(b + 1)2

∫ x

a

sin[k(x – t)]f ′t(t) dt, where k = λ

√
–b
b + 1

.

2◦. Solution with b(b + 1) > 0:

y(x) =
f ′x(x)
b + 1

–
λ2

k(b + 1)2

∫ x

a

sinh[k(x – t)]f ′t(t) dt, where k = λ

√
b

b + 1
.

4.
∫∫ x

a

cosh(λx + βt)y(t) dt = f (x).

For β = –λ, see equation 1.3.1.
Differentiating the equation with respect to x twice, we obtain

cosh[(λ+β)x]y(x)+λ
∫ x

a

sinh(λx+βt)y(t) dt = f ′x(x), (1)

{
cosh[(λ+β)x]y(x)

}′
x

+λ sinh[(λ+β)x]y(x)+λ2
∫ x

a

cosh(λx+βt)y(t) dt = f ′′xx(x). (2)

Eliminating the integral term from (2) with the aid of the original equation, we arrive at
the first-order linear ordinary differential equation

w′
x + λ tanh[(λ + β)x]w = f ′′xx(x) – λ2f (x), w = cosh[(λ + β)x]y(x). (3)

Setting x = a in (1) yields the initial conditionw(a) = f ′x(a). On solving equation (3) with this
condition, after some manipulations we obtain the solution of the original integral equation
in the form

y(x) =
1

cosh[(λ + β)x]
f ′x(x) –

λ sinh[(λ + β)x]

cosh2[(λ + β)x]
f (x)

+
λβ

coshk+1[(λ + β)x]

∫ x

a

f (t) coshk–2[(λ + β)t] dt, k =
λ

λ + β
.

5.
∫∫ x

a

[cosh(λx) – cosh(λt)]y(t) dt = f (x).

This is a special case of equation 1.9.2 with g(x) = cosh(λx).

Solution: y(x) =
1
λ

d

dx

[
f ′x(x)

sinh(λx)

]
.

6.
∫∫ x

a

[A cosh(λx) + B cosh(λt)]y(t) dt = f (x).

ForB = –A, see equation 1.3.5. This is a special case of equation 1.9.4 with g(x) = cosh(λx).

Solution: y(x) =
1

A +B
d

dx

{[
cosh(λx)

]–
A

A+B

∫ x

a

[
cosh(λt)

]–
B

A+B f ′t(t) dt

}
.
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7.
∫∫ x

a

[
A cosh(λx) + B cosh(µt) + C

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A cosh(λx) and h(t) = B cosh(µt) + C.

8.
∫∫ x

a

{
A1 cosh[λ1(x – t)] + A2 cosh[λ2(x – t)]

}
y(t) dt = f (x).

The equation is equivalent to the equation∫ x

a

{
B1 sinh[λ1(x – t)] +B2 sinh[λ2(x – t)]

}
y(t) dt = F (x),

B1 =
A1

λ1
, B2 =

A2

λ2
, F (x) =

∫ x

a

f (t) dt,

of the form 1.3.41. (Differentiating this equation yields the original equation.)

9.
∫∫ x

a

cosh2[λ(x – t)]y(t) dt = f (x).

Differentiation yields an equation of the form 2.3.16:

y(x) + λ
∫ x

a

sinh[2λ(x – t)]y(t) dt = f ′x(x).

Solution:

y(x) = f ′x(x) –
2λ2

k

∫ x

a

sinh[k(x – t)]f ′t(t) dt, where k = λ
√

2.

10.
∫∫ x

a

[
cosh2(λx) – cosh2(λt)

]
y(t) dt = f (x), f (a) = f ′

x(a) = 0.

Solution: y(x) =
1
λ

d

dx

[
f ′x(x)

sinh(2λx)

]
.

11.
∫∫ x

a

[
A cosh2(λx) + B cosh2(λt)

]
y(t) dt = f (x).

ForB = –A, see equation 1.3.10. This is a special case of equation 1.9.4 with g(x) = cosh2(λx).
Solution:

y(x) =
1

A +B
d

dx

{[
cosh(λx)

]– 2A
A+B

∫ x

a

[
cosh(λt)

]– 2B
A+B f ′t(t) dt

}
.

12.
∫∫ x

a

[
A cosh2(λx) + B cosh2(µt) + C

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A cosh2(λx), and h(t) = B cosh2(µt) +C.

13.
∫∫ x

a

cosh[λ(x – t)] cosh[λ(x + t)]y(t) dt = f (x).

Using the formula

cosh(α – β) cosh(α + β) = 1
2 [cos(2α) + cos(2β)], α = λx, β = λt,

we transform the original equation to an equation of the form 1.4.6 with A = B = 1:∫ x

a

[cosh(2λx) + cosh(2λt)]y(t) dt = 2f (x).

Solution:

y(x) =
d

dx

[
1√

cosh(2λx)

∫ x

a

f ′t(t) dt√
cosh(2λt)

]
.
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14.
∫∫ x

a

[cosh(λx) cosh(µt) + cosh(βx) cosh(γt)]y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = cosh(λx), h1(t) = cosh(µt), g2(x) =
cosh(βx), and h2(t) = cosh(γt).

15.
∫∫ x

a

cosh3[λ(x – t)]y(t) dt = f (x).

Using the formula cosh3 β = 1
4 cosh 3β + 3

4 coshβ, we arrive at an equation of the form 1.3.8:

∫ x

a

{
1
4 cosh[3λ(x – t)] + 3

4 cosh[λ(x – t)]
}
y(t) dt = f (x).

16.
∫∫ x

a

[
cosh3(λx) – cosh3(λt)

]
y(t) dt = f (x), f (a) = f ′

x(a) = 0.

Solution: y(x) =
1

3λ
d

dx

[
f ′x(x)

sinh(λx) cosh2(λx)

]
.

17.
∫∫ x

a

[
A cosh3(λx) + B cosh3(λt)

]
y(t) dt = f (x).

ForB = –A, see equation 1.3.16. This is a special case of equation 1.9.4 with g(x) = cosh3(λx).
Solution:

y(x) =
1

A +B
d

dx

{[
cosh(λx)

]– 3A
A+B

∫ x

a

[
cosh(λt)

]– 3B
A+B f ′t(t) dt

}
.

18.
∫∫ x

a

[
A cosh2(λx) cosh(µt) + B cosh(βx) cosh2(γt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = A cosh2(λx), h1(t) = cosh(µt), g2(x) =
B cosh(βx), and h2(t) = cosh2(γt).

19.
∫∫ x

a

cosh4[λ(x – t)]y(t) dt = f (x).

Let us transform the kernel of the integral equation using the formula

cosh4 β = 1
8 cosh 4β + 1

2 cosh 2β + 3
8 , where β = λ(x – t),

and differentiate the resulting equation with respect to x. Then we obtain an equation of the
form 2.3.18:

y(x) + λ
∫ x

a

{
1
2 sinh[4λ(x – t)] + sinh[2λ(x – t)]

}
y(t) dt = f ′x(x).

20.
∫∫ x

a

[cosh(λx) – cosh(λt)]ny(t) dt = f (x), n = 1, 2, . . .

The right-hand side of the equation is assumed to satisfy the conditions f (a) = f ′x(a) = · · · =
f (n)

x (a) = 0.

Solution: y(x) =
sinh(λx)
λnn!

[
1

sinh(λx)
d

dx

]n+1

f (x).
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21.
∫∫ x

a

√
coshx – cosh t y(t) dt = f (x).

Solution:

y(x) =
2
π

sinhx
( 1

sinhx
d

dx

)2
∫ x

a

sinh t f (t) dt√
coshx – cosh t

.

22.
∫∫ x

a

y(t) dt
√

coshx – cosh t
= f (x).

Solution:

y(x) =
1
π

d

dx

∫ x

a

sinh t f (t) dt√
coshx – cosh t

.

23.
∫∫ x

a

(coshx – cosh t)λy(t) dt = f (x), 0 < λ < 1.

Solution:

y(x) = k sinhx
( 1

sinhx
d

dx

)2
∫ x

a

sinh t f (t) dt
(coshx – cosh t)λ

, k =
sin(πλ)
πλ

.

24.
∫∫ x

a

(coshµ x – coshµ t)y(t) dt = f (x).

This is a special case of equation 1.9.2 with g(x) = coshµ x.

Solution: y(x) =
1
µ

d

dx

[
f ′x(x)

sinhx coshµ–1 x

]
.

25.
∫∫ x

a

(
A coshµ x + B coshµ t

)
y(t) dt = f (x).

ForB = –A, see equation 1.3.24. This is a special case of equation 1.9.4 with g(x) = coshµ x.
Solution:

y(x) =
1

A +B
d

dx

{[
cosh(λx)

]– Aµ
A+B

∫ x

a

[
cosh(λt)

]– Bµ
A+B f ′t(t) dt

}
.

26.
∫∫ x

a

y(t) dt

(coshx – cosh t)λ
= f (x), 0 < λ < 1.

Solution:

y(x) =
sin(πλ)
π

d

dx

∫ x

a

sinh t f (t) dt
(coshx – cosh t)1–λ

.

27.
∫∫ x

a

(x – t) cosh[λ(x – t)]y(t) dt = f (x), f (a) = f ′
x(a) = 0.

Differentiating the equation twice yields

y(x) + 2λ
∫ x

a

sinh[λ(x – t)]y(t) dt + λ2
∫ x

a

(x – t) cosh[λ(x – t)]y(t) dt = f ′′xx(x).

Eliminating the third term on the right-hand side with the aid of the original equation, we
arrive at an equation of the form 2.3.16:

y(x) + 2λ
∫ x

a

sinh[λ(x – t)]y(t) dt = f ′′xx(x) – λ2f (x).
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28.
∫∫ x

a

cosh
(
λ

√
x – t

)
√
x – t

y(t) dt = f (x).

Solution:

y(x) =
1
π

d

dx

∫ x

a

cos
(
λ
√
x – t

)
√
x – t

f (t) dt.

29.
∫∫ x

0

cosh
(
λ

√
x2 – t2

)
√
x2 – t2

y(t) dt = f (x).

Solution:

y(x) =
2
π

d

dx

∫ x

0
t

cos
(
λ
√
x2 – t2

)
√
x2 – t2

f (t) dt.

30.
∫∫ ∞

x

cosh
(
λ

√
t2 – x2

)
√
t2 – x2

y(t) dt = f (x).

Solution:

y(x) = –
2
π

d

dx

∫ ∞

x

t
cos

(
λ
√
t2 – x2

)
√
t2 – x2

f (t) dt.

31.
∫∫ x

a

[
Axβ + B coshγ(λt) + C]y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = Axβ and h(t) = B coshγ(λt) + C.

32.
∫∫ x

a

[
A coshγ(λx) + Btβ + C]y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A coshγ(λx) and h(t) = Btβ + C.

33.
∫∫ x

a

(
Axλ coshµ t + Btβ coshγ x

)
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) =Axλ, h1(t) = coshµ t, g2(x) =B coshγ x,
and h2(t) = tβ .

1.3-2. Kernels Containing Hyperbolic Sine

34.
∫∫ x

a

sinh[λ(x – t)]y(t) dt = f (x), f (a) = f ′
x(a) = 0.

Solution: y(x) =
1
λ
f ′′xx(x) – λf (x).

35.
∫∫ x

a

{
sinh[λ(x – t)] + b

}
y(t) dt = f (x).

Differentiating the equation with respect to x, we arrive at an equation of the form 2.3.3:

y(x) +
λ

b

∫ x

a

cosh[λ(x – t)]y(t) dt =
1
b
f ′x(x).

Solution:

y(x) =
1
b
f ′x(x) +

∫ x

a

R(x – t)f ′t(t) dt,

R(x) =
λ

b2
exp

(
–
λx

2b

)[
λ

2bk
sinh(kx) – cosh(kx)

]
, k =

λ
√

1 + 4b2

2b
.
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36.
∫∫ x

a

sinh(λx + βt)y(t) dt = f (x).

For β = –λ, see equation 1.3.34. Assume that β ≠ –λ.
Differentiating the equation with respect to x twice yields

sinh[(λ + β)x]y(x) + λ
∫ x

a

cosh(λx + βt)y(t) dt = f ′x(x), (1)

{
sinh[(λ + β)x]y(x)

}′
x

+ λ cosh[(λ + β)x]y(x) + λ2
∫ x

a

sinh(λx + βt)y(t) dt = f ′′xx(x). (2)

Eliminating the integral term from (2) with the aid of the original equation, we arrive at the
first-order linear ordinary differential equation

w′
x + λ coth[(λ + β)x]w = f ′′xx(x) – λ2f (x), w = sinh[(λ + β)x]y(x). (3)

Setting x = a in (1) yields the initial conditionw(a) = f ′x(a). On solving equation (3) with this
condition, after some manipulations we obtain the solution of the original integral equation
in the form

y(x) =
1

sinh[(λ + β)x]
f ′x(x) –

λ cosh[(λ + β)x]

sinh2[(λ + β)x]
f (x)

–
λβ

sinhk+1[(λ + β)x]

∫ x

a

f (t) sinhk–2[(λ + β)t] dt, k =
λ

λ + β
.

37.
∫∫ x

a

[sinh(λx) – sinh(λt)]y(t) dt = f (x), f (a) = f ′
x(a) = 0.

This is a special case of equation 1.9.2 with g(x) = sinh(λx).

Solution: y(x) =
1
λ

d

dx

[
f ′x(x)

cosh(λx)

]
.

38.
∫∫ x

a

[A sinh(λx) + B sinh(λt)]y(t) dt = f (x).

ForB = –A, see equation 1.3.37. This is a special case of equation 1.9.4 with g(x) = sinh(λx).

Solution: y(x) =
1

A +B
d

dx

{[
sinh(λx)

]–
A

A+B

∫ x

a

[
sinh(λt)

]–
B

A+B f ′t(t) dt

}
.

39.
∫∫ x

a

[A sinh(λx) + B sinh(µt)]y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A sinh(λx), and h(t) = B sinh(µt).

40.
∫∫ x

a

{
µ sinh[λ(x – t)] – λ sinh[µ(x – t)]

}
y(t) dt = f (x).

It is assumed that f (a) = f ′x(a) = f ′′xx(a) = f ′′′xxx(a) = 0.
Solution:

y(x) =
f ′′′′xxxx – (λ2 + µ2)f ′′xx + λ2µ2f

µλ3 – λµ3
, f = f (x).
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41.
∫∫ x

a

{
A1 sinh[λ1(x – t)] + A2 sinh[λ2(x – t)]

}
y(t) dt = f (x), f (a) = f ′

x(a) = 0.

1◦. Introduce the notation

I1 =
∫ x

a

sinh[λ1(x – t)]y(t) dt, I2 =
∫ x

a

sinh[λ2(x – t)]y(t) dt,

J1 =
∫ x

a

cosh[λ1(x – t)]y(t) dt, J2 =
∫ x

a

cosh[λ2(x – t)]y(t) dt.

Let us successively differentiate the integral equation four times. As a result, we have (the
first line is the original equation):

A1I1 +A2I2 = f , f = f (x), (1)

A1λ1J1 +A2λ2J2 = f ′x, (2)

(A1λ1 +A2λ2)y +A1λ
2
1I1 +A2λ

2
2I2 = f ′′xx, (3)

(A1λ1 +A2λ2)y′x +A1λ
3
1J1 +A2λ

3
2J2 = f ′′′xxx, (4)

(A1λ1 +A2λ2)y′′xx + (A1λ
3
1 +A2λ

3
2)y +A1λ

4
1I1 +A2λ

4
2I2 = f ′′′′xxxx. (5)

Eliminating I1 and I2 from (1), (3), and (5), we arrive at the following second-order linear
ordinary differential equation with constant coefficients:

(A1λ1 +A2λ2)y′′xx – λ1λ2(A1λ2 +A2λ1)y = f ′′′′xxxx – (λ2
1 + λ2

2)f ′′xx + λ2
1λ

2
2f . (6)

The initial conditions can be obtained by substituting x = a into (3) and (4):

(A1λ1 +A2λ2)y(a) = f ′′xx(a), (A1λ1 +A2λ2)y′x(a) = f ′′′xxx(a). (7)

Solving the differential equation (6) under conditions (7) allows us to find the solution of the
integral equation.

2◦. Denote

∆ = λ1λ2
A1λ2 +A2λ1

A1λ1 +A2λ2
.

2.1. Solution for ∆ > 0:

(A1λ1 +A2λ2)y(x) = f ′′xx(x) +Bf (x) + C
∫ x

a

sinh[k(x – t)]f (t) dt,

k =
√

∆, B = ∆ – λ2
1 – λ2

2, C =
1√
∆

[
∆2 – (λ2

1 + λ2
2)∆ + λ2

1λ
2
2

]
.

2.2. Solution for ∆ < 0:

(A1λ1 +A2λ2)y(x) = f ′′xx(x) +Bf (x) + C
∫ x

a

sin[k(x – t)]f (t) dt,

k =
√

–∆, B = ∆ – λ2
1 – λ2

2, C =
1√
–∆

[
∆2 – (λ2

1 + λ2
2)∆ + λ2

1λ
2
2

]
.

2.3. Solution for ∆ = 0:

(A1λ1 +A2λ2)y(x) = f ′′xx(x) – (λ2
1 + λ2

2)f (x) + λ2
1λ

2
2

∫ x

a

(x – t)f (t) dt.

2.4. Solution for ∆ = ∞:

y(x) =
f ′′′′xxxx – (λ2

1 + λ2
2)f ′′xx + λ2

1λ
2
2f

A1λ
3
1 +A2λ

3
2

, f = f (x).

In the last case, the relation A1λ1 + A2λ2 = 0 is valid, and the right-hand side of the
integral equation is assumed to satisfy the conditions f (a) = f ′x(a) = f ′′xx(a) = f ′′′xxx(a) = 0.
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42.
∫∫ x

a

{
A sinh[λ(x – t)] + B sinh[µ(x – t)] + C sinh[β(x – t)]

}
y(t) dt = f (x).

It assumed that f (a) = f ′x(a) = 0. Differentiating the integral equation twice yields

(Aλ +Bµ + Cβ)y(x) +
∫ x

a

{
Aλ2 sinh[λ(x – t)] +Bµ2 sinh[µ(x – t)]

}
y(t) dt

+ Cβ2
∫ x

a

sinh[β(x – t)]y(t) dt = f ′′xx(x).

Eliminating the last integral with the aid of the original equation, we arrive at an equation of
the form 2.3.18:

(Aλ +Bµ + Cβ)y(x)

+
∫ x

a

{
A(λ2 – β2) sinh[λ(x – t)] +B(µ2 – β2) sinh[µ(x – t)]

}
y(t) dt = f ′′xx(x) – β2f (x).

In the special case Aλ +Bµ + Cβ = 0, this is an equation of the form 1.3.41.

43.
∫∫ x

a

sinh2[λ(x – t)]y(t) dt = f (x), f (a) = f ′
x(a) = f ′′

xx(a) = 0.

Differentiating yields an equation of the form 1.3.34:∫ x

a

sinh[2λ(x – t)]y(t) dt =
1
λ
f ′x(x).

Solution: y(x) = 1
2λ

–2f ′′′xxx(x) – 2f ′x(x).

44.
∫∫ x

a

[
sinh2(λx) – sinh2(λt)

]
y(t) dt = f (x), f (a) = f ′

x(a) = 0.

Solution: y(x) =
1
λ

d

dx

[
f ′x(x)

sinh(2λx)

]
.

45.
∫∫ x

a

[
A sinh2(λx) + B sinh2(λt)

]
y(t) dt = f (x).

ForB = –A, see equation 1.3.44. This is a special case of equation 1.9.4 with g(x) = sinh2(λx).
Solution:

y(x) =
1

A +B
d

dx

{[
sinh(λx)

]– 2A
A+B

∫ x

a

[
sinh(λt)

]– 2B
A+B f ′t(t) dt

}
.

46.
∫∫ x

a

[
A sinh2(λx) + B sinh2(µt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A sinh2(λx) and h(t) = B sinh2(µt).

47.
∫∫ x

a

sinh[λ(x – t)] sinh[λ(x + t)]y(t) dt = f (x).

Using the formula

sinh(α – β) sinh(α + β) = 1
2 [cosh(2α) – cosh(2β)], α = λx, β = λt,

we reduce the original equation to an equation of the form 1.3.5:∫ x

a

[cosh(2λx) – cosh(2λt)]y(t) dt = 2f (x).

Solution: y(x) =
1
λ

d

dx

[
f ′x(x)

sinh(2λx)

]
.
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48.
∫∫ x

a

[
A sinh(λx) sinh(µt) + B sinh(βx) sinh(γt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = A sinh(λx), h1(t) = sinh(µt), g2(x) =
B sinh(βx), and h2(t) = sinh(γt).

49.
∫∫ x

a

sinh3[λ(x – t)]y(t) dt = f (x), f (a) = f ′
x(a) = f ′′

xx(a) = f ′′′
xxx(a) = 0.

Using the formula sinh3 β = 1
4 sinh 3β – 3

4 sinhβ, we arrive at an equation of the form 1.3.41:∫ x

a

{
1
4 sinh[3λ(x – t)] – 3

4 sinh[λ(x – t)]
}
y(t) dt = f (x).

50.
∫∫ x

a

[
sinh3(λx) – sinh3(λt)

]
y(t) dt = f (x), f (a) = f ′

x(a) = 0.

This is a special case of equation 1.9.2 with g(x) = sinh3(λx).

51.
∫∫ x

a

[
A sinh3(λx) + B sinh3(λt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.4 with g(x) = sinh3(λx).
Solution:

y(x) =
1

A +B
d

dx

{[
sinh(λx)

]– 3A
A+B

∫ x

a

[
sinh(λt)

]– 3B
A+B f ′t(t) dt

}
.

52.
∫∫ x

a

[
A sinh2(λx) sinh(µt) + B sinh(βx) sinh2(γt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = A sinh2(λx), h1(t) = sinh(µt), g2(x) =
B sinh(βx), and h2(t) = sinh2(γt).

53.
∫∫ x

a

sinh4[λ(x – t)]y(t) dt = f (x).

It is assumed that f (a) = f ′x(a) = · · · = f ′′′′xxxx(a) = 0.
Let us transform the kernel of the integral equation using the formula

sinh4 β = 1
8 cosh 4β – 1

2 cosh 2β + 3
8 , where β = λ(x – t),

and differentiate the resulting equation with respect to x. Then we arrive at an equation of
the form 1.3.41:

λ

∫ x

a

{
1
2 sinh[4λ(x – t)] – sinh[2λ(x – t)]

}
y(t) dt = f ′x(x).

54.
∫∫ x

a

sinhn[λ(x – t)]y(t) dt = f (x), n = 2, 3, . . .

It is assumed that f (a) = f ′x(a) = · · · = f (n)
x (a) = 0.

Let us differentiate the equation with respect to x twice and transform the kernel of the
resulting integral equation using the formula cosh2 β = 1 + sinh2 β, where β = λ(x – t). Then
we have

λ2n2
∫ x

a

sinhn[λ(x – t)]y(t) dt + λ2n(n – 1)
∫ x

a

sinhn–2[λ(x – t)]y(t) dt = f ′′xx(x).
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Eliminating the first term on the left-hand side with the aid of the original equation, we obtain

∫ x

a

sinhn–2[λ(x – t)]y(t) dt =
1

λ2n(n – 1)

[
f ′′xx(x) – λ2n2f (x)

]
.

This equation has the same form as the original equation, but the exponent of the kernel has
been reduced by two.

By applying this technique sufficiently many times, we finally arrive at simple integral
equations of the form 1.1.1 (for even n) or 1.3.34 (for odd n).

55.
∫∫ x

a

sinh
(
λ

√
x – t

)
y(t) dt = f (x).

Solution:

y(x) =
2
πλ

d2

dx2

∫ x

a

cos
(
λ
√
x – t

)
√
x – t

f (t) dt.

56.
∫∫ x

a

√
sinhx – sinh t y(t) dt = f (x).

Solution:

y(x) =
2
π

coshx
( 1

coshx
d

dx

)2
∫ x

a

cosh t f (t) dt√
sinhx – sinh t

.

57.
∫∫ x

a

y(t) dt
√

sinhx – sinh t
= f (x).

Solution:

y(x) =
1
π

d

dx

∫ x

a

cosh t f (t) dt√
sinhx – sinh t

.

58.
∫∫ x

a

(sinhx – sinh t)λy(t) dt = f (x), 0 < λ < 1.

Solution:

y(x) = k coshx
( 1

coshx
d

dx

)2
∫ x

a

cosh t f (t) dt
(sinhx – sinh t)λ

, k =
sin(πλ)
πλ

.

59.
∫∫ x

a

(sinhµ x – sinhµ t)y(t) dt = f (x).

This is a special case of equation 1.9.2 with g(x) = sinhµ x.

Solution: y(x) =
1
µ

d

dx

[ f ′x(x)

coshx sinhµ–1 x

]
.

60.
∫∫ x

a

[
A sinhµ(λx) + B sinhµ(λt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.4 with g(x) = sinhµ(λx).
Solution with B ≠ –A:

y(x) =
1

A +B
d

dx

{[
sinh(λx)

]– Aµ
A+B

∫ x

a

[
sinh(λt)

]– Bµ
A+B f ′t(t) dt

}
.
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61.
∫∫ x

a

y(t) dt

(sinhx – sinh t)λ
= f (x), 0 < λ < 1.

Solution:

y(x) =
sin(πλ)
π

d

dx

∫ x

a

cosh t f (t) dt
(sinhx – sinh t)1–λ

.

62.
∫∫ x

a

(x – t) sinh[λ(x – t)]y(t) dt = f (x), f (a) = f ′
x(a) = f ′′

xx(a) = 0.

Double differentiation yields

2λ
∫ x

a

cosh[λ(x – t)]y(t) dt + λ2
∫ x

a

(x – t) sinh[λ(x – t)]y(t) dt = f ′′xx(x).

Eliminating the second term on the left-hand side with the aid of the original equation, we
arrive at an equation of the form 1.3.1:∫ x

a

cosh[λ(x – t)]y(t) dt =
1

2λ

[
f ′′xx(x) – λ2f (x)

]
.

Solution:

y(x) =
1

2λ
f ′′′xxx(x) – λf ′x(x) + 1

2λ
3
∫ x

a

f (t) dt.

63.
∫∫ x

a

[
Axβ + B sinhγ(λt) + C]y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = Axβ and h(t) = B sinhγ(λt) + C.

64.
∫∫ x

a

[
A sinhγ(λx) + Btβ + C]y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A sinhγ(λx) and h(t) = Btβ + C.

65.
∫∫ x

a

(
Axλ sinhµ t + Btβ sinhγ x

)
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = Axλ, h1(t) = sinhµ t, g2(x) = B sinhγ x,
and h2(t) = tβ .

1.3-3. Kernels Containing Hyperbolic Tangent

66.
∫∫ x

a

[
tanh(λx) – tanh(λt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.2 with g(x) = tanh(λx).

Solution: y(x) =
1
λ

[
cosh2(λx)f ′x(x)

]′
x

.

67.
∫∫ x

a

[
A tanh(λx) + B tanh(λt)

]
y(t) dt = f (x).

ForB = –A, see equation 1.3.66. This is a special case of equation 1.9.4 with g(x) = tanh(λx).

Solution: y(x) =
1

A +B
d

dx

{[
tanh(λx)

]–
A

A+B

∫ x

a

[
tanh(λt)

]–
B

A+B f ′t(t) dt

}
.
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68.
∫∫ x

a

[
A tanh(λx) + B tanh(µt) + C

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A tanh(λx) and h(t) = B tanh(µt) + C.

69.
∫∫ x

a

[
tanh2(λx) – tanh2(λt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.2 with g(x) = tanh2(λx).

Solution: y(x) =
d

dx

[
cosh3(λx)f ′x(x)

2λ sinh(λx)

]
.

70.
∫∫ x

a

[
A tanh2(λx) + B tanh2(λt)

]
y(t) dt = f (x).

ForB = –A, see equation 1.3.69. This is a special case of equation 1.9.4 with g(x) = tanh2(λx).

Solution: y(x) =
1

A +B
d

dx

{[
tanh(λx)

]–
2A

A+B

∫ x

a

[
tanh(λt)

]–
2B

A+B f ′t(t) dt

}
.

71.
∫∫ x

a

[
A tanh2(λx) + B tanh2(µt) + C

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A tanh2(λx) and h(t) = B tanh2(µt) + C.

72.
∫∫ x

a

[
tanh(λx) – tanh(λt)

]n
y(t) dt = f (x), n = 1, 2, . . .

The right-hand side of the equation is assumed to satisfy the conditions f (a) = f ′x(a) = · · · =
f (n)

x (a) = 0.

Solution: y(x) =
1

λnn! cosh2(λx)

[
cosh2(λx)

d

dx

]n+1

f (x).

73.
∫∫ x

a

√
tanhx – tanh t y(t) dt = f (x).

Solution:

y(x) =
2

π cosh2 x

(
cosh2 x

d

dx

)2
∫ x

a

f (t) dt

cosh2 t
√

tanhx – tanh t
.

74.
∫∫ x

a

y(t) dt
√

tanhx – tanh t
= f (x).

Solution:

y(x) =
1
π

d

dx

∫ x

a

f (t) dt

cosh2 t
√

tanhx – tanh t
.

75.
∫∫ x

a

(tanhx – tanh t)λy(t) dt = f (x), 0 < λ < 1.

Solution:

y(x) =
sin(πλ)

πλ cosh2 x

(
cosh2 x

d

dx

)2
∫ x

a

f (t) dt

cosh2 t (tanhx – tanh t)λ
.
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76.
∫∫ x

a

(tanhµ x – tanhµ t)y(t) dt = f (x).

This is a special case of equation 1.9.2 with g(x) = tanhµ x.

Solution: y(x) =
1
µ

d

dx

[
coshµ+1 xf ′x(x)

sinhµ–1 x

]
.

77.
∫∫ x

a

(
A tanhµ x + B tanhµ t

)
y(t) dt = f (x).

ForB = –A, see equation 1.3.76. This is a special case of equation 1.9.4 with g(x) = tanhµ x.
Solution:

y(x) =
1

A +B
d

dx

{[
tanh(λx)

]– Aµ
A+B

∫ x

a

[
tanh(λt)

]– Bµ
A+B f ′t(t) dt

}
.

78.
∫∫ x

a

y(t) dt

[tanh(λx) – tanh(λt)]µ
= f (x), 0 < µ < 1.

This is a special case of equation 1.9.42 with g(x) = tanh(λx) and h(x) ≡ 1.
Solution:

y(x) =
λ sin(πµ)

π

d

dx

∫ x

a

f (t) dt

cosh2(λt)[tanh(λx) – tanh(λt)]1–µ
.

79.
∫∫ x

a

[
Axβ + B tanhγ(λt) + C]y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = Axβ and h(t) = B tanhγ(λt) + C.

80.
∫∫ x

a

[
A tanhγ(λx) + Btβ + C]y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A tanhγ(λx) and h(t) = Btβ + C.

81.
∫∫ x

a

(
Axλ tanhµ t + Btβ tanhγ x

)
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = Axλ, h1(t) = tanhµ t, g2(x) =B tanhγ x,
and h2(t) = tβ .

1.3-4. Kernels Containing Hyperbolic Cotangent

82.
∫∫ x

a

[
coth(λx) – coth(λt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.2 with g(x) = coth(λx).

Solution: y(x) = –
1
λ

d

dx

[
sinh2(λx)f ′x(x)

]
.

83.
∫∫ x

a

[
A coth(λx) + B coth(λt)

]
y(t) dt = f (x).

ForB = –A, see equation 1.3.82. This is a special case of equation 1.9.4 with g(x) = coth(λx).

Solution: y(x) =
1

A +B
d

dx

{[
tanh(λx)

] A
A+B

∫ x

a

[
tanh(λt)

] B
A+B f ′t(t) dt

}
.
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84.
∫∫ x

a

[
A coth(λx) + B coth(µt) + C

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A coth(λx) and h(t) = B coth(µt) + C.

85.
∫∫ x

a

[
coth2(λx) – coth2(λt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.2 with g(x) = coth2(λx).

Solution: y(x) = –
d

dx

[
sinh3(λx)f ′x(x)

2λ cosh(λx)

]
.

86.
∫∫ x

a

[
A coth2(λx) + B coth2(λt)

]
y(t) dt = f (x).

ForB = –A, see equation 1.3.85. This is a special case of equation 1.9.4 with g(x) = coth2(λx).

Solution: y(x) =
1

A +B
d

dx

{[
tanh(λx)

] 2A
A+B

∫ x

a

[
tanh(λt)

] 2B
A+B f ′t(t) dt

}
.

87.
∫∫ x

a

[
A coth2(λx) + B coth2(µt) + C

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A coth2(λx) and h(t) = B coth2(µt) + C.

88.
∫∫ x

a

[
coth(λx) – coth(λt)

]n
y(t) dt = f (x), n = 1, 2, . . .

The right-hand side of the equation is assumed to satisfy the conditions f (a) = f ′x(a) = · · · =
f (n)

x (a) = 0.

Solution: y(x) =
(–1)n

λnn! sinh2(λx)

[
sinh2(λx)

d

dx

]n+1

f (x).

89.
∫∫ x

a

(cothµ x – cothµ t)y(t) dt = f (x).

This is a special case of equation 1.9.2 with g(x) = cothµ x.

Solution: y(x) = –
1
µ

d

dx

[
sinhµ+1 xf ′x(x)

coshµ–1 x

]
.

90.
∫∫ x

a

(
A cothµ x + B cothµ t

)
y(t) dt = f (x).

ForB = –A, see equation 1.3.89. This is a special case of equation 1.9.4 with g(x) = cothµ x.
Solution:

y(x) =
1

A +B
d

dx

{∣∣tanhx
∣∣ Aµ

A+B

∫ x

a

∣∣tanh t
∣∣ Bµ

A+B f ′t(t) dt

}
.

91.
∫∫ x

a

[
Axβ + B cothγ(λt) + C]y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = Axβ and h(t) = B cothγ(λt) + C.

92.
∫∫ x

a

[
A cothγ(λx) + Btβ + C]y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A cothγ(λx) and h(t) = Btβ + C.
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93.
∫∫ x

a

(
Axλ cothµ t + Btβ cothγ x

)
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = Axλ, h1(t) = cothµ t, g2(x) =B cothγ x,
and h2(t) = tβ .

1.3-5. Kernels Containing Combinations of Hyperbolic Functions

94.
∫∫ x

a

{
cosh[λ(x – t)] + A sinh[µ(x – t)]

}
y(t) dt = f (x).

Let us differentiate the equation with respect to x and then eliminate the integral with the
hyperbolic cosine. As a result, we arrive at an equation of the form 2.3.16:

y(x) + (λ –A2µ)
∫ x

a

sinh[µ(x – t)]y(t) dt = f ′x(x) –Aµf (x).

95.
∫∫ x

a

[
A cosh(λx) + B sinh(µt) + C

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A cosh(λx) and h(t) = B sinh(µt) + C.

96.
∫∫ x

a

[
A cosh2(λx) + B sinh2(µt) + C

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = cosh2(λx) and h(t) = B sinh2(µt) + C.

97.
∫∫ x

a

sinh[λ(x – t)] cosh[λ(x + t)]y(t) dt = f (x).

Using the formula

sinh(α – β) cosh(α + β) = 1
2

[
sinh(2α) – sinh(2β)

]
, α = λx, β = λt,

we reduce the original equation to an equation of the form 1.3.37:

∫ x

a

[
sinh(2λx) – sinh(2λt)

]
y(t) dt = 2f (x).

Solution: y(x) =
1
λ

d

dx

[
f ′x(x)

cosh(2λx)

]
.

98.
∫∫ x

a

cosh[λ(x – t)] sinh[λ(x + t)]y(t) dt = f (x).

Using the formula

cosh(α – β) sinh(α + β) = 1
2

[
sinh(2α) + sinh(2β)

]
, α = λx, β = λt,

we reduce the original equation to an equation of the form 1.3.38 with A = B = 1:

∫ x

a

[
sinh(2λx) + sinh(2λt)

]
y(t) dt = 2f (x).

Page 36

© 1998 by CRC Press LLC



99.
∫∫ x

a

[
A cosh(λx) sinh(µt) + B cosh(βx) sinh(γt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = A cosh(λx), h1(t) = sinh(µt), g2(x) =
B cosh(βx), and h2(t) = sinh(γt).

100.
∫∫ x

a

[
sinh(λx) cosh(µt) + sinh(βx) cosh(γt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = sinh(λx), h1(t) = cosh(µt), g2(x) =
sinh(βx), and h2(t) = cosh(γt).

101.
∫∫ x

a

[
cosh(λx) cosh(µt) + sinh(βx) sinh(γt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = cosh(λx), h1(t) = cosh(µt), g2(x) =
sinh(βx), and h2(t) = sinh(γt).

102.
∫∫ x

a

[
A coshβ(λx) + B sinhγ(µt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A coshβ(λx) and h(t) = B sinhγ(µt).

103.
∫∫ x

a

[
A sinhβ(λx) + B coshγ(µt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A sinhβ(λx) and h(t) = B coshγ(µt).

104.
∫∫ x

a

(
Axλ coshµ t + Btβ sinhγ x

)
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) =Axλ, h1(t) = coshµ t, g2(x) =B sinhγ x,
and h2(t) = tβ .

105.
∫∫ x

a

{
(x – t) sinh[λ(x – t)] – λ(x – t)2 cosh[λ(x – t)]

}
y(t) dt = f (x).

Solution:

y(x) =
∫ x

a

g(t) dt,

where

g(t) =

√
π

2λ
1

64λ5

(
d2

dt2
– λ2

)6 ∫ t

a

(t – τ )
5
2 I 5

2
[λ(t – τ )] f (τ ) dτ .

106.
∫∫ x

a

{
sinh[λ(x – t)]

x – t
– λ cosh[λ(x – t)]

}
y(t) dt = f (x).

Solution:

y(x) =
1

2λ4

(
d2

dx2
– λ2

)3 ∫ x

a

sinh[λ(x – t)]f (t) dt.

107.
∫∫ x

a

[
sinh

(
λ

√
x – t

)
– λ

√
x – t cosh

(
λ

√
x – t

)]
y(t) dt = f (x), f (a) = f ′

x(a) = 0.

Solution:

y(x) = –
4
πλ3

d3

dx3

∫ x

a

cos
(
λ
√
x – t

)
√
x – t

f (t) dt.
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108.
∫∫ x

a

(
Axλ sinhµ t + Btβ coshγ x

)
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) =Axλ, h1(t) = sinhµ t, g2(x) =B coshγ x,
and h2(t) = tβ .

109.
∫∫ x

a

[
A tanh(λx) + B coth(µt) + C

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A tanh(λx) and h(t) = B coth(µt) + C.

110.
∫∫ x

a

[
A tanh2(λx) + B coth2(µt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = tanh2(λx) and h(t) = B coth2(µt).

111.
∫∫ x

a

[
tanh(λx) coth(µt) + tanh(βx) coth(γt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = tanh(λx), h1(t) = coth(µt), g2(x) =
tanh(βx), and h2(t) = coth(γt).

112.
∫∫ x

a

[
coth(λx) tanh(µt) + coth(βx) tanh(γt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = coth(λx), h1(t) = tanh(µt), g2(x) =
coth(βx), and h2(t) = tanh(γt).

113.
∫∫ x

a

[
tanh(λx) tanh(µt) + coth(βx) coth(γt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = tanh(λx), h1(t) = tanh(µt), g2(x) =
coth(βx), and h2(t) = coth(γt).

114.
∫∫ x

a

[
A tanhβ(λx) + B cothγ(µt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A tanhβ(λx) and h(t) = B cothγ(µt).

115.
∫∫ x

a

[
A cothβ(λx) + B tanhγ(µt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A cothβ(λx) and h(t) = B tanhγ(µt).

116.
∫∫ x

a

(
Axλ tanhµ t + Btβ cothγ x

)
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = Axλ, h1(t) = tanhµ t, g2(x) =B cothγ x,
and h2(t) = tβ .

117.
∫∫ x

a

(
Axλ cothµ t + Btβ tanhγ x

)
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = Axλ, h1(t) = cothµ t, g2(x) =B tanhγ x,
and h2(t) = tβ .
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1.4. Equations Whose Kernels Contain Logarithmic
Functions

1.4-1. Kernels Containing Logarithmic Functions

1.
∫∫ x

a

(lnx – ln t)y(t) dt = f (x).

This is a special case of equation 1.9.2 with g(x) = lnx.
Solution: y(x) = xf ′′xx(x) + f ′x(x).

2.
∫∫ x

0
ln(x – t)y(t) dt = f (x).

Solution:

y(x) = –
∫ x

0
f ′′tt(t) dt

∫ ∞

0

(x – t)ze–Cz

Γ(z + 1)
dz – f ′x(0)

∫ ∞

0

xze–Cz

Γ(z + 1)
dz,

where C = lim
k→∞

(
1 +

1
2

+ · · · +
1

k + 1
– ln k

)
= 0.5772 . . . is the Euler constant and Γ(z) is

the gamma function.

©• References: M. L. Krasnov, A. I. Kisilev, and G. I. Makarenko (1971), A. G. Butkovskii (1979).

3.
∫∫ x

a

[ln(x – t) + A]y(t) dt = f (x).

Solution:

y(x) = –
d

dx

∫ x

a

νA(x – t)f (t) dt, νA(x) =
d

dx

∫ ∞

0

xze(A–C)z

Γ(z + 1)
dz,

where C = 0.5772 . . . is the Euler constant and Γ(z) is the gamma function.
For a = 0, the solution can be written in the form

y(x) = –
∫ x

0
f ′′tt(t) dt

∫ ∞

0

(x – t)ze(A–C)z

Γ(z + 1)
dz – f ′x(0)

∫ ∞

0

xze(A–C)z

Γ(z + 1)
dz,

©• Reference: S. G. Samko, A. A. Kilbas, and O. I. Marichev (1993).

4.
∫∫ x

a

(A lnx + B ln t)y(t) dt = f (x).

This is a special case of equation 1.9.4 with g(x) = lnx. For B = –A, see equation 1.4.1.
Solution:

y(x) =
sign(lnx)
A +B

d

dx

{∣∣lnx∣∣– A
A+B

∫ x

a

∣∣ln t∣∣– B
A+B f ′t(t) dt

}
.

5.
∫∫ x

a

(A lnx + B ln t + C)y(t) dt = f (x).

This is a special case of equation 1.9.5 with g(x) = x.
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6.
∫∫ x

a

[
ln2(λx) – ln2(λt)

]
y(t) dt = f (x), f (a) = f ′

x(a) = 0.

Solution: y(x) =
d

dx

[
xf ′x(x)
2 ln(λx)

]
.

7.
∫∫ x

a

[
A ln2(λx) + B ln2(λt)

]
y(t) dt = f (x).

For B = –A, see equation 1.4.7. This is a special case of equation 1.9.4 with g(x) = ln2(λx).
Solution:

y(x) =
1

A +B
d

dx

{∣∣ln(λx)
∣∣– 2A

A+B

∫ x

a

∣∣ln(λt)
∣∣– 2B

A+B f ′t(t) dt

}
.

8.
∫∫ x

a

[
A ln2(λx) + B ln2(µt) + C

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = ln2(λx) and h(t) = ln2(µt) + C.

9.
∫∫ x

a

[
ln(x/t)

]n
y(t) dt = f (x), n = 1, 2, . . .

The right-hand side of the equation is assumed to satisfy the conditions f (a) = f ′x(a) = · · · =
f (n)

x (a) = 0.

Solution: y(x) =
1
n!x

(
x
d

dx

)n+1

f (x).

10.
∫∫ x

a

(
ln2 x – ln2 t

)n
y(t) dt = f (x), n = 1, 2, . . .

The right-hand side of the equation is assumed to satisfy the conditions f (a) = f ′x(a) = · · · =
f (n)

x (a) = 0.

Solution: y(x) =
lnx

2nn!x

(
x

lnx
d

dx

)n+1

f (x).

11.
∫∫ x

a

ln
(
x + b

t + b

)
y(t) dt = f (x).

This is a special case of equation 1.9.2 with g(x) = ln(x + b).
Solution: y(x) = (x + b)f ′′xx(x) + f ′x(x).

12.
∫∫ x

a

√
ln(x/t) y(t) dt = f (x).

Solution:

y(x) =
2
πx

(
x
d

dx

)2∫ x

a

f (t) dt

t
√

ln(x/t)
.

13.
∫∫ x

a

y(t) dt√
ln(x/t)

= f (x).

Solution:

y(x) =
1
π

d

dx

∫ x

a

f (t) dt

t
√

ln(x/t)
.
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14.
∫∫ x

a

[
lnµ(λx) – lnµ(λt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.2 with g(x) = lnµ(λx).

Solution: y(x) =
1
µ

d

dx

[
x ln1–µ(λx)f ′x(x)

]
.

15.
∫∫ x

a

[
A lnβ(λx) + B lnγ(µt) + C

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A lnβ(λx) and h(t) = B lnγ(µt) + C.

16.
∫∫ x

a

[ln(x/t)]λy(t) dt = f (x), 0 < λ < 1.

Solution:

y(x) =
k

x

(
x
d

dx

)2∫ x

a

f (t) dt
t[ln(x/t)]λ

, k =
sin(πλ)
πλ

.

17.
∫∫ x

a

y(t) dt

[ln(x/t)]λ
= f (x), 0 < λ < 1.

This is a special case of equation 1.9.42 with g(x) = lnx and h(x) ≡ 1.
Solution:

y(x) =
sin(πλ)
π

d

dx

∫ x

a

f (t) dt
t[ln(x/t)]1–λ

.

1.4-2. Kernels Containing Power-Law and Logarithmic Functions

18.
∫∫ x

a

(x – t)
[
ln(x – t) + A

]
y(t) dt = f (x).

Solution:

y(x) = –
d2

dx2

∫ x

a

νA(x – t)f (t) dt, νA(x) =
d

dx

∫ ∞

0

xze(A–C)z

Γ(z + 1)
dz,

where C = 0.5772 . . . is the Euler constant and Γ(z) is the gamma function.

©• Reference: S. G. Samko, A. A. Kilbas, and O. I. Marichev (1993).

19.
∫∫ x

a

ln(x – t) + A

(x – t)λ
y(t) dt = f (x), 0 < λ < 1.

Solution:

y(x) = –
sin(πλ)
π

d

dx

∫ x

a

F (t) dt
(x – t)1–λ

, F (x) =
∫ x

a

νh(x – t)f (t) dt,

νh(x) =
d

dx

∫ ∞

0

xzehz

Γ(z + 1)
dz, h = A + ψ(1 – λ),

where Γ(z) is the gamma function and ψ(z) =
[
Γ(z)

]′
z

is the logarithmic derivative of the
gamma function.

©• Reference: S. G. Samko, A. A. Kilbas, and O. I. Marichev (1993).
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20.
∫∫ x

a

(
tβ lnλ x – xβ lnλ t)y(t) dt = f (x).

This is a special case of equation 1.9.11 with g(x) = lnλ x and h(t) = tβ .

21.
∫∫ x

a

(
Atβ lnλ x + Bxµ lnγ t)y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = A lnλ x, h1(t) = tβ , g2(x) = Bxµ, and
h2(t) = lnγ t.

22.
∫∫ x

a

ln
(
xµ + b

ctλ + s

)
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = ln(xµ + b) and h(t) = – ln(ctλ + s).

1.5. Equations Whose Kernels Contain Trigonometric
Functions

1.5-1. Kernels Containing Cosine

1.
∫∫ x

a

cos[λ(x – t)]y(t) dt = f (x).

Solution: y(x) = f ′x(x) + λ2
∫ x

a

f (x) dx.

2.
∫∫ x

a

{
cos[λ(x – t)] – 1

}
y(t) dt = f (x), f (a) = f ′

x(a) = f ′′
xx(x) = 0.

Solution: y(x) = –
1
λ2
f ′′′xxx(x) – f ′x(x).

3.
∫∫ x

a

{
cos[λ(x – t)] + b

}
y(t) dt = f (x).

For b = 0, see equation 1.5.1. For b = –1, see equation 1.5.2. For λ = 0, see equation 1.1.1.
Differentiating the equation with respect to x, we arrive at an equation of the form 2.5.16:

y(x) –
λ

b + 1

∫ x

a

sin[λ(x – t)]y(t) dt =
f ′x(x)
b + 1

.

1◦. Solution with b(b + 1) > 0:

y(x) =
f ′x(x)
b + 1

+
λ2

k(b + 1)2

∫ x

a

sin[k(x – t)]f ′t(t) dt, where k = λ

√
b

b + 1
.

2◦. Solution with b(b + 1) < 0:

y(x) =
f ′x(x)
b + 1

+
λ2

k(b + 1)2

∫ x

a

sinh[k(x – t)]f ′t(t) dt, where k = λ

√
–b
b + 1

.
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4.
∫∫ x

a

cos(λx + βt)y(t) dt = f (x).

Differentiating the equation with respect to x twice yields

cos[(λ + β)x]y(x) – λ
∫ x

a

sin(λx + βt)y(t) dt = f ′x(x), (1)

{
cos[(λ + β)x]y(x)

}′
x

– λ sin[(λ + β)x]y(x) – λ2
∫ x

a

cos(λx + βt)y(t) dt = f ′′xx(x). (2)

Eliminating the integral term from (2) with the aid of the original equation, we arrive at
the first-order linear ordinary differential equation

w′
x – λ tan[(λ + β)x]w = f ′′xx(x) + λ2f (x), w = cos[(λ + β)x]y(x). (3)

Setting x= a in (1) yields the initial conditionw(a) = f ′x(a). On solving equation (3) under this
condition, after some transformations we obtain the solution of the original integral equation
in the form

y(x) =
1

cos[(λ + β)x]
f ′x(x) +

λ sin[(λ + β)x]
cos2[(λ + β)x]

f (x)

–
λβ

cosk+1[(λ + β)x]

∫ x

a

f (t) cosk–2[(λ + β)t] dt, k =
λ

λ + β
.

5.
∫∫ x

a

[
cos(λx) – cos(λt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.2 with g(x) = cos(λx).

Solution: y(x) = –
1
λ

d

dx

[
f ′x(x)

sin(λx)

]
.

6.
∫∫ x

a

[
A cos(λx) + B cos(λt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.4 with g(x) = cos(λx). For B = –A, see equation 1.5.5.
Solution with B ≠ –A:

y(x) =
sign cos(λx)
A +B

d

dx

{∣∣cos(λx)
∣∣– A

A+B

∫ x

a

∣∣cos(λt)
∣∣– B

A+B f ′t(t) dt

}
.

7.
∫∫ x

a

[
A cos(λx) + B cos(µt) + C

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A cos(λx) and h(t) = B cos(µt) + C.

8.
∫∫ x

a

{
A1 cos[λ1(x – t)] + A2 cos[λ2(x – t)]

}
y(t) dt = f (x).

The equation is equivalent to the equation∫ x

a

{
B1 sin[λ1(x – t)] +B2 sin[λ2(x – t)]

}
y(t) dt = F (x),

B1 =
A1

λ1
, B2 =

A2

λ2
, F (x) =

∫ x

a

f (t) dt.

which has the form 1.5.41. (Differentiation of this equation yields the original integral
equation.)
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9.
∫∫ x

a

cos2[λ(x – t)]y(t) dt = f (x).

Differentiating yields an equation of the form 2.5.16:

y(x) – λ
∫ x

a

sin[2λ(x – t)]y(t) dt = f ′x(x).

Solution:

y(x) = f ′x(x) +
2λ2

k

∫ x

a

sin[k(x – t)]f ′t(t) dt, where k = λ
√

2.

10.
∫∫ x

a

[
cos2(λx) – cos2(λt)

]
y(t) dt = f (x), f (a) = f ′

x(a) = 0.

Solution: y(x) = –
1
λ

d

dx

[
f ′x(x)

sin(2λx)

]
.

11.
∫∫ x

a

[
A cos2(λx) + B cos2(λt)

]
y(t) dt = f (x).

ForB = –A, see equation 1.5.10. This is a special case of equation 1.9.4 with g(x) = cos2(λx).
Solution:

y(x) =
1

A +B
d

dx

{[
cos(λx)

]– 2A
A+B

∫ x

a

[
cos(λt)

]– 2B
A+B f ′t(t) dt

}
.

12.
∫∫ x

a

[
A cos2(λx) + B cos2(µt) + C

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A cos2(λx) and h(t) = B cos2(µt) + C.

13.
∫∫ x

a

cos[λ(x – t)] cos[λ(x + t)]y(t) dt = f (x).

Using the trigonometric formula

cos(α – β) cos(α + β) = 1
2

[
cos(2α) + cos(2β)

]
, α = λx, β = λt,

we reduce the original equation to an equation of the form 1.5.6 with A = B = 1:

∫ x

a

[
cos(2λx) + cos(2λt)

]
y(t) dt = 2f (x).

Solution with cos(2λx) > 0:

y(x) =
d

dx

[
1√

cos(2λx)

∫ x

a

f ′t(t) dt√
cos(2λt)

]
.

14.
∫∫ x

a

[
A cos(λx) cos(µt) + B cos(βx) cos(γt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = A cos(λx), h1(t) = cos(µt), g2(x) =
B cos(βx), and h2(t) = cos(γt).
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15.
∫∫ x

a

cos3[λ(x – t)]y(t) dt = f (x).

Using the formula cos3 β = 1
4 cos 3β + 3

4 cosβ, we arrive at an equation of the form 1.5.8:

∫ x

a

{
1
4 cos[3λ(x – t)] + 3

4 cos[λ(x – t)]
}
y(t) dt = f (x).

16.
∫∫ x

a

[
cos3(λx) – cos3(λt)

]
y(t) dt = f (x), f (a) = f ′

x(a) = 0.

Solution: y(x) = –
1

3λ
d

dx

[
f ′x(x)

sin(λx) cos2(λx)

]
.

17.
∫∫ x

a

[
A cos3(λx) + B cos3(λt)

]
y(t) dt = f (x).

ForB = –A, see equation 1.3.16. This is a special case of equation 1.9.4 with g(x) = cos3(λx).
Solution:

y(x) =
1

A +B
d

dx

{[
cos(λx)

]– 3A
A+B

∫ x

a

[
cos(λt)

]– 3B
A+B f ′t(t) dt

}
.

18.
∫∫ x

a

[
cos2(λx) cos(µt) + cos(βx) cos2(γt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = cos2(λx), h1(t) = cos(µt), g2(x) = cos(βx),
and h2(t) = cos2(γt).

19.
∫∫ x

a

cos4[λ(x – t)]y(t) dt = f (x).

Let us transform the kernel of the integral equation using the trigonometric formula cos4 β =
1
8 cos 4β + 1

2 cos 2β + 3
8 , where β = λ(x – t), and differentiate the resulting equation with

respect to x. Then we arrive at an equation of the form 2.5.18:

y(x) – λ
∫ x

a

{
1
2 sin[4λ(x – t)] + sin[2λ(x – t)]

}
y(t) dt = f ′x(x).

20.
∫∫ x

a

[
cos(λx) – cos(λt)

]n
y(t) dt = f (x), n = 1, 2, . . .

The right-hand side of the equation is assumed to satisfy the conditions f (a) = f ′x(a) = · · · =
f (n)

x (a) = 0.

Solution: y(x) =
(–1)n

λnn!
sin(λx)

[
1

sin(λx)
d

dx

]n+1

f (x).

21.
∫∫ x

a

√
cos t – cosx y(t) dt = f (x).

This is a special case of equation 1.9.38 with g(x) = 1 – cosx.
Solution:

y(x) =
2
π

sinx
( 1

sinx
d

dx

)2
∫ x

a

sin t f (t) dt√
cos t – cosx

.
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22.
∫∫ x

a

y(t) dt
√

cos t – cosx
= f (x).

Solution:

y(x) =
1
π

d

dx

∫ x

a

sin t f (t) dt√
cos t – cosx

.

23.
∫∫ x

a

(cos t – cosx)λy(t) dt = f (x), 0 < λ < 1.

Solution:

y(x) = k sinx
( 1

sinx
d

dx

)2
∫ x

a

sin t f (t) dt
(cos t – cosx)λ

, k =
sin(πλ)
πλ

.

24.
∫∫ x

a

(cosµ x – cosµ t)y(t) dt = f (x).

This is a special case of equation 1.9.2 with g(x) = cosµ x.

Solution: y(x) = –
1
µ

d

dx

[
f ′x(x)

sinx cosµ–1 x

]
.

25.
∫∫ x

a

(
A cosµ x + B cosµ t

)
y(t) dt = f (x).

For B = –A, see equation 1.5.24. This is a special case of equation 1.9.4 with g(x) = cosµ x.
Solution:

y(x) =
1

A +B
d

dx

{∣∣cosx
∣∣– Aµ

A+B

∫ x

a

∣∣cos t
∣∣– Bµ

A+B f ′t(t) dt

}
.

26.
∫∫ x

a

y(t) dt

(cos t – cosx)λ
= f (x), 0 < λ < 1.

Solution:

y(x) =
sin(πλ)
π

d

dx

∫ x

a

sin t f (t) dt
(cos t – cosx)1–λ

.

27.
∫∫ x

a

(x – t) cos[λ(x – t)]y(t) dt = f (x), f (a) = f ′
x(a) = 0.

Differentiating the equation twice yields

y(x) – 2λ
∫ x

a

sin[λ(x – t)]y(t) dt – λ2
∫ x

a

(x – t) cos[λ(x – t)]y(t) dt = f ′′xx(x).

Eliminating the third term on the left-hand side with the aid of the original equation, we arrive
at an equation of the form 2.5.16:

y(x) – 2λ
∫ x

a

sin[λ(x – t)]y(t) dt = f ′′xx(x) + λ2f (x).

28.
∫∫ x

a

cos
(
λ

√
x – t

)
√
x – t

y(t) dt = f (x).

Solution:

y(x) =
1
π

d

dx

∫ x

a

cosh
(
λ
√
x – t

)
√
x – t

f (t) dt.
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29.
∫∫ x

0

cos
(
λ

√
x2 – t2

)
√
x2 – t2

y(t) dt = f (x).

Solution:

y(x) =
2
π

d

dx

∫ x

0
t

cosh
(
λ
√
x2 – t2

)
√
x2 – t2

f (t) dt.

30.
∫∫ ∞

x

cos
(
λ

√
t2 – x2

)
√
t2 – x2

y(t) dt = f (x).

Solution:

y(x) = –
2
π

d

dx

∫ ∞

x

t
cosh

(
λ
√
t2 – x2

)
√
t2 – x2

f (t) dt.

31.
∫∫ x

a

[
Axβ + B cosγ(λt) + C]y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = Axβ and h(t) = B cosγ(λt) + C.

32.
∫∫ x

a

[
A cosγ(λx) + Btβ + C]y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A cosγ(λx) and h(t) = Btβ + C.

33.
∫∫ x

a

(
Axλ cosµ t + Btβ cosγ x

)
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = Axλ, h1(t) = cosµ t, g2(x) = B cosγ x,
and h2(t) = tβ .

1.5-2. Kernels Containing Sine

34.
∫∫ x

a

sin[λ(x – t)]y(t) dt = f (x), f (a) = f ′
x(a) = 0.

Solution: y(x) =
1
λ
f ′′xx(x) + λf (x).

35.
∫∫ x

a

{
sin[λ(x – t)] + b

}
y(t) dt = f (x).

Differentiating the equation with respect to x yields an equation of the form 2.5.3:

y(x) +
λ

b

∫ x

a

cos[λ(x – t)]y(t) dt =
1
b
f ′x(x).

36.
∫∫ x

a

sin(λx + βt)y(t) dt = f (x).

For β = –λ, see equation 1.5.34. Assume that β ≠ –λ.
Differentiating the equation with respect to x twice yields

sin[(λ + β)x]y(x) + λ
∫ x

a

cos(λx + βt)y(t) dt = f ′x(x), (1)

{
sin[(λ + β)x]y(x)

}′
x

+ λ cos[(λ + β)x]y(x) – λ2
∫ x

a

sin(λx + βt)y(t) dt = f ′′xx(x). (2)
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Eliminating the integral term from (2) with the aid of the original equation, we arrive at
the first-order linear ordinary differential equation

w′
x + λ cot[(λ + β)x]w = f ′′xx(x) + λ2f (x), w = sin[(λ + β)x]y(x). (3)

Setting x= a in (1) yields the initial conditionw(a) = f ′x(a). On solving equation (3) under this
condition, after some transformation we obtain the solution of the original integral equation
in the form

y(x) =
1

sin[(λ + β)x]
f ′x(x) –

λ cos[(λ + β)x]
sin2[(λ + β)x]

f (x)

–
λβ

sink+1[(λ + β)x]

∫ x

a

f (t) sink–2[(λ + β)t] dt, k =
λ

λ + β
.

37.
∫∫ x

a

[
sin(λx) – sin(λt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.2 with g(x) = sin(λx).

Solution: y(x) =
1
λ

d

dx

[
f ′x(x)

cos(λx)

]
.

38.
∫∫ x

a

[
A sin(λx) + B sin(λt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.4 with g(x) = sin(λx). ForB = –A, see equation 1.5.37.
Solution with B ≠ –A:

y(x) =
sign sin(λx)
A +B

d

dx

{∣∣sin(λx)
∣∣– A

A+B

∫ x

a

∣∣sin(λt)
∣∣– B

A+B f ′t(t) dt

}
.

39.
∫∫ x

a

[
A sin(λx) + B sin(µt) + C

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A sin(λx) and h(t) = B sin(µt) + C.

40.
∫∫ x

a

{
µ sin[λ(x – t)] – λ sin[µ(x – t)]

}
y(t) dt = f (x).

It is assumed that f (a) = f ′x(a) = f ′′xx(a) = f ′′′xxx(a) = 0.
Solution:

y(x) =
f ′′′′xxxx + (λ2 + µ2)f ′′xx + λ2µ2f

λµ3 – λ3µ
, f = f (x).

41.
∫∫ x

a

{
A1 sin[λ1(x – t)] + A2 sin[λ2(x – t)]

}
y(t) dt = f (x), f (a) = f ′

x(a) = 0.

This equation can be solved in the same manner as equation 1.3.41, i.e., by reducing it to a
second-order linear ordinary differential equation with constant coefficients.

Let

∆ = –λ1λ2
A1λ2 +A2λ1

A1λ1 +A2λ2
.

1◦. Solution for ∆ > 0:

(A1λ1 +A2λ2)y(x) = f ′′xx(x) +Bf (x) + C
∫ x

a

sinh[k(x – t)]f (t) dt,

k =
√

∆, B = ∆ + λ2
1 + λ2

2, C =
1√
∆

[
∆2 + (λ2

1 + λ2
2)∆ + λ2

1λ
2
2

]
.
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2◦. Solution for ∆ < 0:

(A1λ1 +A2λ2)y(x) = f ′′xx(x) +Bf (x) + C
∫ x

a

sin[k(x – t)]f (t) dt,

k =
√

–∆, B = ∆ + λ2
1 + λ2

2, C =
1√
–∆

[
∆2 + (λ2

1 + λ2
2)∆ + λ2

1λ
2
2

]
.

3◦. Solution for ∆ = 0:

(A1λ1 +A2λ2)y(x) = f ′′xx(x) + (λ2
1 + λ2

2)f (x) + λ2
1λ

2
2

∫ x

a

(x – t)f (t) dt.

4◦. Solution for ∆ = ∞:

y(x) = –
f ′′′′xxxx + (λ2

1 + λ2
2)f ′′xx + λ2

1λ
2
2f

A1λ
3
1 +A2λ

3
2

, f = f (x).

In the last case, the relation A1λ1 +A2λ2 = 0 holds and the right-hand side of the integral
equation is assumed to satisfy the conditions f (a) = f ′x(a) = f ′′xx(a) = f ′′′xxx(a) = 0.

Remark. The solution can be obtained from the solution of equation 1.3.41 in which the
change of variables λk → iλk, Ak → –iAk, i2 = –1 (k = 1, 2), should be made.

42.
∫∫ x

a

{
A sin[λ(x – t)] + B sin[µ(x – t)] + C sin[β(x – t)]

}
y(t) dt = f (x).

It is assumed that f (a) = f ′x(a) = 0. Differentiating the integral equation twice yields

(Aλ +Bµ + Cβ)y(x) –
∫ x

a

{
Aλ2 sin[λ(x – t)] +Bµ2 sin[µ(x – t)]

}
y(t) dt

– Cβ2
∫ x

a

sin[β(x – t)]y(t) dt = f ′′xx(x).

Eliminating the last integral with the aid of the original equation, we arrive at an equation of
the form 2.5.18:

(Aλ +Bµ + Cβ)y(x) +
∫ x

a

{
A(β2 – λ2) sin[λ(x – t)]

+B(β2 – µ2) sin[µ(x – t)]
}
y(t) dt = f ′′xx(x) + β2f (x).

In the special case Aλ +Bµ + Cβ = 0, this is an equation of the form 1.5.41.

43.
∫∫ x

a

sin2[λ(x – t)]y(t) dt = f (x), f (a) = f ′
x(a) = f ′′

xx(a) = 0.

Differentiation yields an equation of the form 1.5.34:∫ x

a

sin[2λ(x – t)]y(t) dt =
1
λ
f ′x(x).

Solution: y(x) = 1
2λ

–2f ′′′xxx(x) + 2f ′x(x).

44.
∫∫ x

a

[
sin2(λx) – sin2(λt)

]
y(t) dt = f (x), f (a) = f ′

x(a) = 0.

Solution: y(x) =
1
λ

d

dx

[
f ′x(x)

sin(2λx)

]
.
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45.
∫∫ x

a

[
A sin2(λx) + B sin2(λt)

]
y(t) dt = f (x).

ForB = –A, see equation 1.5.44. This is a special case of equation 1.9.4 with g(x) = sin2(λx).
Solution:

y(x) =
1

A +B
d

dx

{∣∣sin(λx)
∣∣– 2A

A+B

∫ x

a

∣∣sin(λt)
∣∣– 2B

A+B f ′t(t) dt

}
.

46.
∫∫ x

a

[
A sin2(λx) + B sin2(µt) + C

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A sin2(λx) and h(t) = B sin2(µt) + C.

47.
∫∫ x

a

sin[λ(x – t)] sin[λ(x + t)]y(t) dt = f (x), f (a) = f ′
x(a) = 0.

Using the trigonometric formula

sin(α – β) sin(α + β) = 1
2

[
cos(2β) – cos(2α)

]
, α = λx, β = λt,

we reduce the original equation to an equation of the form 1.5.5 with A = B = 1:∫ x

a

[
cos(2λx) – cos(2λt)

]
y(t) dt = –2f (x).

Solution: y(x) =
1
λ

d

dx

[
f ′x(x)

sin(2λx)

]
.

48.
∫∫ x

a

[
sin(λx) sin(µt) + sin(βx) sin(γt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = sin(λx), h1(t) = sin(µt), g2(x) = sin(βx),
and h2(t) = sin(γt).

49.
∫∫ x

a

sin3[λ(x – t)]y(t) dt = f (x).

It is assumed that f (a) = f ′x(a) = f ′′xx(a) = f ′′′xxx(a) = 0.
Using the formula sin3 β = – 1

4 sin 3β+ 3
4 sinβ, we arrive at an equation of the form 1.5.41:∫ x

a

{
– 1

4 sin[3λ(x – t)] + 3
4 sin[λ(x – t)]

}
y(t) dt = f (x).

50.
∫∫ x

a

[
sin3(λx) – sin3(λt)

]
y(t) dt = f (x), f (a) = f ′

x(a) = 0.

This is a special case of equation 1.9.2 with g(x) = sin3(λx).

51.
∫∫ x

a

[
A sin3(λx) + B sin3(λt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.4 with g(x) = sin3(λx).
Solution:

y(x) =
sign sin(λx)
A +B

d

dx

{∣∣sin(λx)
∣∣– 3A

A+B

∫ x

a

∣∣sin(λt)
∣∣– 3B

A+B f ′t(t) dt

}
.
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52.
∫∫ x

a

[
sin2(λx) sin(µt) + sin(βx) sin2(γt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = sin2(λx), h1(t) = sin(µt), g2(x) = sin(βx),
and h2(t) = sin2(γt).

53.
∫∫ x

a

sin4[λ(x – t)]y(t) dt = f (x).

It is assumed that f (a) = f ′x(a) = · · · = f ′′′′xxxx(a) = 0.
Let us transform the kernel of the integral equation using the trigonometric formula

sin4 β = 1
8 cos 4β – 1

2 cos 2β + 3
8 , where β = λ(x – t), and differentiate the resulting equation

with respect to x. Then we obtain an equation of the form 1.5.41:

λ

∫ x

a

{
– 1

2 sin[4λ(x – t)] + sin[2λ(x – t)]
}
y(t) dt = f ′x(x).

54.
∫∫ x

a

sinn[λ(x – t)]y(t) dt = f (x), n = 2, 3, . . .

It is assumed that f (a) = f ′x(a) = · · · = f (n)
x (a) = 0.

Let us differentiate the equation with respect to x twice and transform the kernel of the
resulting integral equation using the formula cos2 β = 1 – sin2 β, where β = λ(x – t). We have

–λ2n2
∫ x

a

sinn[λ(x – t)]y(t) dt + λ2n(n – 1)
∫ x

a

sinn–2[λ(x – t)]y(t) dt = f ′′xx(x).

Eliminating the first term on the left-hand side with the aid of the original equation, we obtain∫ x

a

sinn–2[λ(x – t)]y(t) dt =
1

λ2n(n – 1)

[
f ′′xx(x) + λ2n2f (x)

]
.

This equation has the same form as the original equation, but the degree characterizing the
kernel has been reduced by two.

By applying this technique sufficiently many times, we finally arrive at simple integral
equations of the form 1.1.1 (for even n) or 1.5.34 (for odd n).

55.
∫∫ x

a

sin
(
λ

√
x – t

)
y(t) dt = f (x).

Solution:

y(x) =
2
πλ

d2

dx2

∫ x

a

cosh
(
λ
√
x – t

)
√
x – t

f (t) dt.

56.
∫∫ x

a

√
sinx – sin t y(t) dt = f (x).

Solution:

y(x) =
2
π

cosx
( 1

cosx
d

dx

)2
∫ x

a

cos t f (t) dt√
sinx – sin t

.

57.
∫∫ x

a

y(t) dt
√

sinx – sin t
= f (x).

Solution:

y(x) =
1
π

d

dx

∫ x

a

cos t f (t) dt√
sinx – sin t

.
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58.
∫∫ x

a

(sinx – sin t)λy(t) dt = f (x), 0 < λ < 1.

Solution:

y(x) = k cosx
( 1

cosx
d

dx

)2
∫ x

a

cos t f (t) dt
(sinx – sin t)λ

, k =
sin(πλ)
πλ

.

59.
∫∫ x

a

(sinµ x – sinµ t)y(t) dt = f (x).

This is a special case of equation 1.9.2 with g(x) = sinµ x.

Solution: y(x) =
1
µ

d

dx

[
f ′x(x)

cosx sinµ–1 x

]
.

60.
∫∫ x

a

{
A| sin(λx)|µ + B| sin(λt)|µ

}
y(t) dt = f (x).

This is a special case of equation 1.9.4 with g(x) = | sin(λx)|µ.
Solution:

y(x) =
1

A +B
d

dx

{∣∣sin(λx)
∣∣– Aµ

A+B

∫ x

a

∣∣sin(λt)
∣∣– Bµ

A+B f ′t(t) dt

}
.

61.
∫∫ x

a

y(t) dt

[sin(λx) – sin(λt)]µ
= f (x), 0 < µ < 1.

This is a special case of equation 1.9.42 with g(x) = sin(λx) and h(x) ≡ 1.
Solution:

y(x) =
λ sin(πµ)

π

d

dx

∫ x

a

cos(λt)f (t) dt
[sin(λx) – sin(λt)]1–µ

.

62.
∫∫ x

a

(x – t) sin[λ(x – t)]y(t) dt = f (x), f (a) = f ′
x(a) = f ′′

xx(a) = 0.

Double differentiation yields

2λ
∫ x

a

cos[λ(x – t)]y(t) dt – λ2
∫ x

a

(x – t) sin[λ(x – t)]y(t) dt = f ′′xx(x).

Eliminating the second integral on the left-hand side of this equation with the aid of the
original equation, we arrive at an equation of the form 1.5.1:

∫ x

a

cos[λ(x – t)]y(t) dt =
1

2λ

[
f ′′xx(x) + λ2f (x)

]
.

Solution:

y(x) =
1

2λ
f ′′′xxx(x) + λf ′x(x) +

1
2
λ3

∫ x

a

f (t) dt.

63.
∫∫ x

a

[
Axβ + B sinγ(λt) + C]y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = Axβ and h(t) = B sinγ(λt) + C.
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64.
∫∫ x

a

[
A sinγ(λx) + Btβ + C]y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A sinγ(λx) and h(t) = Btβ + C.

65.
∫∫ x

a

(
Axλ sinµ t + Btβ sinγ x

)
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = Axλ, h1(t) = sinµ t, g2(x) = B sinγ x,
and h2(t) = tβ .

1.5-3. Kernels Containing Tangent

66.
∫∫ x

a

[
tan(λx) – tan(λt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.2 with g(x) = tan(λx).

Solution: y(x) =
1
λ

d

dx

[
cos2(λx)f ′x(x)

]
.

67.
∫∫ x

a

[
A tan(λx) + B tan(λt)

]
y(t) dt = f (x).

ForB = –A, see equation 1.5.66. This is a special case of equation 1.9.4 with g(x) = tan(λx).

Solution: y(x) =
1

A +B
d

dx

{[
tan(λx)

]–
A

A+B

∫ x

a

[
tan(λt)

]–
B

A+B f ′t(t) dt

}
.

68.
∫∫ x

a

[
A tan(λx) + B tan(µt) + C

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A tan(λx) and h(t) = B tan(µt) + C.

69.
∫∫ x

a

[
tan2(λx) – tan2(λt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.2 with g(x) = tan2(λx).

Solution: y(x) =
d

dx

[
cos3(λx)f ′x(x)

2λ sin(λx)

]
.

70.
∫∫ x

a

[
A tan2(λx) + B tan2(λt)

]
y(t) dt = f (x).

ForB = –A, see equation 1.5.69. This is a special case of equation 1.9.4 with g(x) = tan2(λx).

Solution: y(x) =
1

A +B
d

dx

{∣∣tan(λx)
∣∣–

2A
A+B

∫ x

a

∣∣tan(λt)
∣∣–

2B
A+B f ′t(t) dt

}
.

71.
∫∫ x

a

[
A tan2(λx) + B tan2(µt) + C

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A tan2(λx) and h(t) = B tan2(µt) + C.

72.
∫∫ x

a

[
tan(λx) – tan(λt)

]n
y(t) dt = f (x), n = 1, 2, . . .

The right-hand side of the equation is assumed to satisfy the conditions f (a) = f ′x(a) = · · · =
f (n)

x (a) = 0.

Solution: y(x) =
1

λnn! cos2(λx)

[
cos2(λx)

d

dx

]n+1

f (x).
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73.
∫∫ x

a

√
tanx – tan t y(t) dt = f (x).

Solution:

y(x) =
2

π cos2 x

(
cos2 x

d

dx

)2
∫ x

a

f (t) dt

cos2 t
√

tanx – tan t
.

74.
∫∫ x

a

y(t) dt
√

tanx – tan t
= f (x).

Solution:

y(x) =
1
π

d

dx

∫ x

a

f (t) dt

cos2 t
√

tanx – tan t
.

75.
∫∫ x

a

(tanx – tan t)λy(t) dt = f (x), 0 < λ < 1.

Solution:

y(x) =
sin(πλ)
πλ cos2 x

(
cos2 x

d

dx

)2
∫ x

a

f (t) dt
cos2 t(tanx – tan t)λ

.

76.
∫∫ x

a

(tanµ x – tanµ t)y(t) dt = f (x).

This is a special case of equation 1.9.2 with g(x) = tanµ x.

Solution: y(x) =
1
µ

d

dx

[
cosµ+1 xf ′x(x)

sinµ–1 x

]
.

77.
∫∫ x

a

(
A tanµ x + B tanµ t

)
y(t) dt = f (x).

For B = –A, see equation 1.5.76. This is a special case of equation 1.9.4 with g(x) = tanµ x.
Solution:

y(x) =
1

A +B
d

dx

{[
tan(λx)

]– Aµ
A+B

∫ x

a

[
tan(λt)

]– Bµ
A+B f ′t(t) dt

}
.

78.
∫∫ x

a

y(t) dt

[tan(λx) – tan(λt)]µ
= f (x), 0 < µ < 1.

This is a special case of equation 1.9.42 with g(x) = tan(λx) and h(x) ≡ 1.
Solution:

y(x) =
λ sin(πµ)

π

d

dx

∫ x

a

f (t) dt
cos2(λt)[tan(λx) – tan(λt)]1–µ

.

79.
∫∫ x

a

[
Axβ + B tanγ(λt) + C]y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = Axβ and h(t) = B tanγ(λt) + C.

80.
∫∫ x

a

[
A tanγ(λx) + Btβ + C]y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A tanγ(λx) and h(t) = Btβ + C.

81.
∫∫ x

a

(
Axλ tanµ t + Btβ tanγ x

)
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = Axλ, h1(t) = tanµ t, g2(x) = B tanγ x,
and h2(t) = tβ .
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1.5-4. Kernels Containing Cotangent

82.
∫∫ x

a

[
cot(λx) – cot(λt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.2 with g(x) = cot(λx).

Solution: y(x) = –
1
λ

d

dx

[
sin2(λx)f ′x(x)

]
.

83.
∫∫ x

a

[
A cot(λx) + B cot(λt)

]
y(t) dt = f (x).

ForB = –A, see equation 1.5.82. This is a special case of equation 1.9.4 with g(x) = cot(λx).

Solution: y(x) =
1

A +B
d

dx

{[
tan(λx)

] A
A+B

∫ x

a

[
tan(λt)

] B
A+B f ′t(t) dt

}
.

84.
∫∫ x

a

[
A cot(λx) + B cot(µt) + C

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A cot(λx) and h(t) = B cot(µt) + C.

85.
∫∫ x

a

[
cot2(λx) – cot2(λt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.2 with g(x) = cot2(λx).

Solution: y(x) = –
d

dx

[
sin3(λx)f ′x(x)

2λ cos(λx)

]
.

86.
∫∫ x

a

[
A cot2(λx) + B cot2(λt)

]
y(t) dt = f (x).

ForB = –A, see equation 1.5.85. This is a special case of equation 1.9.4 with g(x) = cot2(λx).

Solution: y(x) =
1

A +B
d

dx

{∣∣tan(λx)
∣∣ 2A

A+B

∫ x

a

∣∣tan(λt)
∣∣ 2B

A+B f ′t(t) dt

}
.

87.
∫∫ x

a

[
A cot2(λx) + B cot2(µt) + C

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A cot2(λx) and h(t) = B cot2(µt) + C.

88.
∫∫ x

a

[
cot(λx) – cot(λt)

]n
y(t) dt = f (x), n = 1, 2, . . .

The right-hand side of the equation is assumed to satisfy the conditions f (a) = f ′x(a) = · · · =
f (n)

x (a) = 0.

Solution: y(x) =
(–1)n

λnn! sin2(λx)

[
sin2(λx)

d

dx

]n+1

f (x).

89.
∫∫ x

a

(cotµ x – cotµ t)y(t) dt = f (x).

This is a special case of equation 1.9.2 with g(x) = cotµ x.

Solution: y(x) = –
1
µ

d

dx

[
sinµ+1 xf ′x(x)

cosµ–1 x

]
.
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90.
∫∫ x

a

(
A cotµ x + B cotµ t

)
y(t) dt = f (x).

For B = –A, see equation 1.5.89. This is a special case of equation 1.9.4 with g(x) = cotµ x.
Solution:

y(x) =
1

A +B
d

dx

{∣∣tanx
∣∣ Aµ

A+B

∫ x

a

∣∣tan t
∣∣ Bµ

A+B f ′t(t) dt

}
.

91.
∫∫ x

a

[
Axβ + B cotγ(λt) + C]y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = Axβ and h(t) = B cotγ(λt) + C.

92.
∫∫ x

a

[
A cotγ(λx) + Btβ + C]y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A cotγ(λx) and h(t) = Btβ + C.

93.
∫∫ x

a

(
Axλ cotµ t + Btβ cotγ x

)
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = Axλ, h1(t) = cotµ t, g2(x) = B cotγ x,
and h2(t) = tβ .

1.5-5. Kernels Containing Combinations of Trigonometric Functions

94.
∫∫ x

a

{
cos[λ(x – t)] + A sin[µ(x – t)]

}
y(t) dt = f (x).

Differentiating the equation with respect to x followed by eliminating the integral with the
cosine yields an equation of the form 2.3.16:

y(x) – (λ +A2µ)
∫ x

a

sin[µ(x – t)] y(t) dt = f ′x(x) –Aµf (x).

95.
∫∫ x

a

[
A cos(λx) + B sin(µt) + C

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A cos(λx) and h(t) = B sin(µt) + C.

96.
∫∫ x

a

[
A sin(λx) + B cos(µt) + C

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A sin(λx) and h(t) = B cos(µt) + C.

97.
∫∫ x

a

[
A cos2(λx) + B sin2(µt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A cos2(λx) and h(t) = B sin2(µt).
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98.
∫∫ x

a

sin[λ(x – t)] cos[λ(x + t)]y(t) dt = f (x), f (a) = f ′
x(a) = 0.

Using the trigonometric formula

sin(α – β) cos(α + β) = 1
2

[
sin(2α) – sin(2β)

]
, α = λx, β = λt,

we reduce the original equation to an equation of the form 1.5.37:

∫ x

a

[
sin(2λx) – sin(2λt)

]
y(t) dt = 2f (x).

Solution: y(x) =
1
λ

d

dx

[
f ′x(x)

cos(2λx)

]
.

99.
∫∫ x

a

cos[λ(x – t)] sin[λ(x + t)]y(t) dt = f (x).

Using the trigonometric formula

cos(α – β) sin(α + β) = 1
2

[
sin(2α) + sin(2β)

]
, α = λx, β = λt,

we reduce the original equation to an equation of the form 1.5.38 with A = B = 1:

∫ x

a

[
sin(2λx) + sin(2λt)

]
y(t) dt = 2f (x).

Solution with sin(2λx) > 0:

y(x) =
d

dx

[
1√

sin(2λx)

∫ x

a

f ′t(t) dt√
sin(2λt)

]
.

100.
∫∫ x

a

[
A cos(λx) sin(µt) + B cos(βx) sin(γt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = A cos(λx), h1(t) = sin(µt), g2(x) =
B cos(βx), and h2(t) = sin(γt).

101.
∫∫ x

a

[
A sin(λx) cos(µt) + B sin(βx) cos(γt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = A sin(λx), h1(t) = cos(µt), g2(x) =
B sin(βx), and h2(t) = cos(γt).

102.
∫∫ x

a

[
A cos(λx) cos(µt) + B sin(βx) sin(γt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = A cos(λx), h1(t) = cos(µt), g2(x) =
B sin(βx), and h2(t) = sin(γt).

103.
∫∫ x

a

[
A cosβ(λx) + B sinγ(µt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A cosβ(λx) and h(t) = B sinγ(µt).
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104.
∫∫ x

a

[
A sinβ(λx) + B cosγ(µt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A sinβ(λx) and h(t) = B cosγ(µt).

105.
∫∫ x

a

(
Axλ cosµ t + Btβ sinγ x

)
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = Axλ, h1(t) = cosµ t, g2(x) = B sinγ x,
and h2(t) = tβ .

106.
∫∫ x

a

(
Axλ sinµ t + Btβ cosγ x

)
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = Axλ, h1(t) = sinµ t, g2(x) = B cosγ x,
and h2(t) = tβ .

107.
∫∫ x

a

{
(x – t) sin[λ(x – t)] – λ(x – t)2 cos[λ(x – t)]

}
y(t) dt = f (x).

Solution:

y(x) =
∫ x

a

g(t) dt,

where

g(t) =

√
π

2λ
1

64λ5

(
d2

dt2
+ λ2

)6 ∫ t

a

(t – τ )5/2J5/2[λ(t – τ )] f (τ ) dτ .

108.
∫∫ x

a

{
sin[λ(x – t)]

x – t
– λ cos[λ(x – t)]

}
y(t) dt = f (x).

Solution:

y(x) =
1

2λ4

(
d2

dx2
+ λ2

)3 ∫ x

a

sin[λ(x – t)]f (t) dt.

109.
∫∫ x

a

[
sin

(
λ

√
x – t

)
– λ

√
x – t cos

(
λ

√
x – t

)]
y(t) dt = f (x), f (a) = f ′

x(a) = 0.

Solution:

y(x) =
4
πλ3

d3

dx3

∫ x

a

cosh
(
λ
√
x – t

)
√
x – t

f (t) dt.

110.
∫∫ x

a

[
A tan(λx) + B cot(µt) + C

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A tan(λx) and h(t) = B cot(µt) + C.

111.
∫∫ x

a

[
A tan2(λx) + B cot2(µt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A tan2(λx) and h(t) = B cot2(µt).

112.
∫∫ x

a

[
tan(λx) cot(µt) + tan(βx) cot(γt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = tan(λx), h1(t) = cot(µt), g2(x) = tan(βx),
and h2(t) = cot(γt).
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113.
∫∫ x

a

[
cot(λx) tan(µt) + cot(βx) tan(γt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = cot(λx), h1(t) = tan(µt), g2(x) = cot(βx),
and h2(t) = tan(γt).

114.
∫∫ x

a

[
tan(λx) tan(µt) + cot(βx) cot(γt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = tan(λx), h1(t) = tan(µt), g2(x) = cot(βx),
and h2(t) = cot(γt).

115.
∫∫ x

a

[
A tanβ(λx) + B cotγ(µt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A tanβ(λx) and h(t) = B cotγ(µt).

116.
∫∫ x

a

[
A cotβ(λx) + B tanγ(µt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A cotβ(λx) and h(t) = B tanγ(µt).

117.
∫∫ x

a

(
Axλ tanµ t + Btβ cotγ x

)
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = Axλ, h1(t) = tanµ t, g2(x) = B cotγ x,
and h2(t) = tβ .

118.
∫∫ x

a

(
Axλ cotµ t + Btβ tanγ x

)
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = Axλ, h1(t) = cotµ t, g2(x) = B tanγ x,
and h2(t) = tβ .

1.6. Equations Whose Kernels Contain Inverse
Trigonometric Functions

1.6-1. Kernels Containing Arccosine

1.
∫∫ x

a

[
arccos(λx) – arccos(λt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.2 with g(x) = arccos(λx).

Solution: y(x) = –
1
λ

d

dx

[√
1 – λ2x2 f ′x(x)

]
.

2.
∫∫ x

a

[
A arccos(λx) + B arccos(λt)

]
y(t) dt = f (x).

ForB = –A, see equation 1.6.1. This is a special case of equation 1.9.4 with g(x) = arccos(λx).
Solution:

y(x) =
1

A +B
d

dx

{[
arccos(λx)

]– A
A+B

∫ x

a

[
arccos(λt)

]– B
A+B f ′t(t) dt

}
.
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3.
∫∫ x

a

[
A arccos(λx) + B arccos(µt) + C

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = arccos(λx) and h(t) = B arccos(µt) + C.

4.
∫∫ x

a

[
arccos(λx) – arccos(λt)

]n
y(t) dt = f (x), n = 1, 2, . . .

The right-hand side of the equation is assumed to satisfy the conditions f (a) = f ′x(a) = · · · =
f (n)

x (a) = 0.
Solution:

y(x) =
(–1)n

λnn!
√

1 – λ2x2

(√
1 – λ2x2 d

dx

)n+1

f (x).

5.
∫∫ x

a

√
arccos(λt) – arccos(λx) y(t) dt = f (x).

This is a special case of equation 1.9.38 with g(x) = 1 – arccos(λx).
Solution:

y(x) =
2
π
ϕ(x)

(
1
ϕ(x)

d

dx

)2∫ x

a

ϕ(t)f (t) dt√
arccos(λt) – arccos(λx)

, ϕ(x) =
1√

1 – λ2x2
.

6.
∫∫ x

a

y(t) dt
√

arccos(λt) – arccos(λx)
= f (x).

Solution:

y(x) =
λ

π

d

dx

∫ x

a

ϕ(t)f (t) dt√
arccos(λt) – arccos(λx)

, ϕ(x) =
1√

1 – λ2x2
.

7.
∫∫ x

a

[
arccos(λt) – arccos(λx)

]µ
y(t) dt = f (x), 0 < µ < 1.

Solution:

y(x) = kϕ(x)

(
1
ϕ(x)

d

dx

)2∫ x

a

ϕ(t)f (t) dt
[arccos(λt) – arccos(λx)]µ

,

ϕ(x) =
1√

1 – λ2x2
, k =

sin(πµ)
πµ

.

8.
∫∫ x

a

[
arccosµ(λx) – arccosµ(λt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.2 with g(x) = arccosµ(λx).

Solution: y(x) = –
1
λµ

d

dx

[
f ′x(x)

√
1 – λ2x2

arccosµ–1(λx)

]
.

9.
∫∫ x

a

y(t) dt[
arccos(λt) – arccos(λx)

]µ = f (x), 0 < µ < 1.

Solution:

y(x) =
λ sin(πµ)

π

d

dx

∫ x

a

ϕ(t)f (t) dt
[arccos(λt) – arccos(λx)]1–µ

, ϕ(x) =
1√

1 – λ2x2
.

10.
∫∫ x

a

[
A arccosβ(λx) + B arccosγ(µt) + C

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) =A arccosβ(λx) andh(t) =B arccosγ(µt)+C.
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1.6-2. Kernels Containing Arcsine

11.
∫∫ x

a

[
arcsin(λx) – arcsin(λt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.2 with g(x) = arcsin(λx).

Solution: y(x) =
1
λ

d

dx

[√
1 – λ2x2 f ′x(x)

]
.

12.
∫∫ x

a

[
A arcsin(λx) + B arcsin(λt)

]
y(t) dt = f (x).

ForB = –A, see equation 1.6.11. This is a special case of equation 1.9.4 with g(x) = arcsin(λx).
Solution:

y(x) =
signx
A +B

d

dx

{∣∣arcsin(λx)
∣∣– A

A+B

∫ x

a

∣∣arcsin(λt)
∣∣– B

A+B f ′t(t) dt

}
.

13.
∫∫ x

a

[
A arcsin(λx) + B arcsin(µt) + C

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A arcsin(λx) and h(t) = B arcsin(µt) +C.

14.
∫∫ x

a

[
arcsin(λx) – arcsin(λt)

]n
y(t) dt = f (x), n = 1, 2, . . .

The right-hand side of the equation is assumed to satisfy the conditions f (a) = f ′x(a) = · · · =
f (n)

x (a) = 0.
Solution:

y(x) =
1

λnn!
√

1 – λ2x2

(√
1 – λ2x2 d

dx

)n+1

f (x).

15.
∫∫ x

a

√
arcsin(λx) – arcsin(λt) y(t) dt = f (x).

Solution:

y(x) =
2
π
ϕ(x)

(
1
ϕ(x)

d

dx

)2∫ x

a

ϕ(t)f (t) dt√
arcsin(λx) – arcsin(λt)

, ϕ(x) =
1√

1 – λ2x2
.

16.
∫∫ x

a

y(t) dt
√

arcsin(λx) – arcsin(λt)
= f (x).

Solution:

y(x) =
λ

π

d

dx

∫ x

a

ϕ(t)f (t) dt√
arcsin(λx) – arcsin(λt)

, ϕ(x) =
1√

1 – λ2x2
.

17.
∫∫ x

a

[
arcsin(λx) – arcsin(λt)

]µ
y(t) dt = f (x), 0 < µ < 1.

Solution:

y(x) = kϕ(x)

(
1
ϕ(x)

d

dx

)2∫ x

a

ϕ(t)f (t) dt
[arcsin(λx) – arcsin(λt)]µ

,

ϕ(x) =
1√

1 – λ2x2
, k =

sin(πµ)
πµ

.
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18.
∫∫ x

a

[
arcsinµ(λx) – arcsinµ(λt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.2 with g(x) = arcsinµ(λx).

Solution: y(x) =
1
λµ

d

dx

[
f ′x(x)

√
1 – λ2x2

arcsinµ–1(λx)

]
.

19.
∫∫ x

a

y(t) dt[
arcsin(λx) – arcsin(λt)

]µ = f (x), 0 < µ < 1.

Solution:

y(x) =
λ sin(πµ)

π

d

dx

∫ x

a

ϕ(t)f (t) dt
[arcsin(λx) – arcsin(λt)]1–µ

, ϕ(x) =
1√

1 – λ2x2
.

20.
∫∫ x

a

[
A arcsinβ(λx) + B arcsinγ(µt) + C

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) =A arcsinβ(λx) and h(t) =B arcsinγ(µt)+C.

1.6-3. Kernels Containing Arctangent

21.
∫∫ x

a

[
arctan(λx) – arctan(λt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.2 with g(x) = arctan(λx).

Solution: y(x) =
1
λ

d

dx

[
(1 + λ2x2) f ′x(x)

]
.

22.
∫∫ x

a

[
A arctan(λx) + B arctan(λt)

]
y(t) dt = f (x).

ForB = –A, see equation 1.6.21. This is a special case of equation 1.9.4 with g(x) = arctan(λx).
Solution:

y(x) =
signx
A +B

d

dx

{∣∣arctan(λx)
∣∣– A

A+B

∫ x

a

∣∣arctan(λt)
∣∣– B

A+B f ′t(t) dt

}
.

23.
∫∫ x

a

[
A arctan(λx) + B arctan(µt) + C

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A arctan(λx) and h(t) = B arctan(µt) +C.

24.
∫∫ x

a

[
arctan(λx) – arctan(λt)

]n
y(t) dt = f (x), n = 1, 2, . . .

The right-hand side of the equation is assumed to satisfy the conditions f (a) = f ′x(a) = · · · =
f (n)

x (a) = 0.
Solution:

y(x) =
1

λnn! (1 + λ2x2)

(
(1 + λ2x2)

d

dx

)n+1

f (x).
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25.
∫∫ x

a

√
arctan(λx) – arctan(λt) y(t) dt = f (x).

Solution:

y(x) =
2
π
ϕ(x)

(
1
ϕ(x)

d

dx

)2∫ x

a

ϕ(t)f (t) dt√
arctan(λx) – arctan(λt)

, ϕ(x) =
1

1 + λ2x2
.

26.
∫∫ x

a

y(t) dt
√

arctan(λx) – arctan(λt)
= f (x).

Solution:

y(x) =
λ

π

d

dx

∫ x

a

ϕ(t)f (t) dt√
arctan(λx) – arctan(λt)

, ϕ(x) =
1

1 + λ2x2
.

27.
∫∫ x

a

√
t arctan

(√
x – t

t

)
y(t) dt = f (x).

The equation can be rewritten in terms of the Gaussian hypergeometric function in the form

∫ x

a

(x – t)γ–1F
(
α,β, γ; 1 –

x

t

)
y(t) dt = f (x), where α = 1

2 , β = 1, γ = 3
2 .

See 1.8.86 for the solution of this equation.

28.
∫∫ x

a

[
arctan(λx) – arctan(λt)

]µ
y(t) dt = f (x), 0 < µ < 1.

Solution:

y(x) = kϕ(x)

(
1
ϕ(x)

d

dx

)2∫ x

a

ϕ(t)f (t) dt
[arctan(λx) – arctan(λt)]µ

,

ϕ(x) =
1

1 + λ2x2
, k =

sin(πµ)
πµ

.

29.
∫∫ x

a

[
arctanµ(λx) – arctanµ(λt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.2 with g(x) = arctanµ(λx).

Solution: y(x) =
1
λµ

d

dx

[
(1 + λ2x2)f ′x(x)
arctanµ–1(λx)

]
.

30.
∫∫ x

a

y(t) dt[
arctan(λx) – arctan(λt)

]µ = f (x), 0 < µ < 1.

Solution:

y(x) =
λ sin(πµ)

π

d

dx

∫ x

a

ϕ(t)f (t) dt
[arctan(λx) – arctan(λt)]1–µ

, ϕ(x) =
1

1 + λ2x2
.

31.
∫∫ x

a

[
A arctanβ(λx) + B arctanγ(µt) + C

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) =A arctanβ(λx) and h(t) =B arctanγ(µt)+C.
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1.6-4. Kernels Containing Arccotangent

32.
∫∫ x

a

[
arccot(λx) – arccot(λt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.2 with g(x) = arccot(λx).

Solution: y(x) = –
1
λ

d

dx

[
(1 + λ2x2) f ′x(x)

]
.

33.
∫∫ x

a

[
A arccot(λx) + B arccot(λt)

]
y(t) dt = f (x).

ForB = –A, see equation 1.6.32. This is a special case of equation 1.9.4 with g(x) = arccot(λx).
Solution:

y(x) =
1

A +B
d

dx

{[
arccot(λx)

]– A
A+B

∫ x

a

[
arccot(λt)

]– B
A+B f ′t(t) dt

}
.

34.
∫∫ x

a

[
A arccot(λx) + B arccot(µt) + C

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A arccot(λx) and h(t) = B arccot(µt) +C.

35.
∫∫ x

a

[
arccot(λx) – arccot(λt)

]n
y(t) dt = f (x), n = 1, 2, . . .

The right-hand side of the equation is assumed to satisfy the conditions f (a) = f ′x(a) = · · · =
f (n)

x (a) = 0.
Solution:

y(x) =
(–1)n

λnn! (1 + λ2x2)

(
(1 + λ2x2)

d

dx

)n+1

f (x).

36.
∫∫ x

a

√
arccot(λt) – arccot(λx) y(t) dt = f (x).

Solution:

y(x) =
2
π
ϕ(x)

(
1
ϕ(x)

d

dx

)2∫ x

a

ϕ(t)f (t) dt√
arccot(λt) – arccot(λx)

, ϕ(x) =
1

1 + λ2x2
.

37.
∫∫ x

a

y(t) dt
√

arccot(λt) – arccot(λx)
= f (x).

Solution:

y(x) =
λ

π

d

dx

∫ x

a

ϕ(t)f (t) dt√
arccot(λt) – arccot(λx)

, ϕ(x) =
1

1 + λ2x2
.

38.
∫∫ x

a

[
arccot(λt) – arccot(λx)

]µ
y(t) dt = f (x), 0 < µ < 1.

Solution:

y(x) = kϕ(x)

(
1
ϕ(x)

d

dx

)2∫ x

a

ϕ(t)f (t) dt
[arccot(λt) – arccot(λx)]µ

,

ϕ(x) =
1

1 + λ2x2
, k =

sin(πµ)
πµ

.
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39.
∫∫ x

a

[
arccotµ(λx) – arccotµ(λt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.2 with g(x) = arccotµ(λx).

Solution: y(x) = –
1
λµ

d

dx

[
(1 + λ2x2)f ′x(x)
arccotµ–1(λx)

]
.

40.
∫∫ x

a

y(t) dt[
arccot(λt) – arccot(λx)

]µ = f (x), 0 < µ < 1.

Solution:

y(x) =
λ sin(πµ)

π

d

dx

∫ x

a

ϕ(t)f (t) dt
[arccot(λt) – arccot(λx)]1–µ

, ϕ(x) =
1

1 + λ2x2
.

41.
∫∫ x

a

[
A arccotβ(λx) + B arccotγ(µt) + C

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) =A arccotβ(λx) and h(t) =B arccotγ(µt)+C.

1.7. Equations Whose Kernels Contain Combinations of
Elementary Functions

1.7-1. Kernels Containing Exponential and Hyperbolic Functions

1.
∫∫ x

a

eµ(x–t){A1 cosh[λ1(x – t)] + A2 cosh[λ2(x – t)]
}
y(t) dt = f (x).

The substitution w(x) = e–µxy(x) leads to an equation of the form 1.3.8:∫ x

a

{
A1 cosh[λ1(x – t)] +A2 cosh[λ2(x – t)]

}
w(t) dt = e–µxf (x).

2.
∫∫ x

a

eµ(x–t) cosh2[λ(x – t)]y(t) dt = f (x).

Solution:

y(x) = ϕ(x) –
2λ2

k

∫ x

a

eµ(x–t) sinh[k(x – t)]ϕ(x) dt, k = λ
√

2, ϕ(x) = f ′x(x) – µf (x).

3.
∫∫ x

a

eµ(x–t) cosh3[λ(x – t)]y(t) dt = f (x).

The substitution w(x) = e–µxy(x) leads to an equation of the form 1.3.15:∫ x

a

cosh3[λ(x – t)]w(t) dt = e–µxf (x).

4.
∫∫ x

a

eµ(x–t) cosh4[λ(x – t)]y(t) dt = f (x).

The substitution w(x) = e–µxy(x) leads to an equation of the form 1.3.19:∫ x

a

cosh4[λ(x – t)]w(t) dt = e–µxf (x).
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5.
∫∫ x

a

eµ(x–t)[cosh(λx) – cosh(λt)
]n
y(t) dt = f (x), n = 1, 2, . . .

Solution:

y(x) =
1

λnn!
eµx sinh(λx)

[
1

sinh(λx)
d

dx

]n+1

Fµ(x), Fµ(x) = e–µxf (x).

6.
∫∫ x

a

eµ(x–t)
√

coshx – cosh t y(t) dt = f (x), f (a) = 0.

Solution:

y(x) =
2
π
eµx sinhx

( 1
sinhx

d

dx

)2
∫ x

a

e–µt sinh t f (t) dt√
coshx – cosh t

.

7.
∫∫ x

a

eµ(x–t)y(t) dt
√

coshx – cosh t
= f (x).

Solution:

y(x) =
1
π
eµx d

dx

∫ x

a

e–µt sinh t f (t) dt√
coshx – cosh t

.

8.
∫∫ x

a

eµ(x–t)(coshx – cosh t)λy(t) dt = f (x), 0 < λ < 1.

The substitution w(x) = e–µxy(x) leads to an equation of the form 1.3.23:∫ x

a

(coshx – cosh t)λw(t) dt = e–µxf (x).

9.
∫∫ x

a

[
Aeµ(x–t) + B coshλ x

]
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = Aeµx, h1(t) = e–µt, g2(x) = B coshλ x,
and h2(t) = 1.

10.
∫∫ x

a

[
Aeµ(x–t) + B coshλ t

]
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = Aeµx, h1(t) = e–µt, g2(x) = B, and
h2(t) = coshλ t.

11.
∫∫ x

a

eµ(x–t)(coshλ x – coshλ t)y(t) dt = f (x).

The substitution w(x) = e–µxy(x) leads to an equation of the form 1.3.24:∫ x

a

(coshλ x – coshλ t)w(t) dt = e–µxf (x).

12.
∫∫ x

a

eµ(x–t)(A coshλ x + B coshλ t
)
y(t) dt = f (x).

The substitution w(x) = e–µxy(x) leads to an equation of the form 1.3.25:∫ x

a

(
A coshλ x +B coshλ t

)
w(t) dt = e–µxf (x).
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13.
∫∫ x

a

eµ(x–t)y(t) dt

(coshx – cosh t)λ
= f (x), 0 < λ < 1.

Solution:

y(x) =
sin(πλ)
π

eµx d

dx

∫ x

a

e–µt sinh t f (t) dt
(coshx – cosh t)1–λ

.

14.
∫∫ x

a

eµ(x–t){A1 sinh[λ1(x – t)] + A2 sinh[λ2(x – t)]
}
y(t) dt = f (x).

The substitution w(x) = e–µxy(x) leads to an equation of the form 1.3.41:∫ x

a

{
A1 sinh[λ1(x – t)] +A2 sinh[λ2(x – t)]

}
w(t) dt = e–µxf (x).

15.
∫∫ x

a

eµ(x–t) sinh2[λ(x – t)]y(t) dt = f (x).

The substitution w(x) = e–µxy(x) leads to an equation of the form 1.3.43:∫ x

a

sinh2[λ(x – t)]w(t) dt = e–µxf (x).

16.
∫∫ x

a

eµ(x–t) sinh3[λ(x – t)]y(t) dt = f (x).

The substitution w(x) = e–µxy(x) leads to an equation of the form 1.3.49:∫ x

a

sinh3[λ(x – t)]w(t) dt = e–µxf (x).

17.
∫∫ x

a

eµ(x–t) sinhn[λ(x – t)]y(t) dt = f (x), n = 2, 3, . . .

The substitution w(x) = e–µxy(x) leads to an equation of the form 1.3.54:∫ x

a

sinhn[λ(x – t)]w(t) dt = e–µxf (x).

18.
∫∫ x

a

eµ(x–t) sinh
(
k
√
x – t

)
y(t) dt = f (x).

Solution:

y(x) =
2
πk
eµx d2

dx2

∫ x

a

e–µt cos
(
k
√
x – t

)
√
x – t

f (t) dt.

19.
∫∫ x

a

eµ(x–t)
√

sinhx – sinh t y(t) dt = f (x).

Solution:

y(x) =
2
π
eµx coshx

( 1
coshx

d

dx

)2
∫ x

a

e–µt cosh t f (t) dt√
sinhx – sinh t

.

20.
∫∫ x

a

eµ(x–t)y(t) dt
√

sinhx – sinh t
= f (x).

Solution:

y(x) =
1
π
eµx d

dx

∫ x

a

e–µt cosh t f (t) dt√
sinhx – sinh t

.
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21.
∫∫ x

a

eµ(x–t)(sinhx – sinh t)λy(t) dt = f (x), 0 < λ < 1.

The substitution w(x) = e–µxy(x) leads to an equation of the form 1.3.58:∫ x

a

(sinhx – sinh t)λw(t) dt = e–µxf (x).

22.
∫∫ x

a

eµ(x–t)(sinhλ x – sinhλ t)y(t) dt = f (x).

The substitution w(x) = e–µxy(x) leads to an equation of the form 1.3.59:∫ x

a

(sinhλ x – sinhλ t)w(t) dt = e–µxf (x).

23.
∫∫ x

a

eµ(x–t)(A sinhλ x + B sinhλ t
)
y(t) dt = f (x).

The substitution w(x) = e–µxy(x) leads to an equation of the form 1.3.60:∫ x

a

(
A sinhλ x +B sinhλ t

)
w(t) dt = e–µxf (x).

24.
∫∫ x

a

[
Aeµ(x–t) + B sinhλ x

]
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = Aeµx, h1(t) = e–µt, g2(x) = B sinhλ x,
and h2(t) = 1.

25.
∫∫ x

a

[
Aeµ(x–t) + B sinhλ t

]
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = Aeµx, h1(t) = e–µt, g2(x) = B, and
h2(t) = sinhλ t.

26.
∫∫ x

a

eµ(x–t)y(t) dt

(sinhx – sinh t)λ
= f (x), 0 < λ < 1.

Solution:

y(x) =
sin(πλ)
π

eµx d

dx

∫ x

a

e–µt cosh t f (t) dt
(sinhx – sinh t)1–λ

.

27.
∫∫ x

a

eµ(x–t)(A tanhλ x + B tanhλ t
)
y(t) dt = f (x).

The substitution w(x) = e–µxy(x) leads to an equation of the form 1.3.77:∫ x

a

(
A tanhλ x +B tanhλ t

)
w(t) dt = e–µxf (x).

28.
∫∫ x

a

eµ(x–t)(A tanhλ x + B tanhβ t + C
)
y(t) dt = f (x).

The substitutionw(x) = e–µxy(x) leads to an equation of the form 1.9.6 with g(x) =A tanhλ x,
g(t) = B tanhβ t + C:∫ x

a

(
A tanhλ x +B tanhβ t + C

)
w(t) dt = e–µxf (x).
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29.
∫∫ x

a

[
Aeµ(x–t) + B tanhλ x

]
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = Aeµx, h1(t) = e–µt, g2(x) = B tanhλ x,
and h2(t) = 1.

30.
∫∫ x

a

[
Aeµ(x–t) + B tanhλ t

]
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = Aeµx, h1(t) = e–µt, g2(x) = B, and
h2(t) = tanhλ t.

31.
∫∫ x

a

eµ(x–t)(A cothλ x + B cothλ t
)
y(t) dt = f (x).

The substitution w(x) = e–µxy(x) leads to an equation of the form 1.3.90:∫ x

a

(
A cothλ x +B cothλ t

)
w(t) dt = e–µxf (x).

32.
∫∫ x

a

eµ(x–t)(A cothλ x + B cothβ t + C
)
y(t) dt = f (x).

The substitutionw(x) = e–µxy(x) leads to an equation of the form 1.9.6 with g(x) =A cothλ x,
h(t) = B cothβ t + C:∫ x

a

(
A cothλ x +B cothβ t + C

)
w(t) dt = e–µxf (x).

33.
∫∫ x

a

[
Aeµ(x–t) + B cothλ x

]
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = Aeµx, h1(t) = e–µt, g2(x) = B cothλ x,
and h2(t) = 1.

34.
∫∫ x

a

[
Aeµ(x–t) + B cothλ t

]
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = Aeµx, h1(t) = e–µt, g2(x) = B, and
h2(t) = cothλ t.

1.7-2. Kernels Containing Exponential and Logarithmic Functions

35.
∫∫ x

a

eλ(x–t)(lnx – ln t)y(t) dt = f (x).

Solution:
y(x) = eλx

[
xϕ′′

xx(x) + ϕ′
x(x)

]
, ϕ(x) = e–λxf (x).

36.
∫∫ x

0
eλ(x–t) ln(x – t)y(t) dt = f (x).

The substitution w(x) = e–λxy(x) leads to an equation of the form 1.4.2:∫ x

0
ln(x – t)w(t) dt = e–λxf (x).
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37.
∫∫ x

a

eλ(x–t)(A lnx + B ln t)y(t) dt = f (x).

The substitution w(x) = e–λxy(x) leads to an equation of the form 1.4.4:∫ x

a

(A lnx +B ln t)w(t) dt = e–λxf (x).

38.
∫∫ x

a

eµ(x–t)[A ln2(λx) + B ln2(λt)
]
y(t) dt = f (x).

The substitution w(x) = e–λxy(x) leads to an equation of the form 1.4.7:∫ x

a

[
A ln2(λx) +B ln2(λt)

]
w(t) dt = e–λxf (x).

39.
∫∫ x

a

eλ(x–t)[ln(x/t)
]n
y(t) dt = f (x), n = 1, 2, . . .

Solution:

y(x) =
1
n!x

eλx

(
x
d

dx

)n+1

Fλ(x), Fλ(x) = e–λxf (x).

40.
∫∫ x

a

eλ(x–t)
√

ln(x/t) y(t) dt = f (x).

Solution:

y(x) =
2eλx

πx

(
x
d

dx

)2∫ x

a

e–λtf (t) dt

t
√

ln(x/t)
.

41.
∫∫ x

a

eλ(x–t)√
ln(x/t)

y(t) dt = f (x).

Solution:

y(x) =
1
π
eλx d

dx

∫ x

a

e–λtf (t) dt

t
√

ln(x/t)
.

42.
∫∫ x

a

[
Aeµ(x–t) + B lnν (λx)

]
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = Aeµx, h1(t) = e–µt, g2(x) = B lnν(λx),
and h2(t) = 1.

43.
∫∫ x

a

[
Aeµ(x–t) + B lnν (λt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = Aeµx, h1(t) = e–µt, g2(x) = B, and
h2(t) = lnν(λt).

44.
∫∫ x

a

eµ(x–t)[ln(x/t)]λy(t) dt = f (x), 0 < λ < 1.

The substitution w(x) = e–µxy(x) leads to an equation of the form 1.4.16:∫ x

a

[ln(x/t)]λw(t) dt = e–µxf (x).
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45.
∫∫ x

a

eµ(x–t)

[ln(x/t)]λ
y(t) dt = f (x), 0 < λ < 1.

Solution:

y(x) =
sin(πλ)
π

eµx d

dx

∫ x

a

f (t) dt
teµt[ln(x/t)]1–λ

.

1.7-3. Kernels Containing Exponential and Trigonometric Functions

46.
∫∫ x

a

eµ(x–t) cos[λ(x – t)]y(t) dt = f (x).

Solution: y(x) = f ′x(x) – µf (x) + λ2
∫ x

a

eµ(x–t)f (t) dt.

47.
∫∫ x

a

eµ(x–t){A1 cos[λ1(x – t)] + A2 cos[λ2(x – t)]
}
y(t) dt = f (x).

The substitution w(x) = e–µxy(x) leads to an equation of the form 1.5.8:∫ x

a

{
A1 cos[λ1(x – t)] +A2 cos[λ2(x – t)]

}
w(t) dt = e–µxf (x).

48.
∫∫ x

a

eµ(x–t) cos2[λ(x – t)]y(t) dt = f (x).

The substitution w(x) = e–µxy(x) leads to an equation of the form 1.5.9.
Solution:

y(x) = ϕ(x) +
2λ2

k

∫ x

a

eµ(x–t) sin[k(x – t)]ϕ(t) dt, k = λ
√

2, ϕ(x) = f ′x(x) – µf (x).

49.
∫∫ x

a

eµ(x–t) cos3[λ(x – t)]y(t) dt = f (x).

The substitution w(x) = e–µxy(x) leads to an equation of the form 1.5.15:∫ x

a

cos3[λ(x – t)]w(t) dt = e–µxf (x).

50.
∫∫ x

a

eµ(x–t) cos4[λ(x – t)]y(t) dt = f (x).

The substitution w(x) = e–µxy(x) leads to an equation of the form 1.5.19:∫ x

a

cos4[λ(x – t)]w(t) dt = e–µxf (x).

51.
∫∫ x

a

eµ(x–t)[cos(λx) – cos(λt)
]n
y(t) dt = f (x), n = 1, 2, . . .

The right-hand side of the equation is assumed to satisfy the conditions f (a) = f ′x(a) = · · · =
f (n)

x (a) = 0.
Solution:

y(x) =
(–1)n

λnn!
eµx sin(λx)

[
1

sin(λx)
d

dx

]n+1

Fµ(x), Fµ(x) = e–µxf (x).
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52.
∫∫ x

a

eµ(x–t)
√

cos t – cosx y(t) dt = f (x).

Solution:

y(x) =
2
π
eµx sinx

( 1
sinx

d

dx

)2
∫ x

a

e–µt sin t f (t) dt√
cos t – cosx

.

53.
∫∫ x

a

eµ(x–t)y(t) dt
√

cos t – cosx
= f (x).

Solution:

y(x) =
1
π
eµx d

dx

∫ x

a

e–µt sin t f (t) dt√
cos t – cosx

.

54.
∫∫ x

a

eµ(x–t)(cos t – cosx)λy(t) dt = f (x), 0 < λ < 1.

Solution:

y(x) = keµx sinx
( 1

sinx
d

dx

)2
∫ x

a

e–µt sin t f (t) dt
(cos t – cosx)λ

, k =
sin(πλ)
πλ

.

55.
∫∫ x

a

eµ(x–t)(cosλ x – cosλ t)y(t) dt = f (x).

The substitution w(x) = e–µxy(x) leads to an equation of the form 1.5.24:∫ x

a

(cosλ x – cosλ t)w(t) dt = e–µxf (x).

56.
∫∫ x

a

eµ(x–t)(A cosλ x + B cosλ t
)
y(t) dt = f (x).

The substitution w(x) = e–µxy(x) leads to an equation of the form 1.5.25:∫ x

a

(
A cosλ x +B cosλ t

)
w(t) dt = e–µxf (x).

57.
∫∫ x

a

eµ(x–t)y(t) dt

(cos t – cosx)λ
= f (x), 0 < λ < 1.

The substitution w(x) = e–µxy(x) leads to an equation of the form 1.5.26:∫ x

a

w(t) dt
(cos t – cosx)λ

= e–µxf (x).

58.
∫∫ x

a

[
Aeµ(x–t) + B cosν (λx)

]
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = Aeµx, h1(t) = e–µt, g2(x) = B cosν(λx),
and h2(t) = 1.

59.
∫∫ x

a

[
Aeµ(x–t) + B cosν (λt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = Aeµx, h1(t) = e–µt, g2(x) = B, and
h2(t) = cosν(λt).
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60.
∫∫ x

a

eµ(x–t) sin[λ(x – t)]y(t) dt = f (x), f (a) = f ′
x(a) = 0.

Solution: y(x) = 1
λ

[
f ′′xx(x) – 2µf ′x(x) + (λ2 + µ2)f (x)

]
.

61.
∫∫ x

a

eµ(x–t){A1 sin[λ1(x – t)] + A2 sin[λ2(x – t)]
}
y(t) dt = f (x).

The substitution w(x) = e–µxy(x) leads to an equation of the form 1.5.41:∫ x

a

{
A1 sin[λ1(x – t)] +A2 sin[λ2(x – t)]

}
w(t) dt = e–µxf (x).

62.
∫∫ x

a

eµ(x–t) sin2[λ(x – t)]y(t) dt = f (x).

The substitution w(x) = e–µxy(x) leads to an equation of the form 1.5.43:∫ x

a

sin2[λ(x – t)]w(t) dt = e–µxf (x).

63.
∫∫ x

a

eµ(x–t) sin3[λ(x – t)]y(t) dt = f (x).

The substitution w(x) = e–µxy(x) leads to an equation of the form 1.5.49:∫ x

a

sin3[λ(x – t)]w(t) dt = e–µxf (x).

64.
∫∫ x

a

eµ(x–t) sinn[λ(x – t)]y(t) dt = f (x), n = 2, 3, . . .

The substitution w(x) = e–µxy(x) leads to an equation of the form 1.5.54:∫ x

a

sinn[λ(x – t)]w(t) dt = e–µxf (x).

65.
∫∫ x

a

eµ(x–t) sin
(
k
√
x – t

)
y(t) dt = f (x).

Solution:

y(x) =
2
πk
eµx d2

dx2

∫ x

a

e–µt cosh
(
k
√
x – t

)
√
x – t

f (t) dt.

66.
∫∫ x

a

eµ(x–t)
√

sinx – sin t y(t) dt = f (x).

Solution:

y(x) =
2
π
eµx cosx

( 1
cosx

d

dx

)2
∫ x

a

e–µt cos t f (t) dt√
sinx – sin t

.

67.
∫∫ x

a

eµ(x–t)y(t) dt
√

sinx – sin t
= f (x).

Solution:

y(x) =
1
π
eµx d

dx

∫ x

a

e–µt cos t f (t) dt√
sinx – sin t

.
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68.
∫∫ x

a

eµ(x–t)(sinx – sin t)λy(t) dt = f (x), 0 < λ < 1.

Solution:

y(x) = keµx cosx
( 1

cosx
d

dx

)2
∫ x

a

e–µt cos t f (t) dt
(sinx – sin t)λ

, k =
sin(πλ)
πλ

.

69.
∫∫ x

a

eµ(x–t)(sinλ x – sinλ t)y(t) dt = f (x).

The substitution w(x) = e–µxy(x) leads to an equation of the form 1.5.59:∫ x

a

(sinλ x – sinλ t)w(t) dt = e–µxf (x).

70.
∫∫ x

a

eµ(x–t)(A sinλ x + B sinλ t
)
y(t) dt = f (x).

The substitution w(x) = e–µxy(x) leads to an equation of the form 1.5.60:∫ x

a

(
A sinλ x +B sinλ t

)
w(t) dt = e–µxf (x).

71.
∫∫ x

a

eµ(x–t)y(t) dt

(sinx – sin t)λ
= f (x), 0 < λ < 1.

The substitution w(x) = e–µxy(x) leads to an equation of the form 1.5.61:∫ x

a

w(t) dt
(sinx – sin t)λ

= e–µxf (x).

72.
∫∫ x

a

[
Aeµ(x–t) + B sinν (λx)

]
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = Aeµx, h1(t) = e–µt, g2(x) = B sinν(λx),
and h2(t) = 1.

73.
∫∫ x

a

[
Aeµ(x–t) + B sinν (λt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = Aeµx, h1(t) = e–µt, g2(x) = B, and
h2(t) = sinν(λt).

74.
∫∫ x

a

eµ(x–t)(A tanλ x + B tanλ t
)
y(t) dt = f (x).

The substitution w(x) = e–µxy(x) leads to an equation of the form 1.5.77:∫ x

a

(
A tanλ x +B tanλ t

)
w(t) dt = e–µxf (x).

75.
∫∫ x

a

eµ(x–t)(A tanλ x + B tanβ t + C
)
y(t) dt = f (x).

The substitution w(x) = e–µxy(x) leads to an equation of the form 1.9.6:∫ x

a

(
A tanλ x +B tanβ t + C

)
w(t) dt = e–µxf (x).

Page 74

© 1998 by CRC Press LLC



76.
∫∫ x

a

[
Aeµ(x–t) + B tanν (λx)

]
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = Aeµx, h1(t) = e–µt, g2(x) = B tanν(λx),
and h2(t) = 1.

77.
∫∫ x

a

[
Aeµ(x–t) + B tanν (λt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = Aeµx, h1(t) = e–µt, g2(x) = B, and
h2(t) = tanν(λt).

78.
∫∫ x

a

eµ(x–t)(A cotλ x + B cotλ t
)
y(t) dt = f (x).

The substitution w(x) = e–µxy(x) leads to an equation of the form 1.5.90:∫ x

a

(
A cotλ x +B cotλ t

)
w(t) dt = e–µxf (x).

79.
∫∫ x

a

eµ(x–t)(A cotλ x + B cotβ t + C
)
y(t) dt = f (x).

The substitution w(x) = e–µxy(x) leads to an equation of the form 1.9.6:∫ x

a

(
A cotλ x +B cotβ t + C

)
w(t) dt = e–µxf (x).

80.
∫∫ x

a

[
Aeµ(x–t) + B cotν (λx)

]
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = Aeµx, h1(t) = e–µt, g2(x) = B cotν(λx),
and h2(t) = 1.

81.
∫∫ x

a

[
Aeµ(x–t) + B cotν (λt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = Aeµx, h1(t) = e–µt, g2(x) = B, and
h2(t) = cotν(λt).

1.7-4. Kernels Containing Hyperbolic and Logarithmic Functions

82.
∫∫ x

a

[
A coshβ(λx) + B lnγ(µt) + C

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A coshβ(λx) and h(t) = B lnγ(µt) + C.

83.
∫∫ x

a

[
A coshβ(λt) + B lnγ(µx) + C

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = B lnγ(µx) + C and h(t) = A coshβ(λt).

84.
∫∫ x

a

[
A sinhβ(λx) + B lnγ(µt) + C

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A sinhβ(λx) and h(t) = B lnγ(µt) + C.
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85.
∫∫ x

a

[
A sinhβ(λt) + B lnγ(µx) + C

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = B lnγ(µx) and h(t) = A sinhβ(λt) + C.

86.
∫∫ x

a

[
A tanhβ(λx) + B lnγ(µt) + C

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A tanhβ(λx) and h(t) = B lnγ(µt) + C.

87.
∫∫ x

a

[
A tanhβ(λt) + B lnγ(µx) + C

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = B lnγ(µx) and h(t) = A tanhβ(λt) + C.

88.
∫∫ x

a

[
A cothβ(λx) + B lnγ(µt) + C

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A cothβ(λx) and h(t) = B lnγ(µt) + C.

89.
∫∫ x

a

[
A cothβ(λt) + B lnγ(µx) + C

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = B lnγ(µx) and h(t) = A cothβ(λt) + C.

1.7-5. Kernels Containing Hyperbolic and Trigonometric Functions

90.
∫∫ x

a

[
A coshβ(λx) + B cosγ(µt) + C

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A coshβ(λx) and h(t) = B cosγ(µt) + C.

91.
∫∫ x

a

[
A coshβ(λt) + B sinγ(µx) + C

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = B sinγ(µx) + C and h(t) = A coshβ(λt).

92.
∫∫ x

a

[
A coshβ(λx) + B tanγ(µt) + C

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A coshβ(λx) and h(t) = B tanγ(µt) + C.

93.
∫∫ x

a

[
A sinhβ(λx) + B cosγ(µt) + C

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A sinhβ(λx) and h(t) = B cosγ(µt) + C.

94.
∫∫ x

a

[
A sinhβ(λt) + B sinγ(µx) + C

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = B sinγ(µx) and h(t) = A sinhβ(λt) + C.

95.
∫∫ x

a

[
A sinhβ(λx) + B tanγ(µt) + C

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A sinhβ(λx) and h(t) = B tanγ(µt) + C.
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96.
∫∫ x

a

[
A tanhβ(λx) + B cosγ(µt) + C

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A tanhβ(λx) and h(t) = B cosγ(µt) + C.

97.
∫∫ x

a

[
A tanhβ(λx) + B sinγ(µt) + C

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A tanhβ(λx) and h(t) = B sinγ(µt) + C.

1.7-6. Kernels Containing Logarithmic and Trigonometric Functions

98.
∫∫ x

a

[
A cosβ(λx) + B lnγ(µt) + C

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A cosβ(λx) and h(t) = B lnγ(µt) + C.

99.
∫∫ x

a

[
A cosβ(λt) + B lnγ(µx) + C

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = B lnγ(µx) + C and h(t) = A cosβ(λt).

100.
∫∫ x

a

[
A sinβ(λx) + B lnγ(µt) + C

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = A sinβ(λx) and h(t) = B lnγ(µt) + C.

101.
∫∫ x

a

[
A sinβ(λt) + B lnγ(µx) + C

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = B lnγ(µx) and h(t) = A sinβ(λt) + C.

1.8. Equations Whose Kernels Contain Special
Functions

1.8-1. Kernels Containing Bessel Functions

1.
∫∫ x

a

J0[λ(x – t)]y(t) dt = f (x).

Solution:

y(x) =
1
λ

(
d2

dx2
+ λ2

)2 ∫ x

a

(x – t) J1[λ(x – t)] f (t) dt.

Example. In the special case λ = 1 and f (x) = A sin x, the solution has the form y(x) = AJ0(x).

2.
∫∫ x

a

[J0(λx) – J0(λt)]y(t) dt = f (x).

Solution: y(x) = –
d

dx

[
f ′x(x)
λJ1(λx)

]
.

Page 77

© 1998 by CRC Press LLC



3.
∫∫ x

a

[AJ0(λx) + BJ0(λt)]y(t) dt = f (x).

For B = –A, see equation 1.8.2. We consider the interval [a,x] in which J0(λx) does not
change its sign.

Solution with B ≠ –A:

y(x) = ± 1
A +B

d

dx

{∣∣J0(λx)
∣∣– A

A+B

∫ x

a

∣∣J0(λt)
∣∣– B

A+B f ′t(t) dt

}
.

Here the sign of J0(λx) should be taken.

4.
∫∫ x

a

(x – t) J0[λ(x – t)]y(t) dt = f (x).

Solution:

y(x) =
∫ x

a

g(t) dt,

where

g(t) =
1
λ

(
d2

dt2
+ λ2

)3 ∫ t

a

(t – τ ) J1[λ(t – τ )] f (τ ) dτ .

5.
∫∫ x

a

(x – t)J1[λ(x – t)]y(t) dt = f (x).

Solution:

y(x) =
1

3λ3

(
d2

dx2
+ λ2

)4 ∫ x

a

(x – t)2 J2[λ(x – t)] f (t) dt.

6.
∫∫ x

a

(
x – t

)2
J1[λ(x – t)]y(t) dt = f (x).

Solution:

y(x) =
∫ x

a

g(t) dt,

where

g(t) =
1

9λ3

(
d2

dt2
+ λ2

)5 ∫ t

a

(
t – τ

)2
J2[λ(t – τ )] f (τ ) dτ .

7.
∫∫ x

a

(
x – t

)n
Jn[λ(x – t)]y(t) dt = f (x), n = 0, 1, 2, . . .

Solution:

y(x) = A

(
d2

dx2
+ λ2

)2n+2 ∫ x

a

(x – t)n+1 Jn+1[λ(x – t)] f (t) dt,

A =
( 2
λ

)2n+1 n! (n + 1)!
(2n)! (2n + 2)!

.

If the right-hand side of the equation is differentiable sufficiently many times and the
conditions f (a) = f ′x(a) = · · · = f (2n+1)

x (a) = 0 are satisfied, then the solution of the integral
equation can be written in the form

y(x) = A
∫ x

a

(x – t)2n+1J2n+1[λ(x – t)]F (t) dt, F (t) =

(
d2

dt2
+ λ2

)2n+2

f (t) dt.
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8.
∫∫ x

a

(
x – t

)n+1
Jn[λ(x – t)]y(t) dt = f (x), n = 0, 1, 2, . . .

Solution:

y(x) =
∫ x

a

g(t) dt,

where

g(t) = A

(
d2

dt2
+ λ2

)2n+3 ∫ t

a

(t – τ )n+1 Jn+1[λ(t – τ )] f (τ ) dτ ,

A =
( 2
λ

)2n+1 n! (n + 1)!
(2n + 1)! (2n + 2)!

.

If the right-hand side of the equation is differentiable sufficiently many times and the
conditions f (a) = f ′x(a) = · · · = f (2n+2)

x (a) = 0 are satisfied, then the function g(t) defining the
solution can be written in the form

g(t) = A
∫ t

a

(t – τ )n–ν–2Jn–ν–2[λ(t – τ )]F (τ ) dτ , F (τ ) =

(
d2

dτ 2
+ λ2

)2n+2

f (τ ).

9.
∫∫ x

a

(x – t)1/2J1/2[λ(x – t)]y(t) dt = f (x).

Solution:

y(x) =
π

4λ2

(
d2

dx2
+ λ2

)3 ∫ x

a

(x – t)3/2 J3/2[λ(x – t)] f (t) dt.

10.
∫∫ x

a

(x – t)3/2J1/2[λ(x – t)]y(t) dt = f (x).

Solution:

y(x) =
∫ x

a

g(t) dt,

where

g(t) =
π

8λ2

( d2

dt2
+ λ2

)4 ∫ t

a

(t – τ )3/2 J3/2[λ(t – τ )] f (τ ) dτ .

11.
∫∫ x

a

(x – t)3/2J3/2[λ(x – t)]y(t) dt = f (x).

Solution:

y(x) =

√
π

23/2λ5/2

(
d2

dx2
+ λ2

)3 ∫ x

a

sin[λ(x – t)] f (t) dt.

12.
∫∫ x

a

(x – t)5/2J3/2[λ(x – t)]y(t) dt = f (x).

Solution:

y(x) =
∫ x

a

g(t) dt,

where

g(t) =
π

128λ4

(
d2

dt2
+ λ2

)6 ∫ t

a

(t – τ )5/2 J5/2[λ(t – τ )] f (τ ) dτ .
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13.
∫ x

a

(x – t)
2n–1

2 J 2n–1
2

[λ(x – t)]y(t) dt = f (x), n = 2, 3, . . .

Solution:

y(x) =

√
π

√
2λ

2n+1
2 (2n – 2)!!

(
d2

dx2
+ λ2

)n ∫ x

a

sin[λ(x – t)] f (t) dt.

14.
∫∫ x

a

[Jν (λx) – Jν (λt)]y(t) dt = f (x).

This is a special case of equation 1.9.2 with g(x) = Jν(λx).

Solution: y(x) =
d

dx

[
xf ′x(x)

νJν(λx) – λxJν+1(λx)

]
.

15.
∫∫ x

a

[AJν (λx) + BJν (λt)]y(t) dt = f (x).

For B = –A, see equation 1.8.14. We consider the interval [a,x] in which Jν(λx) does not
change its sign.

Solution with B ≠ –A:

y(x) = ± 1
A +B

d

dx

{∣∣Jν(λx)
∣∣– A

A+B

∫ x

a

∣∣Jν(λt)
∣∣– B

A+B f ′t(t) dt

}
.

Here the sign of Jν(λx) should be taken.

16.
∫∫ x

a

[AJν (λx) + BJµ(βt)]y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = AJν(λx) and h(t) = BJµ(βt).

17.
∫∫ x

a

(x – t)νJν [λ(x – t)]y(t) dt = f (x).

Solution:

y(x) = A

(
d2

dx2
+ λ2

)n ∫ x

a

(x – t)n–ν–1 Jn–ν–1[λ(x – t)] f (t) dt,

A =
( 2
λ

)n–1 Γ(ν + 1) Γ(n – ν)
Γ(2ν + 1) Γ(2n – 2ν – 1)

,

where – 1
2 < ν < n–1

2 and n = 1, 2, . . .
If the right-hand side of the equation is differentiable sufficiently many times and the

conditions f (a) = f ′x(a) = · · · = f (n–1)
x (a) = 0 are satisfied, then the solution of the integral

equation can be written in the form

y(x) = A
∫ x

a

(x – t)n–ν–1 Jn–ν–1[λ(x – t)]F (t) dt, F (t) =

(
d2

dt2
+ λ2

)n

f (t).

©• Reference: S. G. Samko, A. A. Kilbas, and O. I. Marichev (1993).
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18.
∫∫ x

a

(x – t)ν+1Jν [λ(x – t)]y(t) dt = f (x).

Solution:

y(x) =
∫ x

a

g(t) dt,

where

g(t) = A

(
d2

dt2
+ λ2

)n ∫ t

a

(t – τ )n–ν–2 Jn–ν–2[λ(t – τ )] f (τ ) dτ ,

A =
( 2
λ

)n–2 Γ(ν + 1) Γ(n – ν – 1)
Γ(2ν + 2) Γ(2n – 2ν – 3)

,

where –1 < ν < n
2 – 1 and n = 1, 2, . . .

If the right-hand side of the equation is differentiable sufficiently many times and the
conditions f (a) = f ′x(a) = · · · = f (n–1)

x (a) = 0 are satisfied, then the function g(t) defining the
solution can be written in the form

g(t) = A
∫ t

a

(t – τ )n–ν–2 Jn–ν–2[λ(t – τ )]F (τ ) dτ , F (τ ) =

(
d2

dτ 2
+ λ2

)n

f (τ ).

©• Reference: S. G. Samko, A. A. Kilbas, and O. I. Marichev (1993).

19.
∫∫ x

a

J0
(
λ

√
x – t

)
y(t) dt = f (x).

Solution:

y(x) =
d2

dx2

∫ x

a

I0
(
λ
√
x – t

)
f (t) dt.

20.
∫∫ x

a

[
AJν

(
λ

√
x

)
+ BJν

(
λ

√
t
)]
y(t) dt = f (x).

We consider the interval [a,x] in which Jν

(
λ
√
x

)
does not change its sign.

Solution with B ≠ –A:

y(x) = ± 1
A +B

d

dx

{∣∣Jν

(
λ
√
x

)∣∣– A
A+B

∫ x

a

∣∣Jν

(
λ
√
t
)∣∣– B

A+B f ′t(t) dt

}
.

Here the sign Jν

(
λ
√
x

)
should be taken.

21.
∫∫ x

a

[
AJν

(
λ

√
x

)
+ BJµ

(
β

√
t
)]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = AJν

(
λ
√
x

)
and h(t) = BJµ

(
β
√
t
)
.

22.
∫∫ x

a

√
x – t J1

(
λ

√
x – t

)
y(t) dt = f (x).

Solution:

y(x) =
2
λ

d3

dx3

∫ x

a

I0
(
λ
√
x – t

)
f (t) dt.
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23.
∫∫ x

a

(x – t)1/4J1/2
(
λ

√
x – t

)
y(t) dt = f (x).

Solution:

y(x) =

√
2
πλ

d2

dx2

∫ x

a

cosh
(
λ
√
x – t

)
√
x – t

f (t) dt.

24.
∫∫ x

a

(x – t)3/4J3/2
(
λ

√
x – t

)
y(t) dt = f (x).

Solution:

y(x) =
23/2

√
π λ3/2

d3

dx3

∫ x

a

cosh
(
λ
√
x – t

)
√
x – t

f (t) dt.

25.
∫∫ x

a

(x – t)n/2Jn

(
λ

√
x – t

)
y(t) dt = f (x), n = 0, 1, 2, . . .

Solution:

y(x) =
( 2
λ

)n dn+2

dxn+2

∫ x

a

I0
(
λ
√
x – t

)
f (t) dt.

26.
∫ x

a

(
x – t

) 2n–3
4 J 2n–3

2

(
λ

√
x – t

)
y(t) dt = f (x), n = 1, 2, . . .

Solution:

y(x) =
1√
π

(
2
λ

) 2n–3
2 dn

dxn

∫ x

a

cosh
(
λ
√
x – t

)
√
x – t

f (t) dt.

27.
∫∫ x

a

(x – t)–1/4J–1/2
(
λ

√
x – t

)
y(t) dt = f (x).

Solution:

y(x) =

√
λ

2π
d

dx

∫ x

a

cosh
(
λ
√
x – t

)
√
x – t

f (t) dt.

28.
∫∫ x

a

(x – t)ν/2Jν

(
λ

√
x – t

)
y(t) dt = f (x).

Solution:

y(x) =
( 2
λ

)n–2 dn

dxn

∫ x

a

(
x – t

) n–ν–2
2 In–ν–2

(
λ
√
x – t

)
f (t) dt,

where –1 < ν < n – 1, n = 1, 2, . . .
If the right-hand side of the equation is differentiable sufficiently many times and the

conditions f (a) = f ′x(a) = · · · = f (n–1)
x (a) = 0 are satisfied, then the solution of the integral

equation can be written in the form

y(x) =
( 2
λ

)n–2
∫ x

a

(
x – t

) n–ν–2
2 In–ν–2

(
λ
√
x – t

)
f (n)

t (t) dt.

29.
∫∫ x

0

(
x2 – t2)–1/4

J–1/2
(
λ

√
x2 – t2

)
y(t) dt = f (x).

Solution:

y(x) =

√
2λ
π

d

dx

∫ x

0
t

cosh
(
λ
√
x2 – t2

)
√
x2 – t2

f (t) dt.

©• Reference: S. G. Samko, A. A. Kilbas, and O. I. Marichev (1993).
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30.
∫∫ ∞

x

(
t2 – x2)–1/4

J–1/2
(
λ

√
t2 – x2

)
y(t) dt = f (x).

Solution:

y(x) = –

√
2λ
π

d

dx

∫ ∞

x

t
cosh

(
λ
√
t2 – x2

)
√
t2 – x2

f (t) dt.

31.
∫∫ x

0

(
x2 – t2)ν/2

Jν

(
λ

√
x2 – t2

)
y(t) dt = f (x), –1 < ν < 0.

Solution:

y(x) = λ
d

dx

∫ x

0
t
(
x2 – t2

)–(ν+1)/2
I–ν–1

(
λ
√
x2 – t2

)
f (t) dt.

©• Reference: S. G. Samko, A. A. Kilbas, and O. I. Marichev (1993).

32.
∫∫ ∞

x

(
t2 – x2)ν/2

Jν

(
λ

√
t2 – x2

)
y(t) dt = f (x), –1 < ν < 0.

Solution:

y(x) = –λ
d

dx

∫ ∞

x

t
(
t2 – x2

)–(ν+1)/2
I–ν–1

(
λ
√
t2 – x2

)
f (t) dt.

©• Reference: S. G. Samko, A. A. Kilbas, and O. I. Marichev (1993).

33.
∫∫ x

a

[AtkJν (λx) + BxmJµ(λt)]y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = AJν(λx), h1(t) = tk, g2(x) = Bxm, and
h2(t) = Jµ(λt).

34.
∫∫ x

a

[AJ2
ν (λx) + BJ2

ν (λt)]y(t) dt = f (x).

Solution with B ≠ –A:

y(x) =
1

A +B
d

dx

{∣∣Jν(λx)
∣∣– 2A

A+B

∫ x

a

∣∣Jν(λt)
∣∣– 2B

A+B f ′t(t) dt

}
.

35.
∫∫ x

a

[
AJk

ν (λx) + BJm
µ (βt)

]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = AJk
ν (λx) and h(t) = BJm

µ (βt).

36.
∫∫ x

a

[Y0(λx) – Y0(λt)]y(t) dt = f (x).

Solution: y(x) = –
d

dx

[
f ′x(x)
λY1(λx)

]
.

37.
∫∫ x

a

[Yν (λx) – Yν (λt)]y(t) dt = f (x).

Solution: y(x) =
d

dx

[
xf ′x(x)

νYν(λx) – λxYν+1(λx)

]
.
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38.
∫∫ x

a

[AYν (λx) + BYν (λt)]y(t) dt = f (x).

For B = –A, see equation 1.8.37. We consider the interval [a,x] in which Yν(λx) does not
change its sign.

Solution with B ≠ –A:

y(x) = ± 1
A +B

d

dx

{∣∣Yν(λx)
∣∣– A

A+B

∫ x

a

∣∣Yν(λt)
∣∣– B

A+B f ′t(t) dt

}
.

Here the sign of Yν(λx) should be taken.

39.
∫∫ x

a

[AtkYν (λx) + BxmYµ(λt)]y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = AYν(λx), h1(t) = tk, g2(x) = Bxm, and
h2(t) = Yµ(λt).

40.
∫∫ x

a

[AJν (λx)Yµ(βt) + BJν (λt)Yµ(βx)]y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = AYν(λx), h1(t) = Yµ(βt), g2(x) =
BYµ(βx), and h2(t) = Jν(λt).

1.8-2. Kernels Containing Modified Bessel Functions

41.
∫∫ x

a

I0[λ(x – t)]y(t) dt = f (x).

Solution:

y(x) =
1
λ

(
d2

dx2
– λ2

)2 ∫ x

a

(x – t) I1[λ(x – t)] f (t) dt.

42.
∫∫ x

a

[I0(λx) – I0(λt)]y(t) dt = f (x), f (a) = f ′
x(a) = 0.

Solution: y(x) =
d

dx

[
f ′x(x)
λI1(λx)

]
.

43.
∫∫ x

a

[AI0(λx) + BI0(λt)]y(t) dt = f (x).

For B = –A, see equation 1.8.42. Solution with B ≠ –A:

y(x) = ± 1
A +B

d

dx

{∣∣I0(λx)
∣∣– A

A+B

∫ x

a

∣∣I0(λt)
∣∣– B

A+B f ′t(t) dt

}
.

Here the sign of Iν(λx) should be taken.

44.
∫∫ x

a

(x – t)I0[λ(x – t)]y(t) dt = f (x).

Solution:

y(x) =
∫ x

a

g(t) dt,

where

g(t) =
1
λ

(
d2

dt2
– λ2

)3 ∫ t

a

(t – τ ) I1[λ(t – τ )] f (τ ) dτ .
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45.
∫∫ x

a

(x – t)I1[λ(x – t)]y(t) dt = f (x).

Solution:

y(x) =
1

3λ3

(
d2

dx2
– λ2

)4 ∫ x

a

(x – t)2 I2[λ(x – t)] f (t) dt.

46.
∫∫ x

a

(x – t)2 I1[λ(x – t)]y(t) dt = f (x).

Solution:

y(x) =
∫ x

a

g(t) dt,

where

g(t) =
1

9λ3

(
d2

dt2
– λ2

)5 ∫ t

a

(
t – τ

)2
I2[λ(t – τ )] f (τ ) dτ .

47.
∫∫ x

a

(x – t)nIn[λ(x – t)]y(t) dt = f (x), n = 0, 1, 2, . . .

Solution:

y(x) = A

(
d2

dx2
– λ2

)2n+2 ∫ x

a

(x – t)n+1 In+1[λ(x – t)] f (t) dt,

A =
( 2
λ

)2n+1 n! (n + 1)!
(2n)! (2n + 2)!

.

If the right-hand side of the equation is differentiable sufficiently many times and the
conditions f (a) = f ′x(a) = · · · = f (2n+1)

x (a) = 0 are satisfied, then the solution of the integral
equation can be written in the form

y(x) = A
∫ x

a

(x – t)2n+1I2n+1[λ(x – t)]F (t) dt, F (t) =

(
d2

dt2
– λ2

)2n+2

f (t).

48.
∫∫ x

a

(x – t)n+1In[λ(x – t)]y(t) dt = f (x), n = 0, 1, 2, . . .

Solution:

y(x) =
∫ x

a

g(t) dt,

where

g(t) = A

(
d2

dt2
– λ2

)2n+3 ∫ t

a

(t – τ )n+1 In+1[λ(t – τ )] f (τ ) dτ ,

A =
( 2
λ

)2n+1 n! (n + 1)!
(2n + 1)! (2n + 2)!

.

If the right-hand side of the equation is differentiable sufficiently many times and the
conditions f (a) = f ′x(a) = · · · = f (2n+2)

x (a) = 0 are satisfied, then the function g(t) defining the
solution can be written in the form

g(t) = A
∫ t

a

(t – τ )n–ν–2 In–ν–2[λ(t – τ )]F (τ ) dτ , F (τ ) =

(
d2

dτ 2
– λ2

)2n+2

f (τ ).
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49.
∫∫ x

a

(x – t)1/2I1/2[λ(x – t)]y(t) dt = f (x).

Solution:

y(x) =
π

4λ2

(
d2

dx2
– λ2

)3 ∫ x

a

(x – t)3/2 I3/2[λ(x – t)] f (t) dt.

50.
∫∫ x

a

(x – t)3/2I1/2[λ(x – t)]y(t) dt = f (x).

Solution:

y(x) =
∫ x

a

g(t) dt,

where

g(t) =
π

8λ2

(
d2

dt2
– λ2

)4 ∫ t

a

(t – τ )3/2I3/2[λ(t – τ )] f (τ ) dτ .

51.
∫∫ x

a

(x – t)3/2I3/2[λ(x – t)]y(t) dt = f (x).

Solution:

y(x) =

√
π

23/2λ5/2

(
d2

dx2
– λ2

)3 ∫ x

a

sinh[λ(x – t)] f (t) dt.

52.
∫∫ x

a

(x – t)5/2I3/2[λ(x – t)]y(t) dt = f (x).

Solution:

y(x) =
∫ x

a

g(t) dt,

where

g(t) =
π

128λ4

(
d2

dt2
– λ2

)6 ∫ t

a

(t – τ )5/2 I5/2[λ(t – τ )] f (τ ) dτ .

53.
∫∫ x

a

(
x – t

) 2n–1
2 I 2n–1

2
[λ(x – t)]y(t) dt = f (x), n = 2, 3, . . .

Solution:

y(x) =

√
π

√
2λ

2n+1
2 (2n – 2)!!

(
d2

dx2
– λ2

)n ∫ x

a

sinh[λ(x – t)] f (t) dt.

54.
∫∫ x

a

[Iν (λx) – Iν (λt)]y(t) dt = f (x).

This is a special case of equation 1.9.2 with g(x) = Iν(λx).

55.
∫∫ x

a

[AIν (λx) + BIν (λt)]y(t) dt = f (x).

Solution with B ≠ –A:

y(x) =
1

A +B
d

dx

{[
Iν(λx)

]– A
A+B

∫ x

a

[
Iν(λt)

]– B
A+B f ′t(t) dt

}
.
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56.
∫∫ x

a

[AIν (λx) + BIµ(βt)]y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = AIν(λx) and h(t) = BIµ(βt).

57.
∫∫ x

a

(x – t)νIν [λ(x – t)]y(t) dt = f (x).

Solution:

y(x) = A

(
d2

dx2
– λ2

)n ∫ x

a

(x – t)n–ν–1 In–ν–1[λ(x – t)] f (t) dt,

A =
( 2
λ

)n–1 Γ(ν + 1) Γ(n – ν)
Γ(2ν + 1) Γ(2n – 2ν – 1)

,

where – 1
2 < ν < n–1

2 and n = 1, 2, . . .
If the right-hand side of the equation is differentiable sufficiently many times and the

conditions f (a) = f ′x(a) = · · · = f (n–1)
x (a) = 0 are satisfied, then the solution of the integral

equation can be written in the form

y(x) = A
∫ x

a

(x – t)n–ν–1 In–ν–1[λ(x – t)]F (t) dt, F (t) =

(
d2

dt2
– λ2

)n

f (t).

©• Reference: S. G. Samko, A. A. Kilbas, and O. I. Marichev (1993).

58.
∫∫ x

a

(x – t)ν+1Iν [λ(x – t)]y(t) dt = f (x).

Solution:

y(x) =
∫ x

a

g(t) dt,

where

g(t) = A

(
d2

dt2
– λ2

)n ∫ t

a

(t – τ )n–ν–2 In–ν–2[λ(t – τ )] f (τ ) dτ ,

A =
( 2
λ

)n–2 Γ(ν + 1) Γ(n – ν – 1)
Γ(2ν + 2) Γ(2n – 2ν – 3)

,

where –1 < ν < n
2 – 1 and n = 1, 2, . . .

If the right-hand side of the equation is differentiable sufficiently many times and the
conditions f (a) = f ′x(a) = · · · = f (n–1)

x (a) = 0 are satisfied, then the function g(t) defining the
solution can be written in the form

g(t) = A
∫ t

a

(t – τ )n–ν–2 In–ν–2[λ(t – τ )]F (τ ) dτ , F (τ ) =

(
d2

dτ 2
– λ2

)n

f (τ ).

©• Reference: S. G. Samko, A. A. Kilbas, and O. I. Marichev (1993).

59.
∫∫ x

a

I0
(
λ

√
x – t

)
y(t) dt = f (x).

Solution:

y(x) =
d2

dx2

∫ x

a

J0
(
λ
√
x – t

)
f (t) dt.
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60.
∫∫ x

a

[
AIν

(
λ

√
x

)
+ BIν

(
λ

√
t
)]
y(t) dt = f (x).

Solution with B ≠ –A:

y(x) =
1

A +B
d

dx

{[
Iν

(
λ
√
x

)]– A
A+B

∫ x

a

[
Iν

(
λ
√
t
)]– B

A+B f ′t(t) dt

}
.

61.
∫∫ x

a

[
AIν

(
λ

√
x

)
+ BIµ

(
β

√
t
)]
y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = AIν
(
λ
√
x

)
and h(t) = BIµ

(
β
√
t
)
.

62.
∫∫ x

a

√
x – t I1

(
λ

√
x – t

)
y(t) dt = f (x).

Solution:

y(x) =
2
λ

d3

dx3

∫ x

a

J0
(
λ
√
x – t

)
f (t) dt.

63.
∫∫ x

a

(x – t)1/4I1/2
(
λ

√
x – t

)
y(t) dt = f (x).

Solution:

y(x) =

√
2
πλ

d2

dx2

∫ x

a

cos
(
λ
√
x – t

)
√
x – t

f (t) dt.

64.
∫∫ x

a

(x – t)3/4I3/2
(
λ

√
x – t

)
y(t) dt = f (x).

Solution:

y(x) =
23/2

√
π λ3/2

d3

dx3

∫ x

a

cos
(
λ
√
x – t

)
√
x – t

f (t) dt.

65.
∫∫ x

a

(x – t)n/2In

(
λ

√
x – t

)
y(t) dt = f (x), n = 0, 1, 2, . . .

Solution:

y(x) =
( 2
λ

)n dn+2

dxn+2

∫ x

a

J0
(
λ
√
x – t

)
f (t) dt.

66.
∫∫ x

a

(
x – t

) 2n–3
4 I 2n–3

2

(
λ

√
x – t

)
y(t) dt = f (x), n = 1, 2, . . .

Solution:

y(x) =
1√
π

(
2
λ

) 2n–3
2 dn

dxn

∫ x

a

cos
(
λ
√
x – t

)
√
x – t

f (t) dt.

67.
∫∫ x

a

(x – t)–1/4I–1/2
(
λ

√
x – t

)
y(t) dt = f (x).

Solution:

y(x) =

√
λ

2π
d

dx

∫ x

a

cos
(
λ
√
x – t

)
√
x – t

f (t) dt.
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68.
∫∫ x

a

(x – t)ν/2Iν

(
λ

√
x – t

)
y(t) dt = f (x).

Solution:

y(x) =
( 2
λ

)n–2 dn

dxn

∫ x

a

(
x – t

) n–ν–2
2 Jn–ν–2

(
λ
√
x – t

)
f (t) dt,

where –1 < ν < n – 1, n = 1, 2, . . .
If the right-hand side of the equation is differentiable sufficiently many times and the

conditions f (a) = f ′x(a) = · · · = f (n–1)
x (a) = 0 are satisfied, then the solution of the integral

equation can be written in the form

y(x) =
( 2
λ

)n–2
∫ x

a

(
x – t

) n–ν–2
2 Jn–ν–2

(
λ
√
x – t

)
f (n)

t (t) dt.

©• Reference: S. G. Samko, A. A. Kilbas, and O. I. Marichev (1993).

69.
∫∫ x

0

(
x2 – t2)–1/4

I–1/2
(
λ

√
x2 – t2

)
y(t) dt = f (x).

Solution:

y(x) =

√
2λ
π

d

dx

∫ x

0
t

cos
(
λ
√
x2 – t2

)
√
x2 – t2

f (t) dt.

70.
∫∫ ∞

x

(
t2 – x2)–1/4

I–1/2
(
λ

√
t2 – x2

)
y(t) dt = f (x).

Solution:

y(x) = –

√
2λ
π

d

dx

∫ ∞

x

t
cos

(
λ
√
t2 – x2

)
√
t2 – x2

f (t) dt.

71.
∫∫ x

0

(
x2 – t2)ν/2

Iν

(
λ

√
x2 – t2

)
y(t) dt = f (x), –1 < ν < 0.

Solution:

y(x) = λ
d

dx

∫ x

0
t
(
x2 – t2

)–(ν+1)/2
J–ν–1

(
λ
√
x2 – t2

)
f (t) dt.

©• Reference: S. G. Samko, A. A. Kilbas, and O. I. Marichev (1993).

72.
∫∫ ∞

x

(t2 – x2)ν/2Iν

(
λ

√
t2 – x2

)
y(t) dt = f (x), –1 < ν < 0.

Solution:

y(x) = –λ
d

dx

∫ ∞

x

t (t2 – x2)–(ν+1)/2J–ν–1
(
λ
√
t2 – x2

)
f (t) dt.

©• Reference: S. G. Samko, A. A. Kilbas, and O. I. Marichev (1993).

73.
∫∫ x

a

[AtkIν (λx) + BxsIµ(λt)]y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = AIν(λx), h1(t) = tk, g2(x) = Bxs , and
h2(t) = Iµ(λt).
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74.
∫∫ x

a

[AI2
ν (λx) + BI2

ν (λt)]y(t) dt = f (x).

Solution with B ≠ –A:

y(x) =
1

A +B
d

dx

{∣∣Iν(λx)
∣∣– 2A

A+B

∫ x

a

∣∣Iν(λt)
∣∣– 2B

A+B f ′t(t) dt

}
.

75.
∫∫ x

a

[AIk
ν (λx) + BIs

µ(βt)]y(t) dt = f (x).

This is a special case of equation 1.9.6 with g(x) = AIk
ν (λx) and h(t) = BIs

µ(βt).

76.
∫∫ x

a

[K0(λx) – K0(λt)]y(t) dt = f (x).

Solution: y(x) = –
d

dx

[
f ′x(x)
λK1(λx)

]
.

77.
∫∫ x

a

[Kν (λx) – Kν (λt)]y(t) dt = f (x).

This is a special case of equation 1.9.2 with g(x) = Kν(λx).

78.
∫∫ x

a

[AKν (λx) + BKν (λt)]y(t) dt = f (x).

Solution with B ≠ –A:

y(x) =
1

A +B
d

dx

{[
Kν(λx)

]– A
A+B

∫ x

a

[
Kν(λt)

]– B
A+B f ′t(t) dt

}
.

79.
∫∫ x

a

[AtkKν (λx) + BxsKµ(λt)]y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = AKν(λx), h1(t) = tk, g2(x) = Bxs , and
h2(t) = Kµ(λt).

80.
∫∫ x

a

[AIν (λx)Kµ(βt) + BIν (λt)Kµ(βx)]y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = AIν(λx), h1(t) = Kµ(βt), g2(x) =
BKµ(βx), and h2(t) = Iν(λt).

1.8-3. Kernels Containing Associated Legendre Functions

81.
∫∫ x

a

(x2 – t2)–µ/2Pµ
ν

(x

t

)
y(t) dt = f (x), 0 < a < ∞.

Here Pµ
ν (x) is the associated Legendre function (see Supplement 10).

Solution:

y(x) = xn+µ–1 d
n

dxn

[
x1–µ

∫ x

a

(x2 – t2)
n+µ–2

2 t–nP 2–n–µ
ν

(
t

x

)
f (t) dt

]
,

where µ < 1, ν ≥ – 1
2 , and n = 1, 2, . . .

©• Reference: S. G. Samko, A. A. Kilbas, and O. I. Marichev (1993).
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82.
∫∫ x

a

(x2 – t2)–µ/2Pµ
ν

( t

x

)
y(t) dt = f (x), 0 < a < ∞.

Here Pµ
ν (x) is the associated Legendre function (see Supplement 10).

Solution:

y(x) =
dn

dxn

∫ x

a

(x2 – t2)
n+µ–2

2 P 2–n–µ
ν

( x
t

)
f (t) dt,

where µ < 1, ν ≥ – 1
2 , and n = 1, 2, . . .

©• Reference: S. G. Samko, A. A. Kilbas, and O. I. Marichev (1993).

83.
∫∫ b

x

(t2 – x2)–µ/2Pµ
ν

(x

t

)
y(t) dt = f (x), 0 < b < ∞.

Here Pµ
ν (x) is the associated Legendre function (see Supplement 10).

Solution:

y(x) = (–1)nxn+µ–1 d
n

dxn

[
x1–µ

∫ b

x

(t2 – x2)
n+µ–2

2 t–nP 2–n–µ
ν

(
t

x

)
f (t) dt

]
,

where µ < 1, ν ≥ – 1
2 , and n = 1, 2, . . .

©• Reference: S. G. Samko, A. A. Kilbas, and O. I. Marichev (1993).

84.
∫∫ b

x

(t2 – x2)–µ/2Pµ
ν

( t

x

)
y(t) dt = f (x), 0 < b < ∞.

Here Pµ
ν (x) is the associated Legendre function (see Supplement 10).

Solution:

y(x) = (–1)n
dn

dxn

∫ b

x

(t2 – x2)
n+µ–2

2 P 2–n–µ
ν

( x
t

)
f (t) dt,

where µ < 1, ν ≥ – 1
2 , and n = 1, 2, . . .

©• Reference: S. G. Samko, A. A. Kilbas, and O. I. Marichev (1993).

1.8-4. Kernels Containing Hypergeometric Functions

85.
∫∫ x

s

(x – t)b–1Φ
(
a, b;λ(x – t)

)
y(t) dt = f (x).

Here Φ(a, b; z) is the degenerate hypergeometric function (see Supplement 10).
Solution:

y(x) =
dn

dxn

∫ x

s

(x – t)n–b–1

Γ(b)Γ(n – b)
Φ

(
–a, n – b; λ(x – t)

)
f (t) dt,

where 0 < b < n and n = 1, 2, . . .
If the right-hand side of the equation is differentiable sufficiently many times and the

conditions f (s) = f ′x(s) = · · · = f (n–1)
x (s) = 0 are satisfied, then the solution of the integral

equation can be written in the form

y(x) =
∫ x

s

(x – t)n–b–1

Γ(b)Γ(n – b)
Φ

(
–a, n – b; λ(x – t)

)
f (n)

t (t) dt.

©• Reference: S. G. Samko, A. A. Kilbas, and O. I. Marichev (1993).
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86.
∫∫ x

s

(x – t)c–1F

(
a, b, c; 1 –

x

t

)
y(t) dt = f (x).

Here Φ(a, b, c; z) is the Gaussian hypergeometric function (see Supplement 10).
Solution:

y(x) = x–a d
n

dxn

{
xa

∫ x

s

(x – t)n–c–1

Γ(c)Γ(n – c)
F

(
–a, n – b, n – c; 1 –

t

x

)
f (t) dt

}
,

where 0 < c < n and n = 1, 2, . . .
If the right-hand side of the equation is differentiable sufficiently many times and the

conditions f (s) = f ′x(s) = · · · = f (n–1)
x (s) = 0 are satisfied, then the solution of the integral

equation can be written in the form

y(x) =
∫ x

s

(x – t)n–c–1

Γ(c)Γ(n – c)
F

(
–a, –b, n – c; 1 –

t

x

)
f (n)

t (t) dt.

©• Reference: S. G. Samko, A. A. Kilbas, and O. I. Marichev (1993).

1.9. Equations Whose Kernels Contain Arbitrary
Functions

1.9-1. Equations With Degenerate Kernel: K(x, t) = g1(x)h1(t) + g2(x)h2(t)

1.
∫∫ x

a

g(x)h(t)y(t) dt = f (x).

Solution: y =
1
h(x)

d

dx

[
f (x)
g(x)

]
=

1
g(x)h(x)

f ′x(x) –
g′x(x)

g2(x)h(x)
f (x).

2.
∫∫ x

a

[g(x) – g(t)]y(t) dt = f (x).

It is assumed that f (a) = f ′x(a) = 0 and f ′x/g
′
x ≠ const.

Solution: y(x) =
d

dx

[
f ′x(x)
g′x(x)

]
.

3.
∫∫ x

a

[g(x) – g(t) + b]y(t) dt = f (x).

Differentiation with respect to x yields an equation of the form 2.9.2:

y(x) +
1
b
g′x(x)

∫ x

a

y(t) dt =
1
b
f ′x(x).

Solution:

y(x) =
1
b
f ′x(x) –

1
b2
g′x(x)

∫ x

a

exp
[ g(t) – g(x)

b

]
f ′t(t) dt.

4.
∫∫ x

a

[Ag(x) + Bg(t)]y(t) dt = f (x).

For B = –A, see equation 1.9.2.
Solution with B ≠ –A:

y(x) =
sign g(x)
A +B

d

dx

{∣∣g(x)
∣∣– A

A+B

∫ x

a

∣∣g(t)
∣∣– B

A+B f ′t(t) dt

}
.
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5.
∫∫ x

a

[Ag(x) + Bg(t) + C]y(t) dt = f (x).

For B = –A, see equation 1.9.3. Assume that B ≠ –A and (A +B)g(x) + C > 0.
Solution:

y(x) =
d

dx

{∣∣(A +B)g(x) + C
∣∣– A

A+B

∫ x

a

∣∣(A +B)g(t) + C
∣∣– B

A+B f ′t(t) dt

}
.

6.
∫∫ x

a

[g(x) + h(t)]y(t) dt = f (x).

Solution:

y(x) =
d

dx

[
Φ(x)

g(x) + h(x)

∫ x

a

f ′t(t) dt
Φ(t)

]
, Φ(x) = exp

[∫ x

a

h′t(t) dt
g(t) + h(t)

]
.

7.
∫∫ x

a

[
g(x) + (x – t)h(x)

]
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = g(x) + xh(x), h1(t) = 1, g2(x) = h(x),
and h2(t) = –t.

Solution:

y(x) =
d

dx

{
Φ(x)

h(x)
g(x)

∫ x

a

[
f (t)
h(t)

]′

t

dt

Φ(t)

}
, Φ(t) = exp

[
–

∫ x

a

h(t)
g(t)

dt

]
.

8.
∫∫ x

a

[
g(t) + (x – t)h(t)

]
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = x, h1(t) = h(t), g2(x) = 1, and h2(t) =
g(t) – th(t).

9.
∫∫ x

a

[
g(x) + (Axλ + Btµ)h(x)

]
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = g(x) +Axλh(x), h1(t) = 1, g2(x) = h(x),
and h2(t) = Btµ.

10.
∫∫ x

a

[
g(t) + (Axλ + Btµ)h(t)

]
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = Axλ, h1(t) = h(t), g2(x) = 1, and
h2(t) = g(t) +Btµh(t).

11.
∫∫ x

a

[g(x)h(t) – h(x)g(t)]y(t) dt = f (x), f (a) = f ′
x(a) = 0.

For g = const or h = const, see equation 1.9.2.
Solution:

y(x) =
1
h

d

dx

[
(f/h)′x
(g/h)′x

]
, where f = f (x), g = g(x), h = h(x).

Here Af +Bg + Ch /≡ 0, with A, B, and C being some constants.
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12.
∫∫ x

a

[Ag(x)h(t) + Bg(t)h(x)]y(t) dt = f (x).

For B = –A, see equation 1.9.11.
Solution with B ≠ –A:

y(x) =
1

(A +B)h(x)
d

dx

{[
h(x)
g(x)

] A
A+B

∫ x

a

[
h(t)
g(t)

] B
A+B d

dt

[
f (t)
h(t)

]
dt

}
.

13.
∫∫ x

a

{
1 + [g(t) – g(x)]h(x)

}
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = 1 – g(x)h(x), h1(t) = 1, g2(x) = h(x),
and h2(t) = g(t).

Solution:

y(x) =
d

dx

{
h(x)Φ(x)

∫ x

a

[
f (t)
h(t)

]′

t

dt

Φ(t)

}
, Φ(x) = exp

[∫ x

a

g′t(t)h(t) dt

]
.

14.
∫∫ x

a

{
e–λ(x–t) +

[
eλxg(t) – eλtg(x)

]
h(x)

}
y(t) dt = f (x).

This is a special case of equation 1.9.15 with g1(x) = eλxh(x), h1(t) = g(t), g2(x) = e–λx –
g(x)h(x), and h2(t) = eλt.

15.
∫∫ x

a

[g1(x)h1(t) + g2(x)h2(t)]y(t) dt = f (x).

For g2/g1 = const or h2/h1 = const, see equation 1.9.1.

1◦. Solution with g1(x)h1(x) + g2(x)h2(x) /≡ 0 and f (x) /≡ const g2(x):

y(x) =
1

h1(x)
d

dx

{
g2(x)h1(x)Φ(x)

g1(x)h1(x) + g2(x)h2(x)

∫ x

a

[
f (t)
g2(t)

]′

t

dt

Φ(t)

}
, (1)

where

Φ(x) = exp

{∫ x

a

[
h2(t)
h1(t)

]′

t

g2(t)h1(t) dt
g1(t)h1(t) + g2(t)h2(t)

}
. (2)

If f (x) ≡ const g2(x), the solution is given by formulas (1) and (2) in which the subscript 1
must be changed by 2 and vice versa.

2◦. Solution with g1(x)h1(x) + g2(x)h2(x) ≡ 0:

y(x) =
1
h1

d

dx

[
(f/g2)′x
(g1/g2)′x

]
= –

1
h1

d

dx

[
(f/g2)′x
(h2/h1)′x

]
,

where f = f (x), g2 = g2(x), h1 = h1(x), and h2 = h2(x).
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1.9-2. Equations With Difference Kernel: K(x, t) = K(x – t)

16.
∫∫ x

a

K(x – t)y(t) dt = f (x).

1◦. LetK(0) = 1 and f (a) = 0. Differentiating the equation with respect to x yields a Volterra
equation of the second kind:

y(x) +
∫ x

a

K ′
x(x – t)y(t) dt = f ′x(x).

The solution of this equation can be represented in the form

y(x) = f ′x(x) +
∫ x

a

R(x – t)f ′t(t) dt. (1)

Here the resolvent R(x) is related to the kernel K(x) of the original equation by

R(x) = L
–1

[
1

pK̃(p)
– 1

]
, K̃(p) = L

[
K(x)

]
,

where L and L
–1 are the operators of the direct and inverse Laplace transforms, respectively.

K̃(p) = L
[
K(x)

]
=

∫ ∞

0
e–pxK(x) dx, R(x) = L

–1[R̃(p)
]

=
1

2πi

∫ c+i∞

c–i∞
epxR̃(p) dp.

2◦. Let K(x) have an integrable power-law singularity at x = 0. Denote by w = w(x) the
solution of the simpler auxiliary equation (compared with the original equation) with a = 0
and constant right-hand side f ≡ 1,∫ x

0
K(x – t)w(t) dt = 1. (2)

Then the solution of the original integral equation with arbitrary right-hand side is expressed
in terms of w as follows:

y(x) =
d

dx

∫ x

a

w(x – t)f (t) dt = f (a)w(x – a) +
∫ x

a

w(x – t)f ′t(t) dt.

17.
∫∫ x

–∞
K(x – t)y(t) dt = Axn, n = 0, 1, 2, . . .

This is a special case of equation 1.9.19 with λ = 0.

1◦. Solution with n = 0:

y(x) =
A

B
, B =

∫ ∞

0
K(z) dz.

2◦. Solution with n = 1:

y(x) =
A

B
x +

AC

B2
, B =

∫ ∞

0
K(z) dz, C =

∫ ∞

0
zK(z) dz.

3◦. Solution with n = 2:

y2(x) =
A

B
x2 + 2

AC

B2
x + 2

AC2

B3
–
AD

B2
,

B =
∫ ∞

0
K(z) dz, C =

∫ ∞

0
zK(z) dz, D =

∫ ∞

0
z2K(z) dz.

4◦. Solution with n = 3, 4, . . . is given by:

yn(x) = A

{
∂n

∂λn

[ eλx

B(λ)

]}
λ=0

, B(λ) =
∫ ∞

0
K(z)e–λz dz.
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18.
∫∫ x

–∞
K(x – t)y(t) dt = Aeλx.

Solution:

y(x) =
A

B
eλx, B =

∫ ∞

0
K(z)e–λz dz = L{K(z),λ}.

19.
∫∫ x

–∞
K(x – t)y(t) dt = Axneλx, n = 1, 2, . . .

1◦. Solution with n = 1:

y1(x) =
A

B
xeλx +

AC

B2
eλx,

B =
∫ ∞

0
K(z)e–λz dz, C =

∫ ∞

0
zK(z)e–λz dz.

It is convenient to calculate the coefficients B and C using tables of Laplace transforms
according to the formulas B = L{K(z),λ} and C = L{zK(z),λ}.

2◦. Solution with n = 2:

y2(x) =
A

B
x2eλx + 2

AC

B2
xeλx +

(
2
AC2

B3
–
AD

B2

)
eλx,

B =
∫ ∞

0
K(z)e–λz dz, C =

∫ ∞

0
zK(z)e–λz dz, D =

∫ ∞

0
z2K(z)e–λz dz.

3◦. Solution with n = 3, 4, . . . is given by:

yn(x) =
∂

∂λ
yn–1(x) = A

∂n

∂λn

[
eλx

B(λ)

]
, B(λ) =

∫ ∞

0
K(z)e–λz dz.

20.
∫∫ x

–∞
K(x – t)y(t) dt = A cosh(λx).

Solution:

y(x) =
A

2B–
eλx +

A

2B+
e–λx =

1
2

( A
B–

+
A

B+

)
cosh(λx) +

1
2

( A
B–

–
A

B+

)
sinh(λx),

B– =
∫ ∞

0
K(z)e–λz dz, B+ =

∫ ∞

0
K(z)eλz dz.

21.
∫∫ x

–∞
K(x – t)y(t) dt = A sinh(λx).

Solution:

y(x) =
A

2B–
eλx –

A

2B+
e–λx =

1
2

( A
B–

–
A

B+

)
cosh(λx) +

1
2

( A
B–

+
A

B+

)
sinh(λx),

B– =
∫ ∞

0
K(z)e–λz dz, B+ =

∫ ∞

0
K(z)eλz dz.

22.
∫∫ x

–∞
K(x – t)y(t) dt = A cos(λx).

Solution:

y(x) =
A

B2
c +B2

s

[
Bc cos(λx) –Bs sin(λx)

]
,

Bc =
∫ ∞

0
K(z) cos(λz) dz, Bs =

∫ ∞

0
K(z) sin(λz) dz.
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23.
∫∫ x

–∞
K(x – t)y(t) dt = A sin(λx).

Solution:

y(x) =
A

B2
c +B2

s

[
Bc sin(λx) +Bs cos(λx)

]
,

Bc =
∫ ∞

0
K(z) cos(λz) dz, Bs =

∫ ∞

0
K(z) sin(λz) dz.

24.
∫∫ x

–∞
K(x – t)y(t) dt = Aeµx cos(λx).

Solution:

y(x) =
A

B2
c +B2

s
eµx

[
Bc cos(λx) –Bs sin(λx)

]
,

Bc =
∫ ∞

0
K(z)e–µz cos(λz) dz, Bs =

∫ ∞

0
K(z)e–µz sin(λz) dz.

25.
∫∫ x

–∞
K(x – t)y(t) dt = Aeµx sin(λx).

Solution:

y(x) =
A

B2
c +B2

s
eµx

[
Bc sin(λx) +Bs cos(λx)

]
,

Bc =
∫ ∞

0
K(z)e–µz cos(λz) dz, Bs =

∫ ∞

0
K(z)e–µz sin(λz) dz.

26.
∫∫ x

–∞
K(x – t)y(t) dt = f (x).

1◦. For a polynomial right-hand side of the equation, f (x) =
n∑

k=0
Akx

k, the solution has the

form

y(x) =
n∑

k=0

Bkx
k,

where the constants Bk are found by the method of undetermined coefficients. The solution
can also be obtained by the formula given in 1.9.17 (item 4◦).

2◦. For f (x) = eλx
n∑

k=0
Akx

k, the solution has the form

y(x) = eλx
n∑

k=0

Bkx
k,

where the constants Bk are found by the method of undetermined coefficients. The solution
can also be obtained by the formula given in 1.9.19 (item 3◦).
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3◦. For f (x) =
n∑

k=0
Ak exp(λkx), the solution has the form

y(x) =
n∑

k=0

Ak

Bk
exp(λkx), Bk =

∫ ∞

0
K(z) exp(–λkz) dz.

4◦. For f (x) = cos(λx)
n∑

k=0
Akx

k, the solution has the form

y(x) = cos(λx)
n∑

k=0

Bkx
k + sin(λx)

n∑
k=0

Ckx
k,

where the constants Bk and Ck are found by the method of undetermined coefficients.

5◦. For f (x) = sin(λx)
n∑

k=0
Akx

k, the solution has the form

y(x) = cos(λx)
n∑

k=0

Bkx
k + sin(λx)

n∑
k=0

Ckx
k,

where the constants Bk and Ck are found by the method of undetermined coefficients.

6◦. For f (x) =
n∑

k=0
Ak cos(λkx), the solution has the form

y(x) =
n∑

k=0

Ak

B2
ck +B2

sk

[
Bck cos(λkx) –Bsk sin(λkx)

]
,

Bck =
∫ ∞

0
K(z) cos(λkz) dz, Bsk =

∫ ∞

0
K(z) sin(λkz) dz.

7◦. For f (x) =
n∑

k=0
Ak sin(λkx), the solution has the form

y(x) =
n∑

k=0

Ak

B2
ck +B2

sk

[
Bck sin(λkx) +Bsk cos(λkx)

]
,

Bck =
∫ ∞

0
K(z) cos(λkz) dz, Bsk =

∫ ∞

0
K(z) sin(λkz) dz.

27.
∫∫ ∞

x

K(x – t)y(t) dt = Axn, n = 0, 1, 2, . . .

This is a special case of equation 1.9.29 with λ = 0.

1◦. Solution with n = 0:

y(x) =
A

B
, B =

∫ ∞

0
K(–z) dz.

2◦. Solution with n = 1:

y(x) =
A

B
x –

AC

B2
, B =

∫ ∞

0
K(–z) dz, C =

∫ ∞

0
zK(–z) dz.
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3◦. Solution with n = 2:

y2(x) =
A

B
x2 – 2

AC

B2
x + 2

AC2

B3
–
AD

B2
,

B =
∫ ∞

0
K(–z) dz, C =

∫ ∞

0
zK(–z) dz, D =

∫ ∞

0
z2K(–z) dz.

4◦. Solution with n = 3, 4, . . . is given by

yn(x) = A

{
∂n

∂λn

[
eλx

B(λ)

]}
λ=0

, B(λ) =
∫ ∞

0
K(–z)eλz dz.

28.
∫∫ ∞

x

K(x – t)y(t) dt = Aeλx.

Solution:

y(x) =
A

B
eλx, B =

∫ ∞

0
K(–z)eλz dz.

The expression forB is the Laplace transform of the functionK(–z) with parameter p= –λ and
can be calculated with the aid of tables of Laplace transforms given (e.g., see Supplement 4).

29.
∫∫ ∞

x

K(x – t)y(t) dt = Axneλx, n = 1, 2, . . .

1◦. Solution with n = 1:

y1(x) =
A

B
xeλx –

AC

B2
eλx,

B =
∫ ∞

0
K(–z)eλz dz, C =

∫ ∞

0
zK(–z)eλz dz.

It is convenient to calculate the coefficients B and C using tables of Laplace transforms with
parameter p = –λ.

2◦. Solution with n = 2:

y2(x) =
A

B
x2eλx – 2

AC

B2
xeλx +

(
2
AC2

B3
–
AD

B2

)
eλx,

B =
∫ ∞

0
K(–z)eλz dz, C =

∫ ∞

0
zK(–z)eλz dz, D =

∫ ∞

0
z2K(–z)eλz dz.

3◦. Solution with n = 3, 4, . . . is given by:

yn(x) =
∂

∂λ
yn–1(x) = A

∂n

∂λn

[
eλx

B(λ)

]
, B(λ) =

∫ ∞

0
K(–z)eλz dz.

30.
∫∫ ∞

x

K(x – t)y(t) dt = A cosh(λx).

Solution:

y(x) =
A

2B+
eλx +

A

2B–
e–λx =

1
2

( A

B+
+
A

B–

)
cosh(λx) +

1
2

( A

B+
–
A

B–

)
sinh(λx),

B+ =
∫ ∞

0
K(–z)eλz dz, B– =

∫ ∞

0
K(–z)e–λz dz.
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31.
∫∫ ∞

x

K(x – t)y(t) dt = A sinh(λx).

Solution:

y(x) =
A

2B+
eλx –

A

2B–
e–λx =

1
2

( A

B+
–
A

B–

)
cosh(λx) +

1
2

( A

B+
+
A

B–

)
sinh(λx),

B+ =
∫ ∞

0
K(–z)eλz dz, B– =

∫ ∞

0
K(–z)e–λz dz.

32.
∫∫ ∞

x

K(x – t)y(t) dt = A cos(λx).

Solution:

y(x) =
A

B2
c +B2

s

[
Bc cos(λx) +Bs sin(λx)

]
,

Bc =
∫ ∞

0
K(–z) cos(λz) dz, Bs =

∫ ∞

0
K(–z) sin(λz) dz.

33.
∫∫ ∞

x

K(x – t)y(t) dt = A sin(λx).

Solution:

y(x) =
A

B2
c +B2

s

[
Bc sin(λx) –Bs cos(λx)

]
,

Bc =
∫ ∞

0
K(–z) cos(λz) dz, Bs =

∫ ∞

0
K(–z) sin(λz) dz.

34.
∫∫ ∞

x

K(x – t)y(t) dt = Aeµx cos(λx).

Solution:

y(x) =
A

B2
c +B2

s
eµx

[
Bc cos(λx) +Bs sin(λx)

]
,

Bc =
∫ ∞

0
K(–z)eµz cos(λz) dz, Bs =

∫ ∞

0
K(–z)eµz sin(λz) dz.

35.
∫∫ ∞

x

K(x – t)y(t) dt = Aeµx sin(λx).

Solution:

y(x) =
A

B2
c +B2

s
eµx

[
Bc sin(λx) –Bs cos(λx)

]
,

Bc =
∫ ∞

0
K(–z)eµz cos(λz) dz, Bs =

∫ ∞

0
K(–z)eµz sin(λz) dz.

36.
∫∫ ∞

x

K(x – t)y(t) dt = f (x).

1◦. For a polynomial right-hand side of the equation, f (x) =
n∑

k=0
Akx

k, the solution has the

form

y(x) =
n∑

k=0

Bkx
k,

where the constants Bk are found by the method of undetermined coefficients. The solution
can also be obtained by the formula given in 1.9.27 (item 4◦).
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2◦. For f (x) = eλx
n∑

k=0
Akx

k, the solution has the form

y(x) = eλx
n∑

k=0

Bkx
k,

where the constants Bk are found by the method of undetermined coefficients. The solution
can also be obtained by the formula given in 1.9.29 (item 3◦).

3◦. For f (x) =
n∑

k=0
Ak exp(λkx), the solution has the form

y(x) =
n∑

k=0

Ak

Bk
exp(λkx), Bk =

∫ ∞

0
K(–z) exp(λkz) dz.

4◦. For f (x) = cos(λx)
n∑

k=0
Akx

k, the solution has the form

y(x) = cos(λx)
n∑

k=0

Bkx
k + sin(λx)

n∑
k=0

Ckx
k,

where the constants Bk and Ck are found by the method of undetermined coefficients.

5◦. For f (x) = sin(λx)
n∑

k=0
Akx

k, the solution has the form

y(x) = cos(λx)
n∑

k=0

Bkx
k + sin(λx)

n∑
k=0

Ckx
k,

where the constants Bk and Ck are found by the method of undetermined coefficients.

6◦. For f (x) =
n∑

k=0
Ak cos(λkx), the solution has the form

y(x) =
n∑

k=0

Ak

B2
ck +B2

sk

[
Bck cos(λkx) +Bsk sin(λkx)

]
,

Bck =
∫ ∞

0
K(–z) cos(λkz) dz, Bsk =

∫ ∞

0
K(–z) sin(λkz) dz.

7◦. For f (x) =
n∑

k=0
Ak sin(λkx), the solution has the form

y(x) =
n∑

k=0

Ak

B2
ck +B2

sk

[
Bck sin(λkx) –Bsk cos(λkx)

]
,

Bck =
∫ ∞

0
K(–z) cos(λkz) dz, Bsk =

∫ ∞

0
K(–z) sin(λkz) dz.

8◦. For arbitrary right-hand side f = f (x), the solution of the integral equation can be
calculated by the formula

y(x) =
1

2πi

∫ c+i∞

c–i∞

f̃ (p)

k̃(–p)
epx dp,

f̃ (p) =
∫ ∞

0
f (x)e–px dx, k̃(–p) =

∫ ∞

0
K(–z)epz dz.

To calculate f̃ (p) and k̃(–p), it is convenient to use tables of Laplace transforms, and to
determine y(x), tables of inverse Laplace transforms.
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1.9-3. Other Equations

37.
∫∫ x

a

[
g(x) – g(t)

]n
y(t) dt = f (x), n = 1, 2, . . .

The right-hand side of the equation is assumed to satisfy the conditions f (a) = f ′x(a) = · · · =
f (n)

x (a) = 0.

Solution: y(x) =
1
n!
g′x(x)

(
1

g′x(x)
d

dx

)n+1

f (x).

38.
∫∫ x

a

√
g(x) – g(t) y(t) dt = f (x), f (a) = 0.

Solution:

y(x) =
2
π
g′x(x)

(
1

g′x(x)
d

dx

)2∫ x

a

f (t)g′t(t) dt√
g(x) – g(t)

.

39.
∫∫ x

a

y(t) dt
√
g(x) – g(t)

= f (x), g′
x > 0.

Solution:

y(x) =
1
π

d

dx

∫ x

a

f (t)g′t(t) dt√
g(x) – g(t)

.

40.
∫∫ x

a

eλ(x–t)y(t) dt
√
g(x) – g(t)

= f (x), g′
x > 0.

Solution:

y(x) =
1
π
eλx d

dx

∫ x

a

e–λtf (t)g′t(t)√
g(x) – g(t)

dt.

41.
∫∫ x

a

[g(x) – g(t)]λy(t) dt = f (x), f (a) = 0, 0 < λ < 1.

Solution:

y(x) = kg′x(x)

(
1

g′x(x)
d

dx

)2∫ x

a

g′t(t)f (t) dt
[g(x) – g(t)]λ

, k =
sin(πλ)
πλ

.

42.
∫∫ x

a

h(t)y(t) dt

[g(x) – g(t)]λ
= f (x), g′

x > 0, 0 < λ < 1.

Solution:

y(x) =
sin(πλ)
πh(x)

d

dx

∫ x

a

f (t)g′t(t) dt
[g(x) – g(t)]1–λ

.

43.
∫∫ x

0
K

(
t

x

)
y(t) dt = Axλ + Bxµ.

Solution:

y(x) =
A

Iλ
xλ–1 +

B

Iµ
xµ–1, Iλ =

∫ 1

0
K(z)zλ–1 dz, Iµ =

∫ 1

0
K(z)zµ–1 dz.
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44.
∫∫ x

0
K

(
t

x

)
y(t) dt = Pn(x), Pn(x) = xλ

n∑
m=0

Amxm.

Solution:

y(x) = xλ
n∑

m=0

Am

Im
xm–1, Im =

∫ 1

0
K(z)zλ+m–1 dz.

The integral I0 is supposed to converge.

45.
∫∫ x

a

{
g1(x)

[
h1(t) – h1(x)

]
+ g2(x)

[
h2(t) – h2(x)

]}
y(t) dt = f (x).

This is a special case of equation 1.9.50 with g3(x) = –g1(x)h1(x) – g2(x)h2(x) and h3(t) = 1.

The substitution Y (x) =
∫ x

a
y(t) dt followed by integration by parts leads to an integral

equation of the form 1.9.15:

∫ x

a

{
g1(x)

[
h1(t)

]′
t

+ g2(x)
[
h2(t)

]′
t

}
Y (t) dt = –f (x).

46.
∫∫ x

a

{
g1(x)

[
h1(t) – eλ(x–t)h1(x)

]
+ g2(x)

[
h2(t) – eλ(x–t)h2(x)

]}
y(t) dt = f (x).

This is a special case of equation 1.9.50 with g3(x) = –eλx
[
g1(x)h1(x) + g2(x)h2(x)

]
, and

h3(t) = e–λt.

The substitutionY (x) =
∫ x

a
e–λty(t) dt followed by integration by parts leads to an integral

equation of the form 1.9.15:

∫ x

a

{
g1(x)

[
eλth1(t)

]′
t

+ g2(x)
[
eλth2(t)

]′
t

}
Y (t) dt = –f (x).

47.
∫∫ x

a

[
Agλ(x)gµ(t) + Bgλ+β(x)gµ–β(t) – (A + B)gλ+γ(x)gµ–γ(t)

]
y(t) dt = f (x).

This is a special case of equation 1.9.50 with g1(x) =Agλ(x), h1(t) = gµ(t), g2(x) =Bgλ+β(x),
h2(t) = gµ–β(t), g3(x) = –(A +B)gλ+γ(x), and h3(t) = gµ–γ(t).

48.
∫∫ x

a

[
Agλ(x)h(x)gµ(t) + Bgλ+β(x)h(x)gµ–β(t)

– (A + B)gλ+γ(x)gµ–γ(t)h(t)
]
y(t) dt = f (x).

This is a special case of equation 1.9.50 with g1(x) = Agλ(x)h(x), h1(t) = gµ(t), g2(x) =
Bgλ+β(x)h(x), h2(t) = gµ–β(t), g3(x) = –(A +B)gλ+γ(x), and h3(t) = gµ–γ(t)h(t).

49.
∫∫ x

a

[
Agλ(x)h(x)gµ(t) + Bgλ+β(x)h(t)gµ–β(t)

– (A + B)gλ+γ(x)gµ–γ(t)h(t)
]
y(t) dt = f (x).

This is a special case of equation 1.9.50 with g1(x) = Agλ(x)h(x), h1(t) = gµ(t), g2(x) =
Bgλ+β(x), h2(t) = gµ–β(t)h(t), g3(x) = –(A +B)gλ+γ(x), and h3(t) = gµ–γ(t)h(t).
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50.
∫∫ x

a

[
g1(x)h1(t) + g2(x)h2(t) + g3(x)h3(t)

]
y(t) dt = f (x),

where g1(x)h1(x) + g2(x)h2(x) + g3(x)h3(x) ≡ 0.

The substitution Y (x) =
∫ x

a
h3(t)y(t) dt followed by integration by parts leads to an integral

equation of the form 1.9.15:

∫ x

a

{
g1(x)

[
h1(t)
h3(t)

]′

t

+ g2(x)

[
h2(t)
h3(t)

]′

t

}
Y (t) dt = –f (x).

51.
∫∫ x

–∞
Q(x – t)eαty(ξ) dt = Aepx, ξ = eβtg(x – t).

Solution:

y(ξ) =
A

q
ξ

p–α
β , q =

∫ ∞

0
Q(z)[g(z)]

p–α
β e–pz dz.

1.10. Some Formulas and Transformations
1. Let the solution of the integral equation

∫ x

a

K(x, t)y(t) dt = f (x) (1)

have the form
y(x) = F

[
f (x)

]
, (2)

where F is some linear integro-differential operator. Then the solution of the more complicated
integral equation ∫ x

a

K(x, t)g(x)h(t)y(t) dt = f (x) (3)

has the form

y(x) =
1
h(x)

F
[ f (x)
g(x)

]
. (4)

Below are formulas for the solutions of integral equations of the form (3) for some specific
functions g(x) and h(t). In all cases, it is assumed that the solution of equation (1) is known and is
determined by formula (2).

(a) The solution of the equation

∫ x

a

K(x, t)(x/t)λy(t) dt = f (x)

has the form
y(x) = xλF

[
x–λf (x)

]
.

(b) The solution of the equation

∫ x

a

K(x, t)eλ(x–t)y(t) dt = f (x)

has the form
y(x) = eλxF

[
e–λxf (x)

]
.
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2. Let the solution of the integral equation (1) have the form

y(x) = L1

(
x,

d

dx

)
f (x) + L2

(
x,

d

dx

) ∫ x

a

R(x, t)f (t) dt, (5)

where L1 and L2 are some linear differential operators.
The solution of the more complicated integral equation∫ x

a

K
(
ϕ(x), ϕ(t)

)
y(t) dt = f (x), (6)

where ϕ(x) is an arbitrary monotone function (differentiable sufficiently many times, ϕ′
x > 0), is

determined by the formula

y(x) = ϕ′
x(x)L1

(
ϕ(x),

1
ϕ′

x(x)
d

dx

)
f (x)

+ ϕ′
x(x)L2

(
ϕ(x),

1
ϕ′

x(x)
d

dx

) ∫ x

a

R
(
ϕ(x), ϕ(t)

)
ϕ′

t(t)f (t) dt.

(7)

Below are formulas for the solutions of integral equations of the form (6) for some specific
functions ϕ(x). In all cases, it is assumed that the solution of equation (1) is known and is
determined by formula (5).

(a) For ϕ(x) = xλ,

y(x) = λxλ–1L1

(
xλ,

1
λxλ–1

d

dx

)
f (x) + λ2xλ–1L2

(
xλ,

1
λxλ–1

d

dx

) ∫ x

a

R
(
xλ, tλ

)
tλ–1f (t) dt.

(b) For ϕ(x) = eλx,

y(x) = λeλxL1

(
eλx,

1
λeλx

d

dx

)
f (x) + λ2eλxL2

(
eλx,

1
λeλx

d

dx

) ∫ x

a

R
(
eλx, eλt

)
eλtf (t) dt.

(c) For ϕ(x) = ln(λx),

y(x) =
1
x
L1

(
ln(λx), x

d

dx

)
f (x) +

1
x
L2

(
ln(λx), x

d

dx

) ∫ x

a

1
t
R

(
ln(λx), ln(λt)

)
f (t) dt.

(d) For ϕ(x) = cos(λx),

y(x) = –λ sin(λx)L1

(
cos(λx),

–1
λ sin(λx)

d

dx

)
f (x)

+ λ2 sin(λx)L2

(
cos(λx),

–1
λ sin(λx)

d

dx

) ∫ x

a

R
(
cos(λx), cos(λt)

)
sin(λt)f (t) dt.

(e) For ϕ(x) = sin(λx),

y(x) = λ cos(λx)L1

(
sin(λx),

1
λ cos(λx)

d

dx

)
f (x)

+ λ2 cos(λx)L2

(
sin(λx),

1
λ cos(λx)

d

dx

) ∫ x

a

R
(
sin(λx), sin(λt)

)
cos(λt)f (t) dt.
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Chapter 2

Linear Equations of the Second Kind
With Variable Limit of Integration

� Notation: f = f (x), g = g(x), h = h(x), K = K(x), and M = M (x) are arbitrary functions (these
may be composite functions of the argument depending on two variables x and t); A, B, C, D, a,
b, c, α, β, γ, λ, and µ are free parameters; and m and n are nonnegative integers.

2.1. Equations Whose Kernels Contain Power-Law
Functions

2.1-1. Kernels Linear in the Arguments x and t

1. y(x) – λ

∫∫ x

a

y(t) dt = f (x).

Solution:

y(x) = f (x) + λ

∫ x

a

eλ(x–t)f (t) dt.

2. y(x) + λx

∫∫ x

a

y(t) dt = f (x).

Solution:

y(x) = f (x) – λ
∫ x

a

x exp
[

1
2λ(t2 – x2)

]
f (t) dt.

3. y(x) + λ

∫∫ x

a

ty(t) dt = f (x).

Solution:

y(x) = f (x) – λ
∫ x

a

t exp
[

1
2λ(t2 – x2)

]
f (t) dt.

4. y(x) + λ

∫∫ x

a

(x – t)y(t) dt = f (x).

This is a special case of equation 2.1.34 with n = 1.

1◦. Solution with λ > 0:

y(x) = f (x) – k
∫ x

a

sin[k(x – t)]f (t) dt, k =
√
λ.
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2◦. Solution with λ < 0:

y(x) = f (x) + k

∫ x

a

sinh[k(x – t)]f (t) dt, k =
√

–λ.

5. y(x) +
∫∫ x

a

[
A + B(x – t)

]
y(t) dt = f (x).

1◦. Solution with A2 > 4B:

y(x) = f (x) –
∫ x

a

R(x – t)f (t) dt,

R(x) = exp
(
– 1

2Ax
)[
A cosh(βx) +

2B – A2

2β
sinh(βx)

]
, β =

√
1
4A

2 – B.

2◦. Solution with A2 < 4B:

y(x) = f (x) –
∫ x

a

R(x – t)f (t) dt,

R(x) = exp
(
– 1

2Ax
)[
A cos(βx) +

2B – A2

2β
sin(βx)

]
, β =

√
B – 1

4A
2.

3◦. Solution with A2 = 4B:

y(x) = f (x) –
∫ x

a

R(x – t)f (t) dt, R(x) = exp
(
– 1

2Ax
)(
A – 1

4A
2x

)
.

6. y(x) –
∫∫ x

a

(
Ax + Bt + C

)
y(t) dt = f (x).

For B = –A see equation 2.1.5. This is a special case of equation 2.9.6 with g(x) = –Ax and
h(t) = –Bt – C.

By differentiation followed by the substitution Y (x) =
∫ x

a

y(t) dt, the original equation

can be reduced to the second-order linear ordinary differential equation

Y ′′
xx –

[
(A + B)x + C

]
Y ′

x – AY = f ′
x(x) (1)

under the initial conditions
Y (a) = 0, Y ′

x(a) = f (a). (2)

A fundamental system of solutions of the homogeneous equation (1) with f ≡ 0 has the
form

Y1(x) = Φ
(
α, 1

2 ; kz2
)
, Y2(x) = Ψ

(
α, 1

2 ; kz2
)
,

α =
A

2(A + B)
, k =

A + B

2
, z = x +

C

A + B
,

where Φ
(
α,β;x

)
and Ψ

(
α,β;x

)
are degenerate hypergeometric functions.

Solving the homogeneous equation (1) under conditions (2) for an arbitrary function
f = f (x) and taking into account the relation y(x) = Y ′

x(x), we thus obtain the solution of the
integral equation in the form

y(x) = f (x) –
∫ x

a

R(x, t)f (t) dt,

R(x, t) =
∂2

∂x∂t

[
Y1(x)Y2(t) – Y2(x)Y1(t)

W (t)

]
, W (t) =

2
√
πk

Γ(α)
exp

[
k
(
t +

C

A + B

)2
]

.
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2.1-2. Kernels Quadratic in the Arguments x and t

7. y(x) + A

∫∫ x

a

x2y(t) dt = f (x).

This is a special case of equation 2.1.50 with λ = 2 and µ = 0.
Solution:

y(x) = f (x) – A
∫ x

a

x2 exp
[

1
3A(t3 – x3)

]
f (t) dt.

8. y(x) + A

∫∫ x

a

xty(t) dt = f (x).

This is a special case of equation 2.1.50 with λ = 1 and µ = 1.
Solution:

y(x) = f (x) – A
∫ x

a

xt exp
[

1
3A(t3 – x3)

]
f (t) dt.

9. y(x) + A

∫∫ x

a

t2y(t) dt = f (x).

This is a special case of equation 2.1.50 with λ = 0 and µ = 2.
Solution:

y(x) = f (x) – A
∫ x

a

t2 exp
[

1
3A(t3 – x3)

]
f (t) dt.

10. y(x) + λ

∫∫ x

a

(x – t)2y(t) dt = f (x).

This is a special case of equation 2.1.34 with n = 2.
Solution:

y(x) = f (x) –
∫ x

a

R(x – t)f (t) dt,

R(x) = 2
3 ke

–2kx – 2
3 ke

kx
[
cos

(√
3 kx

)
–
√

3 sin
(√

3 kx
)]

, k =
(

1
4λ

)1/3
.

11. y(x) + A

∫∫ x

a

(x2 – t2)y(t) dt = f (x).

This is a special case of equation 2.9.5 with g(x) = Ax2.
Solution:

y(x) = f (x) +
1
W

∫ x

a

[
u′1(x)u′2(t) – u′2(x)u′1(t)

]
f (t) dt,

where the primes denote differentiation with respect to the argument specified in the parenthe-
ses; u1(x),u2(x) is a fundamental system of solutions of the second-order linear homogeneous
ordinary differential equation u′′xx + 2Axu = 0; and the functions u1(x) and u2(x) are ex-
pressed in terms of Bessel functions or modified Bessel functions, depending on the sign of
the parameter A:

For A > 0,

W = 3/π, u1(x) =
√
xJ1/3

(√
8
9Ax3/2

)
, u2(x) =

√
xY1/3

(√
8
9Ax3/2

)
.

For A < 0,

W = – 3
2 , u1(x) =

√
x I1/3

(√
8
9 |A|x3/2

)
, u2(x) =

√
xK1/3

(√
8
9 |A|x3/2

)
.
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12. y(x) + A

∫∫ x

a

(xt – t2)y(t) dt = f (x).

This is a special case of equation 2.9.4 with g(t) = At. Solution:

y(x) = f (x) +
A

W

∫ x

a

t
[
y1(x)y2(t) – y2(x)y1(t)

]
f (t) dt,

where y1(x), y2(x) is a fundamental system of solutions of the second-order linear homo-
geneous ordinary differential equation y′′xx + Axy = 0; the functions y1(x) and y2(x) are
expressed in terms of Bessel functions or modified Bessel functions, depending on the sign
of the parameter A:

For A > 0,

W = 3/π, y1(x) =
√
xJ1/3

(
2
3

√
Ax3/2

)
, y2(x) =

√
xY1/3

(
2
3

√
Ax3/2

)
.

For A < 0,

W = – 3
2 , y1(x) =

√
x I1/3

(
2
3

√
|A|x3/2

)
, y2(x) =

√
xK1/3

(
2
3

√
|A|x3/2

)
.

13. y(x) + A

∫∫ x

a

(x2 – xt)y(t) dt = f (x).

This is a special case of equation 2.9.3 with g(x) = Ax. Solution:

y(x) = f (x) +
A

W

∫ x

a

x
[
y1(x)y2(t) – y2(x)y1(t)

]
f (t) dt,

where y1(x), y2(x) is a fundamental system of solutions of the second-order linear homo-
geneous ordinary differential equation y′′xx + Axy = 0; the functions y1(x) and y2(x) are
expressed in terms of Bessel functions or modified Bessel functions, depending on the sign
of the parameter A:

For A > 0,

W = 3/π, y1(x) =
√
xJ1/3

(
2
3

√
Ax3/2

)
, y2(x) =

√
xY1/3

(
2
3

√
Ax3/2

)
.

For A < 0,

W = – 3
2 , y1(x) =

√
x I1/3

(
2
3

√
|A|x3/2

)
, y2(x) =

√
xK1/3

(
2
3

√
|A|x3/2

)
.

14. y(x) + A

∫∫ x

a

(t2 – 3x2)y(t) dt = f (x).

This is a special case of equation 2.1.55 with λ = 1 and µ = 2.

15. y(x) + A

∫∫ x

a

(2xt – 3x2)y(t) dt = f (x).

This is a special case of equation 2.1.55 with λ = 2 and µ = 1.

16. y(x) –
∫∫ x

a

(ABxt – ABx2 + Ax + B)y(t) dt = f (x).

This is a special case of equation 2.9.16 with g(x) = Ax and h(x) = B.
Solution:

y(x) = f (x) +
∫ x

a

R(x, t)f (t) dt,

R(x, t) = (Ax + B) exp
[

1
2A(x2 – t2)

]
+ B2

∫ x

t

exp
[

1
2A(s2 – t2) + B(x – s)

]
ds.
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17. y(x) +
∫∫ x

a

(
Ax2 – At2 + Bx – Ct + D

)
y(t) dt = f (x).

This is a special case of equation 2.9.6 with g(x) = Ax2 + Bx + D and h(t) = –At2 – Ct.
Solution:

y(x) = f (x) +
∫ x

a

∂2

∂x∂t

[
Y1(x)Y2(t) – Y2(x)Y1(t)

W (t)

]
f (t) dt.

Here Y1(x),Y2(x) is a fundamental system of solutions of the second-order homogeneous
ordinary differential equation Y ′′

xx +
[
(B –C)x+D

]
Y ′

x + (2Ax+B)Y = 0 (see A. D. Polyanin
and V. F. Zaitsev (1996) for details about this equation):

Y1(x) = exp(–kx)Φ
(
α, 1

2 ; 1
2 (C – B)z2

)
, Y2(x) = exp(–kx)Ψ

(
α, 1

2 ; 1
2 (C – B)z2

)
,

W (x) = –

√
2π(C – B)

Γ(α)
exp

[
1
2 (C – B)z2 – 2kx

]
, k =

2A
B – C

,

α = –
4A2 + 2AD(C – B) + B(C – B)2

2(C – B)3
, z = x –

4A + (C – B)D
(C – B)2

,

where Φ
(
α,β;x

)
and Ψ

(
α,β;x

)
are degenerate hypergeometric functions and Γ(α) is the

gamma function.

18. y(x) –
∫∫ x

a

[
Ax + B + (Cx + D)(x – t)

]
y(t) dt = f (x).

This is a special case of equation 2.9.11 with g(x) = Ax + B and h(x) = Cx + D.
Solution with A ≠ 0:

y(x) = f (x) +
∫ x

a

[
Y ′′

2 (x)Y1(t) – Y ′′
1 (x)Y2(t)

] f (t)
W (t)

dt.

Here Y1(x),Y2(x) is a fundamental system of solutions of the second-order homogeneous
ordinary differential equation Y ′′

xx – (Ax + B)Y ′
x – (Cx + D)Y = 0 (see A. D. Polyanin and

V. F. Zaitsev (1996) for details about this equation):

Y1(x) = exp(–kx)Φ
(
α, 1

2 ; 1
2Az

2
)
, Y2(x) = exp(–kx)Ψ

(
α, 1

2 ; 1
2Az

2
)
,

W (x) = –
√

2πA
[
Γ(α)

]–1
exp

(
1
2Az

2 – 2kx
)
, k = C/A,

α = 1
2 (A2D – ABC – C2)A–3, z = x + (AB + 2C)A–2,

where Φ
(
α,β;x

)
and Ψ

(
α,β;x

)
are degenerate hypergeometric functions, Γ(α) is the gamma

function.

19. y(x) +
∫∫ x

a

[
At + B + (Ct + D)(t – x)

]
y(t) dt = f (x).

This is a special case of equation 2.9.12 with g(t) = –At – B and h(t) = –Ct – D.
Solution with A ≠ 0:

y(x) = f (x) –
∫ x

a

[
Y1(x)Y ′′

2 (t) – Y ′′
1 (t)Y2(x)

] f (t)
W (x)

dt.

Here Y1(x),Y2(x) is a fundamental system of solutions of the second-order homogeneous
ordinary differential equation Y ′′

xx – (Ax + B)Y ′
x – (Cx + D)Y = 0 (see A. D. Polyanin and

V. F. Zaitsev (1996) for details about this equation):

Y1(x) = exp(–kx)Φ
(
α, 1

2 ; 1
2Az

2
)
, Y2(x) = exp(–kx)Ψ

(
α, 1

2 ; 1
2Az

2
)
,

W (x) = –
√

2πA
[
Γ(α)

]–1
exp

(
1
2Az

2 – 2kx
)
, k = C/A,

α = 1
2 (A2D – ABC – C2)A–3, z = x + (AB + 2C)A–2,

where Φ
(
α,β;x

)
and Ψ

(
α,β;x

)
are degenerate hypergeometric functions and Γ(α) is the

gamma function.
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2.1-3. Kernels Cubic in the Arguments x and t

20. y(x) + A

∫∫ x

a

x3y(t) dt = f (x).

Solution:

y(x) = f (x) – A
∫ x

a

x3 exp
[

1
4A(t4 – x4)

]
f (t) dt.

21. y(x) + A

∫∫ x

a

x2ty(t) dt = f (x).

Solution:

y(x) = f (x) – A
∫ x

a

x2t exp
[

1
4A(t4 – x4)

]
f (t) dt.

22. y(x) + A

∫∫ x

a

xt2y(t) dt = f (x).

Solution:

y(x) = f (x) – A
∫ x

a

xt2 exp
[

1
4A(t4 – x4)

]
f (t) dt.

23. y(x) + A

∫∫ x

a

t3y(t) dt = f (x).

Solution:

y(x) = f (x) – A
∫ x

a

t3 exp
[

1
4A(t4 – x4)

]
f (t) dt.

24. y(x) + λ

∫∫ x

a

(x – t)3y(t) dt = f (x).

This is a special case of equation 2.1.34 with n = 3.
Solution:

y(x) = f (x) –
∫ x

a

R(x – t)f (t) dt,

where

R(x) =

{
k
[
cosh(kx) sin(kx) – sinh(kx) cos(kx)

]
, k =

(
3
2λ

)1/4
for λ > 0,

1
2 s

[
sin(sx) – sinh(sx)

]
, s = (–6λ)1/4 for λ < 0.

25. y(x) + A

∫∫ x

a

(x3 – t3)y(t) dt = f (x).

This is a special case of equation 2.1.52 with λ = 3.

26. y(x) – A

∫∫ x

a

(
4x3 – t3)y(t) dt = f (x).

This is a special case of equation 2.1.55 with λ = 1 and µ = 3.

27. y(x) + A

∫∫ x

a

(xt2 – t3)y(t) dt = f (x).

This is a special case of equation 2.1.49 with λ = 2.
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28. y(x) + A

∫∫ x

a

(
x2t – t3)y(t) dt = f (x).

The transformation z = x2, τ = t2, y(x) = w(z) leads to an equation of the form 2.1.4:

w(z) + 1
2A

∫ z

a2

(z – τ )w(τ ) dτ = F (z), F (z) = f (x).

29. y(x) +
∫∫ x

a

(
Ax2t + Bt3)y(t) dt = f (x).

The transformation z = x2, τ = t2, y(x) = w(z) leads to an equation of the form 2.1.6:

w(z) +
∫ z

a2

(
1
2Az + 1

2Bτ
)
w(τ ) dτ = F (z), F (z) = f (x).

30. y(x) + B

∫∫ x

a

(
2x3 – xt2)y(t) dt = f (x).

This is a special case of equation 2.1.55 with λ = 2, µ = 2, and B = –2A.

31. y(x) – A

∫∫ x

a

(
4x3 – 3x2t

)
y(t) dt = f (x).

This is a special case of equation 2.1.55 with λ = 3 and µ = 1.

32. y(x) +
∫∫ x

a

(
ABx3 – ABx2t – Ax2 – B

)
y(t) dt = f (x).

This is a special case of equation 2.9.7 with g(x) = Ax2 and λ = B.
Solution:

y(x) = f (x) +
∫ x

a

R(x – t)f (t) dt,

R(x, t) = (Ax2 + B) exp
[

1
3A(x3 – t3)

]
+ B2

∫ x

t

exp
[

1
3A(s3 – t3) + B(x – s)

]
ds.

33. y(x) +
∫∫ x

a

(
ABxt2 – ABt3 + At2 + B

)
y(t) dt = f (x).

This is a special case of equation 2.9.8 with g(t) = At2 and λ = B.
Solution:

y(x) = f (x) +
∫ x

a

R(x – t)f (t) dt,

R(x, t) = –(At2 + B) exp
[

1
3A(t3 – x3)

]
+ B2

∫ x

t

exp
[

1
3A(s3 – x3) + B(t – s)

]
ds.

2.1-4. Kernels Containing Higher-Order Polynomials in x and t

34. y(x) + A

∫∫ x

a

(x – t)ny(t) dt = f (x), n = 1, 2, . . .

1◦. Differentiating the equation n + 1 times with respect to x yields an (n + 1)st-order linear
ordinary differential equation with constant coefficients for y = y(x):

y(n+1)
x + An! y = f (n+1)

x (x).

This equation under the initial conditions y(a) = f (a), y′x(a) = f ′
x(a), . . . , y(n)

x (a) = f (n)
x (a)

determines the solution of the original integral equation.
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2◦. Solution:

y(x) = f (x) +
∫ x

a

R(x – t)f (t) dt,

R(x) =
1

n + 1

n∑
k=0

exp(σkx)
[
σk cos(βkx) – βk sin(βkx)

]
,

where the coefficients σk and βk are given by

σk = |An!|
1

n+1 cos
( 2πk
n + 1

)
, βk = |An!|

1
n+1 sin

( 2πk
n + 1

)
for A < 0,

σk = |An!|
1

n+1 cos
( 2πk + π

n + 1

)
, βk = |An!|

1
n+1 sin

( 2πk + π

n + 1

)
for A > 0.

35. y(x) + A

∫∫ ∞

x

(t – x)ny(t) dt = f (x), n = 1, 2, . . .

The Picard–Goursat equation. This is a special case of equation 2.9.62 with K(z) = A(–z)n.

1◦. A solution of the homogeneous equation (f ≡ 0) is

y(x) = Ce–λx, λ =
(
–An!

) 1
n+1 ,

where C is an arbitrary constant and A < 0. This is a unique solution for n = 0, 1, 2, 3.
The general solution of the homogeneous equation for any sign of A has the form

y(x) =
s∑

k=1

Ck exp(–λkx). (1)

Here Ck are arbitrary constants and λk are the roots of the algebraic equation λn+1 +An! = 0
that satisfy the condition Reλk > 0. The number of terms in (1) is determined by the inequality
s ≤ 2

[
n
4

]
+ 1, where [a] stands for the integral part of a number a. For more details about the

solution of the homogeneous Picard–Goursat equation, see Subsection 9.11-1 (Example 1).

2◦. For f (x) =
m∑

k=1
ak exp(–βkx), where βk > 0, a solution of the equation has the form

y(x) =
m∑

k=1

akβ
n+1
k

βn+1
k + An!

exp(–βkx), (2)

where βn+1
k +An! ≠ 0. For A > 0, this formula can also be used for arbitrary f (x) expandable

into a convergent exponential series (which corresponds to m = ∞).

3◦. For f (x) = e–βx
m∑

k=1
akx

k, where β > 0, a solution of the equation has the form

y(x) = e–βx
m∑

k=0

Bkx
k, (3)

where the constants Bk are found by the method of undetermined coefficients. The solution
can also be constructed using the formulas given in item 3◦, equation 2.9.55.
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4◦. For f (x) = cos(βx)
m∑

k=1
ak exp(–µkx), a solution of the equation has the form

y(x) = cos(βx)
m∑

k=1

Bk exp(–µkx) + sin(βx)
m∑

k=1

Ck exp(–µkx), (4)

where the constants Bk and Ck are found by the method of undetermined coefficients. The
solution can also be constructed using the formulas given in 2.9.60.

5◦. For f (x) = sin(βx)
m∑

k=1
ak exp(–µkx), a solution of the equation has the form

y(x) = cos(βx)
m∑

k=1

Bk exp(–µkx) + sin(βx)
m∑

k=1

Ck exp(–µkx), (5)

where the constants Bk and Ck are found by the method of undetermined coefficients. The
solution can also be constructed using the formulas given in 2.9.61.

6◦. To obtain the general solution in item 2◦–5◦, the solution (1) of the homogeneous equation
must be added to each right-hand side of (2)–(5).

36. y(x) + A

∫∫ x

a

(x – t)tny(t) dt = f (x), n = 1, 2, . . .

This is a special case of equation 2.1.49 with λ = n.

37. y(x) + A

∫∫ x

a

(xn – tn)y(t) dt = f (x), n = 1, 2, . . .

This is a special case of equation 2.1.52 with λ = n.

38. y(x) +
∫∫ x

a

(
ABxn+1 – ABxnt – Axn – B

)
y(t) dt = f (x), n = 1, 2, . . .

This is a special case of equation 2.9.7 with g(x) = Axn and λ = B.
Solution:

y(x) = f (x) +
∫ x

a

R(x – t)f (t) dt,

R(x, t) = (Axn +B) exp

[
A

n + 1

(
xn+1 –tn+1

)]
+B2

∫ x

t

exp

[
A

n + 1

(
sn+1 –tn+1

)
+B(x–s)

]
ds.

39. y(x) +
∫∫ x

a

(
ABxtn – ABtn+1 + Atn + B

)
y(t) dt = f (x), n = 1, 2, . . .

This is a special case of equation 2.9.8 with g(t) = Atn and λ = B.
Solution:

y(x) = f (x) +
∫ x

a

R(x – t)f (t) dt,

R(x, t) = –(Atn +B) exp

[
A

n + 1

(
tn+1 –xn+1

)]
+B2

∫ x

t

exp

[
A

n + 1

(
sn+1 –xn+1

)
+B(t–s)

]
ds.
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2.1-5. Kernels Containing Rational Functions

40. y(x) + x–3
∫∫ x

a

t
[
2Ax + (1 – A)t

]
y(t) dt = f (x).

This equation can be obtained by differentiating the equation∫ x

a

[
Ax2t + (1 – A)xt2

]
y(t) dt = F (x), F (x) =

∫ x

a

t3f (t) dt,

which has the form 1.1.17:
Solution:

y(x) =
1
x

d

dx

[
x–A

∫ x

a

tA–1ϕ′
t(t) dt

]
, ϕ(x) =

1
x

∫ x

a

t3f (t) dt.

41. y(x) – λ

∫∫ x

0

y(t) dt

x + t
= f (x).

Dixon’s equation. This is a special case of equation 2.1.62 with a = b = 1 and µ = 0.

1◦. The solution of the homogeneous equation (f ≡ 0) is

y(x) = Cxβ (β > –1, λ > 0). (1)

Here C is an arbitrary constant, and β = β(λ) is determined by the transcendental equation

λI(β) = 1, where I(β) =
∫ 1

0

zβ dz

1 + z
. (2)

2◦. For a polynomial right-hand side,

f (x) =
N∑

n=0

Anx
n

the solution bounded at zero is given by

y(x) =




N∑
n=0

An

1 – (λ/λn)
xn for λ < λ0,

N∑
n=0

An

1 – (λ/λn)
xn + Cxβ for λ > λ0 and λ ≠ λn,

λn =
1

I(n)
, I(n) = (–1)n

[
ln 2 +

n∑
m=1

(–1)m

m

]
,

whereC is an arbitrary constant, andβ =β(λ) is determined by the transcendental equation (2).
For special λ = λn (n = 1, 2, . . . ), the solution differs in one term and has the form

y(x) =
n–1∑
m=0

Am

1 – (λn/λm)
xm +

N∑
m=n+1

Am

1 – (λn/λm)
xm – An

λ̄n

λn
xn lnx + Cxn,

where λ̄n = (–1)n+1

[
π2

12
+

n∑
k=1

(–1)k

k2

]–1

.
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Remark. For arbitrary f (x), expandable into power series, the formulas of item 2◦ can
be used, in which one should set N = ∞. In this case, the radius of convergence of the
solution y(x) is equal to the radius of convergence of f (x).

3◦. For logarithmic-polynomial right-hand side,

f (x) = lnx

( N∑
n=0

Anx
n

)
,

the solution with logarithmic singularity at zero is given by

y(x) =




lnx
N∑

n=0

An

1 – (λ/λn)
xn +

N∑
n=0

AnDnλ

[1 – (λ/λn)]2
xn for λ < λ0,

lnx
N∑

n=0

An

1 – (λ/λn)
xn +

N∑
n=0

AnDnλ

[1 – (λ/λn)]2
xn + Cxβ for λ > λ0 and λ ≠ λn,

λn =
1

I(n)
, I(n) = (–1)n

[
ln 2 +

n∑
k=1

(–1)k

k

]
, Dn = (–1)n+1

[
π2

12
+

n∑
k=1

(–1)k

k2

]
.

4◦. For arbitrary f (x), the transformation

x = 1
2 e

2z , t = 1
2 e

2τ , y(x) = e–zw(z), f (x) = e–zg(z)

leads to an integral equation with difference kernel of the form 2.9.51:

w(z) – λ
∫ z

–∞

w(τ ) dτ
cosh(z – τ )

= g(z).

42. y(x) – λ

∫∫ x

a

x + b

t + b
y(t) dt = f (x).

This is a special case of equation 2.9.1 with g(x) = x + b.
Solution:

y(x) = f (x) + λ

∫ x

a

x + b

t + b
eλ(x–t)f (t) dt.

43. y(x) =
2

(1 – λ2)x2

∫∫ x

λx

t

1 + t
y(t) dt.

This equation is encountered in nuclear physics and describes deceleration of neutrons in
matter.

1◦. Solution with λ = 0:

y(x) =
C

(1 + x)2
,

where C is an arbitrary constant.

2◦. For λ ≠ 0, the solution can be found in the series form

y(x) =
∞∑
n=0

Anx
n.

©• Reference: I. Sneddon (1951).
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2.1-6. Kernels Containing Square Roots and Fractional Powers

44. y(x) + A

∫∫ x

a

(x – t)
√

t y(t) dt = f (x).

This is a special case of equation 2.1.49 with λ = 1
2 .

45. y(x) + A

∫∫ x

a

(√
x –

√
t
)
y(t) dt = f (x).

This is a special case of equation 2.1.52 with λ = 1
2 .

46. y(x) + λ

∫∫ x

a

y(t) dt
√

x – t
= f (x).

Abel’s equation of the second kind. This equation is encountered in problems of heat
and mass transfer.

Solution:

y(x) = F (x) + πλ2
∫ x

a

exp[πλ2(x – t)]F (t) dt,

where

F (x) = f (x) – λ
∫ x

a

f (t) dt√
x – t

.

©• References: H. Brakhage, K. Nickel, and P. Rieder (1965), Yu. I. Babenko (1986).

47. y(x) – λ

∫∫ x

0

y(t) dt
√

ax2 + bt2
= f (x), a > 0, b > 0.

1◦. The solution of the homogeneous equation (f ≡ 0) is

y(x) = Cxβ (β > –1, λ > 0). (1)

Here C is an arbitrary constant, and β = β(λ) is determined by the transcendental equation

λI(β) = 1, where I(β) =
∫ 1

0

zβ dz√
a + bz2

. (2)

2◦. For a polynomial right-hand side,

f (x) =
N∑

n=0

Anx
n

the solution bounded at zero is given by

y(x) =




N∑
n=0

An

1 – (λ/λn)
xn for λ < λ0,

N∑
n=0

An

1 – (λ/λn)
xn + Cxβ for λ > λ0 and λ ≠ λn,

λ0 =

√
b

Arsinh
(√

b/a
) , λn =

1
I(n)

, I(n) =
∫ 1

0

zn dz√
a + bz2

.

HereC is an arbitrary constant, and β = β(λ) is determined by the transcendental equation (2).
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3◦. For special λ = λn, (n = 1, 2, . . . ), the solution differs in one term and has the form

y(x) =
n–1∑
m=0

Am

1 – (λn/λm)
xm +

N∑
m=n+1

Am

1 – (λn/λm)
xm – An

λ̄n

λn
xn lnx + Cxn,

where λ̄n =

[∫ 1

0

zn ln z dz√
a + bz2

]–1

.

4◦. For arbitrary f (x), expandable into power series, the formulas of item 2◦ can be used, in
which one should set N = ∞. In this case, the radius of convergence of the solution y(x) is
equal to the radius of convergence of f (x).

48. y(x) + λ

∫∫ x

a

y(t) dt

(x – t)3/4
= f (x).

This equation admits solution by quadratures (see equation 2.1.60 and Section 9.4-2).

2.1-7. Kernels Containing Arbitrary Powers

49. y(x) + A

∫∫ x

a

(x – t)tλy(t) dt = f (x).

This is a special case of equation 2.9.4 with g(t) = Atλ.
Solution:

y(x) = f (x) +
A

W

∫ x

a

[
y1(x)y2(t) – y2(x)y1(t)

]
tλf (t) dt,

where y1(x), y2(x) is a fundamental system of solutions of the second-order linear homo-
geneous ordinary differential equation y′′xx + Axλy = 0; the functions y1(x) and y2(x) are
expressed in terms of Bessel functions or modified Bessel functions, depending on the sign
of A:

For A > 0,

W =
2q
π

, y1(x) =
√
xJ 1

2q

(√
A

q
xq

)
, y2(x) =

√
xY 1

2q

(√
A

q
xq

)
, q =

λ + 2
2

,

For A < 0,

W = –q, y1(x) =
√
x I 1

2q

(√
|A|
q

xq

)
, y2(x) =

√
xK 1

2q

(√
|A|
q

xq

)
, q =

λ + 2
2

.

50. y(x) + A

∫∫ x

a

xλtµy(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = –Axλ and h(t) = tµ (λ and µ are arbitrary
numbers).

Solution:

y(x) = f (x) –
∫ x

a

R(x, t)f (t) dt,

R(x, t) =


Axλtµ exp

[ A

λ + µ + 1

(
tλ+µ+1 – xλ+µ+1

)]
for λ + µ + 1 ≠ 0,

Axλ–Atµ+A for λ + µ + 1 = 0.
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51. y(x) + A

∫∫ x

a

(x – t)xλtµy(t) dt = f (x).

The substitution u(x) = x–λy(x) leads to an equation of the form 2.1.49:

u(x) + A

∫ x

a

(x – t)tλ+µu(t) dt = f (x)x–λ.

52. y(x) + A

∫∫ x

a

(xλ – tλ)y(t) dt = f (x).

This is a special case of equation 2.9.5 with g(x) = Axλ.
Solution:

y(x) = f (x) +
1
W

∫ x

a

[
u′1(x)u′2(t) – u′2(x)u′1(t)

]
f (t) dt,

where the primes denote differentiation with respect to the argument specified in the paren-
theses, and u1(x),u2(x) is a fundamental system of solutions of the second-order linear ho-
mogeneous ordinary differential equation u′′xx + Aλxλ–1u = 0; the functions u1(x) and u2(x)
are expressed in terms of Bessel functions or modified Bessel functions, depending on the
sign of A:

For Aλ > 0,

W =
2q
π

, u1(x) =
√
xJ 1

2q

(√
Aλ

q
xq

)
, u2(x) =

√
xY 1

2q

(√
Aλ

q
xq

)
, q =

λ + 1
2

,

For Aλ < 0,

W = –q, u1(x) =
√
x I 1

2q

(√
|Aλ|
q

xq

)
, u2(x) =

√
xλK 1

2q

(√
|Aλ|
q

xq

)
, q =

λ + 1
2

.

53. y(x) –
∫∫ x

a

(
Axλtλ–1 + Bt2λ–1)y(t) dt = f (x).

The transformation
z = xλ, τ = tλ, y(x) = Y (z)

leads to an equation of the form 2.1.6:

Y (z) –
∫ z

b

(
A

λ
z +

B

λ
τ

)
Y (τ ) dτ = F (z), F (z) = f (x), b = aλ.

54. y(x) –
∫∫ x

a

(
Axλ+µtλ–µ–1 + Bxµt2λ–µ–1)y(t) dt = f (x).

The substitution y(x) = xµw(x) leads to an equation of the form 2.1.53:

w(x) –
∫ x

a

(
Axλtλ–1 + Bt2λ–1

)
w(t) dt = x–µf (x).

55. y(x) + A

∫∫ x

a

[
λxλ–1tµ – (λ + µ)xλ+µ–1]y(t) dt = f (x).

This equation can be obtained by differentiating equation 1.1.51:∫ x

a

[
1 + A(xλtµ – xλ+µ)

]
y(t) dt = F (x), F (x) =

∫ x

a

f (x) dx.

Solution:

y(x) =
d

dx

{
xλ

Φ(x)

∫ x

a

[
t–λF (t)

]′
t
Φ(t) dt

}
, Φ(x) = exp

(
–
Aµ

µ + λ
xµ+λ

)
.
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56. y(x) +
∫∫ x

a

(
ABxλ+1 – ABxλt – Axλ – B

)
y(t) dt = f (x).

This is a special case of equation 2.9.7.
Solution:

y(x) = f (x) +
∫ x

a

R(x – t)f (t) dt,

R(x, t) = (Axλ +B) exp

[
A

λ + 1

(
xλ+1 – tλ+1

)]
+B2

∫ x

t

exp

[
A

λ + 1

(
sλ+1 – tλ+1

)
+B(x–s)

]
ds.

57. y(x) +
∫∫ x

a

(
ABxtλ – ABtλ+1 + Atλ + B

)
y(t) dt = f (x).

This is a special case of equation 2.9.8.
Solution:

y(x) = f (x) +
∫ x

a

R(x – t)f (t) dt,

R(x, t) = –(Atλ +B) exp

[
A

λ + 1

(
tλ+1 –xλ+1

)]
+B2

∫ x

t

exp

[
A

λ + 1

(
sλ+1 –xλ+1

)
+B(t–s)

]
ds.

58. y(x) – λ

∫∫ x

a

( x + b

t + b

)µ

y(t) dt = f (x).

This is a special case of equation 2.9.1 with g(x) = (x + b)µ.
Solution:

y(x) = f (x) + λ

∫ x

a

( x + b

t + b

)µ

eλ(x–t)f (t) dt.

59. y(x) – λ

∫∫ x

a

xµ + b

tµ + b
y(t) dt = f (x).

This is a special case of equation 2.9.1 with g(x) = xµ + b.
Solution:

y(x) = f (x) + λ

∫ x

a

xµ + b

tµ + b
eλ(x–t)f (t) dt.

60. y(x) – λ

∫∫ x

0

y(t) dt

(x – t)α
= f (x), 0 < α < 1.

Generalized Abel equation of the second kind.

1◦. Assume that the number α can be represented in the form

α = 1 –
m

n
, where m = 1, 2, . . . , n = 2, 3, . . . (m < n).

In this case, the solution of the generalized Abel equation of the second kind can be written
in closed form (in quadratures):

y(x) = f (x) +
∫ x

0
R(x – t)f (t) dt,
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where

R(x) =
n–1∑
ν=1

λνΓν(m/n)
Γ(νm/n)

x(νm/n)–1 +
b

m

m–1∑
µ=0

εµ exp
(
εµbx

)

+
b

m

n–1∑
ν=1

λνΓν(m/n)
Γ(νm/n)

[ m–1∑
µ=0

εµ exp
(
εµbx

) ∫ x

0
t(νm/n)–1 exp

(
–εµbt

)
dt

]
,

b = λn/mΓn/m(m/n), εµ = exp
( 2πµi

m

)
, i2 = –1, µ = 0, 1, . . . ,m – 1.

2◦. Solution with any α from 0 < α < 1:

y(x) = f (x) +
∫ x

0
R(x – t)f (t) dt, where R(x) =

∞∑
n=1

[
λΓ(1 – α)x1–α

]n

xΓ
[
n(1 – α)

] .

©• References: H. Brakhage, K. Nickel, and P. Rieder (1965), V. I. Smirnov (1974).

61. y(x) –
λ

xα

∫∫ x

0

y(t) dt

(x – t)1–α
= f (x), 0 < α ≤ 1.

1◦. The solution of the homogeneous equation (f ≡ 0) is

y(x) = Cxβ (β > –1, λ > 0). (1)

Here C is an arbitrary constant, and β = β(λ) is determined by the transcendental equation

λB(α,β + 1) = 1, (2)

where B(p, q) =
∫ 1

0 z
p–1(1 – z)q–1 dz is the beta function.

2◦. For a polynomial right-hand side,

f (x) =
N∑

n=0

Anx
n

the solution bounded at zero is given by

y(x) =




N∑
n=0

An

1 – (λ/λn)
xn for λ < α,

N∑
n=0

An

1 – (λ/λn)
xn + Cxβ for λ > α and λ ≠ λn,

λn =
(α)n+1

n!
, (α)n+1 = α(α + 1) . . . (α + n).

HereC is an arbitrary constant, and β = β(λ) is determined by the transcendental equation (2).
For special λ = λn (n = 1, 2, . . . ), the solution differs in one term and has the form

y(x) =
n–1∑
m=0

Am

1 – (λn/λm)
xm +

N∑
m=n+1

Am

1 – (λn/λm)
xm – An

λ̄n

λn
xn lnx + Cxn,

where λ̄n =

[∫ 1

0
(1 – z)α–1zn ln z dz

]–1

.
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3◦. For arbitrary f (x), expandable into power series, the formulas of item 2◦ can be used, in
which one should set N = ∞. In this case, the radius of convergence of the solution y(x) is
equal to the radius of convergence of f (x).

4◦. For

f (x) = ln(kx)
N∑

n=0

Anx
n,

a solution has the form

y(x) = ln(kx)
N∑

n=0

Bnx
n +

N∑
n=0

Dnx
n,

where the constants Bn and Dn are found by the method of undetermined coefficients. To
obtain the general solution we must add the solution (1) of the homogeneous equation.

In Mikhailov (1966), solvability conditions for the integral equation in question were
investigated for various classes of f (x).

62. y(x) –
λ

xµ

∫∫ x

0

y(t) dt

(ax + bt)1–µ
= f (x).

Here a > 0, b > 0, and µ is an arbitrary number.

1◦. The solution of the homogeneous equation (f ≡ 0) is

y(x) = Cxβ (β > –1, λ > 0). (1)

Here C is an arbitrary constant, and β = β(λ) is determined by the transcendental equation

λI(β) = 1, where I(β) =
∫ 1

0
zβ(a + bz)µ–1 dz. (2)

2◦. For a polynomial right-hand side,

f (x) =
N∑

n=0

Anx
n

the solution bounded at zero is given by

y(x) =




N∑
n=0

An

1 – (λ/λn)
xn for λ < λ0,

N∑
n=0

An

1 – (λ/λn)
xn + Cxβ for λ > λ0 and λ ≠ λn,

λn =
1

I(n)
, I(n) =

∫ 1

0
zn(a + bz)µ–1 dz.

HereC is an arbitrary constant, and β = β(λ) is determined by the transcendental equation (2).

3◦. For special λ = λn (n = 1, 2, . . . ), the solution differs in one term and has the form

y(x) =
n–1∑
m=0

Am

1 – (λn/λm)
xm +

N∑
m=n+1

Am

1 – (λn/λm)
xm – An

λ̄n

λn
xn lnx + Cxn,

where λ̄n =

[∫ 1

0
zn(a + bz)µ–1 ln z dz

]–1

.

4◦. For arbitrary f (x) expandable into power series, the formulas of item 2◦ can be used, in
which one should set N = ∞. In this case, the radius of convergence of the solution y(x) is
equal to the radius of convergence of f (x).
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2.2. Equations Whose Kernels Contain Exponential
Functions

2.2-1. Kernels Containing Exponential Functions

1. y(x) + A

∫∫ x

a

eλ(x–t)y(t) dt = f (x).

Solution:

y(x) = f (x) – A
∫ x

a

e(λ–A)(x–t)f (t) dt.

2. y(x) + A

∫∫ x

a

eλx+βty(t) dt = f (x).

For β = –λ, see equation 2.2.1. This is a special case of equation 2.9.2 with g(x) = –Aeλx

and h(t) = eβt.
Solution:

y(x) = f (x) –
∫ x

a

R(x, t)f (t) dt, R(x, t) = Aeλx+βt exp

{
A

λ + β

[
e(λ+β)t – e(λ+β)x

]}
.

3. y(x) + A

∫∫ x

a

[
eλ(x–t) – 1

]
y(t) dt = f (x).

1◦. Solution with D ≡ λ(λ – 4A) > 0:

y(x) = f (x) –
2Aλ√
D

∫ x

a

R(x – t)f (t) dt, R(x) = exp
(

1
2λx

)
sinh

(
1
2

√
Dx

)
.

2◦. Solution with D ≡ λ(λ – 4A) < 0:

y(x) = f (x) –
2Aλ√

|D|

∫ x

a

R(x – t)f (t) dt, R(x) = exp
(

1
2λx

)
sin

(
1
2

√
|D|x

)
.

3◦. Solution with λ = 4A:

y(x) = f (x) – 4A2
∫ x

a

(x – t) exp
[
2A(x – t)

]
f (t) dt.

4. y(x) +
∫∫ x

a

[
Aeλ(x–t) + B

]
y(t) dt = f (x).

This is a special case of equation 2.2.10 with A1 = A, A2 = B, λ1 = λ, and λ2 = 0.

1◦. The structure of the solution depends on the sign of the discriminant

D ≡ (A – B – λ)2 + 4AB (1)

of the square equation
µ2 + (A + B – λ)µ – Bλ = 0. (2)

2◦. If D > 0, then equation (2) has the real different roots

µ1 = 1
2 (λ – A – B) + 1

2

√
D, µ2 = 1

2 (λ – A – B) – 1
2

√
D.
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In this case, the original integral equation has the solution

y(x) = f (x) +
∫ x

a

[
E1e

µ1(x–t) + E2e
µ2(x–t)

]
f (t) dt,

where

E1 = A
µ1

µ2 – µ1
+ B

µ1 – λ
µ2 – µ1

, E2 = A
µ2

µ1 – µ2
+ B

µ2 – λ
µ1 – µ2

.

3◦. If D < 0, then equation (2) has the complex conjugate roots

µ1 = σ + iβ, µ2 = σ – iβ, σ = 1
2 (λ – A – B), β = 1

2

√
–D.

In this case, the original integral equation has the solution

y(x) = f (x) +
∫ x

a

{
E1e

σ(x–t) cos[β(x – t)] + E2e
σ(x–t) sin[β(x – t)]

}
f (t) dt,

where

E1 = –A – B, E2 =
1
β

(–Aσ – Bσ + Bλ).

5. y(x) + A

∫∫ x

a

(eλx – eλt)y(t) dt = f (x).

This is a special case of equation 2.9.5 with g(x) = Aeλx.
Solution:

y(x) = f (x) +
1
W

∫ x

a

[
u′1(x)u′2(t) – u′2(x)u′1(t)

]
f (t) dt,

where the primes denote differentiation with respect to the argument specified in the paren-
theses, and u1(x),u2(x) is a fundamental system of solutions of the second-order linear
homogeneous ordinary differential equation u′′xx +Aλeλxu = 0; the functions u1(x) and u2(x)
are expressed in terms of Bessel functions or modified Bessel functions, depending on the
sign of A:

For Aλ > 0,

W =
λ

π
, u1(x) = J0

(
2
√
Aλ

λ
eλx/2

)
, u2(x) = Y0

(
2
√
Aλ

λ
eλx/2

)
,

For Aλ < 0,

W = –
λ

2
, u1(x) = I0

(
2
√

|Aλ|
λ

eλx/2

)
, u2(x) = K0

(
2
√

|Aλ|
λ

eλx/2

)
.

6. y(x) +
∫∫ x

a

(
Aeλx + Beλt

)
y(t) dt = f (x).

For B = –A, see equation 2.2.5. This is a special case of equation 2.9.6 with g(x) = Aeλx and
h(t) = Beλt.

Differentiating the original integral equation followed by substituting Y (x) =
∫ x

a

y(t) dt

yields the second-order linear ordinary differential equation

Y ′′
xx + (A + B)eλxY ′

x + AλeλxY = f ′
x(x) (1)
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under the initial conditions
Y (a) = 0, Y ′

x(a) = f (a). (2)

A fundamental system of solutions of the homogeneous equation (1) with f ≡ 0 has the
form

Y1(x) = Φ
( A

m
, 1; –

m

λ
eλx

)
, Y2(x) = Ψ

( A

m
, 1; –

m

λ
eλx

)
, m = A + B,

where Φ
(
α,β;x

)
and Ψ

(
α,β;x

)
are degenerate hypergeometric functions.

Solving the homogeneous equation (1) under conditions (2) for an arbitrary function
f = f (x) and taking into account the relation y(x) = Y ′

x(x), we thus obtain the solution of the
integral equation in the form

y(x) = f (x) –
∫ x

a

R(x, t)f (t) dt,

R(x, t) =
Γ(A/m)

λ

∂2

∂x∂t

{
exp

(m
λ
eλt

)[
Y1(x)Y2(t) – Y2(x)Y1(t)

]}
.

7. y(x) + A

∫∫ x

a

[
eλ(x+t) – e2λt

]
y(t) dt = f (x).

The transformation z = eλx, τ = eλt leads to an equation of the form 2.1.4.

1◦. Solution with Aλ > 0:

y(x) = f (x) – λk
∫ x

a

eλt sin
[
k(eλx – eλt)

]
f (t) dt, k =

√
A/λ.

2◦. Solution with Aλ < 0:

y(x) = f (x) + λk

∫ x

a

eλt sinh
[
k(eλx – eλt)

]
f (t) dt, k =

√
|A/λ|.

8. y(x) + A

∫∫ x

a

[
eλx+µt – e(λ+µ)t]y(t) dt = f (x).

The transformation z = eµx, τ = eµt, Y (z) = y(x) leads to an equation of the form 2.1.52:

Y (z) +
A

µ

∫ z

b

(zk – τk)Y (τ ) dτ = F (z), F (z) = f (x),

where k = λ/µ, b = eµa.

9. y(x) + A

∫∫ x

a

[
λeλx+µt – (λ + µ)e(λ+µ)x]

y(t) dt = f (x).

This equation can be obtained by differentiating an equation of the form 1.2.22:∫ x

a

[
1 + Aeλx(eµt – eµx)

]
y(t) dt = F (x), F (x) =

∫ x

a

f (t) dt.

Solution:

y(x) =
d

dx

{
eλxΦ(x)

∫ x

a

[
F (t)
eλt

]′

t

dt

Φ(t)

}
, Φ(x) = exp

[
Aµ

λ + µ
e(λ+µ)x

]
.
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10. y(x) +
∫∫ x

a

[
A1e

λ1(x–t) + A2e
λ2(x–t)]y(t) dt = f (x).

1◦. Introduce the notation

I1 =
∫ x

a

eλ1(x–t)y(t) dt, I2 =
∫ x

a

eλ2(x–t)y(t) dt.

Differentiating the integral equation twice yields (the first line is the original equation)

y + A1I1 + A2I2 = f , f = f (x), (1)

y′x + (A1 + A2)y + A1λ1I1 + A2λ2I2 = f ′
x, (2)

y′′xx + (A1 + A2)y′x + (A1λ1 + A2λ2)y + A1λ
2
1I1 + A2λ

2
2I2 = f ′′

xx. (3)

Eliminating I1 and I2, we arrive at the second-order linear ordinary differential equation with
constant coefficients

y′′xx + (A1 + A2 – λ1 – λ2)y′x + (λ1λ2 – A1λ2 – A2λ1)y = f ′′
xx – (λ1 + λ2)f ′

x + λ1λ2f . (4)

Substituting x = a into (1) and (2) yields the initial conditions

y(a) = f (a), y′x(a) = f ′
x(a) – (A1 + A2)f (a). (5)

Solving the differential equation (4) under conditions (5), we can find the solution of the
integral equation.

2◦. Consider the characteristic equation

µ2 + (A1 + A2 – λ1 – λ2)µ + λ1λ2 – A1λ2 – A2λ1 = 0 (6)

which corresponds to the homogeneous differential equation (4) (with f (x) ≡ 0). The structure
of the solution of the integral equation depends on the sign of the discriminant

D ≡ (A1 – A2 – λ1 + λ2)2 + 4A1A2

of the quadratic equation (6).
If D > 0, the quadratic equation (6) has the real different roots

µ1 = 1
2 (λ1 + λ2 – A1 – A2) + 1

2

√
D, µ2 = 1

2 (λ1 + λ2 – A1 – A2) – 1
2

√
D.

In this case, the solution of the original integral equation has the form

y(x) = f (x) +
∫ x

a

[
B1e

µ1(x–t) + B2e
µ2(x–t)

]
f (t) dt,

where

B1 = A1
µ1 – λ2

µ2 – µ1
+ A2

µ1 – λ1

µ2 – µ1
, B2 = A1

µ2 – λ2

µ1 – µ2
+ A2

µ2 – λ1

µ1 – µ2
.

If D < 0, the quadratic equation (6) has the complex conjugate roots

µ1 = σ + iβ, µ2 = σ – iβ, σ = 1
2 (λ1 + λ2 – A1 – A2), β = 1

2

√
–D.

In this case, the solution of the original integral equation has the form

y(x) = f (x) +
∫ x

a

{
B1e

σ(x–t) cos[β(x – t)] + B2e
σ(x–t) sin[β(x – t)]

}
f (t) dt.

where

B1 = –A1 – A2, B2 =
1
β

[
A1(λ2 – σ) + A2(λ1 – σ)

]
.

Page 127

© 1998 by CRC Press LLC



11. y(x) +
∫∫ x

a

[
Aeλ(x+t) – Ae2λt + Beλt

]
y(t) dt = f (x).

The transformation z = eλx, τ = eλt, Y (z) = y(x) leads to an equation of the form 2.1.5:

Y (z) +
∫ z

b

[
B1(z – τ ) + A1

]
Y (τ ) dτ = F (z), F (z) = f (x),

where A1 = B/λ, B1 = A/λ, b = eλa.

12. y(x) +
∫∫ x

a

[
Aeλ(x+t) + Be2λt + Ceλt

]
y(t) dt = f (x).

The transformation z = eλx, τ = eλt, Y (z) = y(x) leads to an equation of the form 2.1.6:

Y (z) –
∫ z

b

(A1z + B1τ + C1)Y (τ ) dτ = F (z), F (z) = f (x),

where A1 = –A/λ, B1 = –B/λ, C1 = –C/λ, b = eλa.

13. y(x) +
∫∫ x

a

[
λeλ(x–t) + A

(
µeµx+λt – λeλx+µt

)]
y(t) dt = f (x).

This is a special case of equation 2.9.23 with h(t) = A.
Solution:

y(x) =
1
eλx

d

dx

{
Φ(x)

∫ x

a

[
F (t)
eλt

]′

t

e2λt

Φ(t)
dt

}
,

Φ(x) = exp

[
A
λ – µ
λ + µ

e(λ+µ)x

]
, F (x) =

∫ x

a

f (t) dt.

14. y(x) –
∫∫ x

a

[
λe–λ(x–t) + A

(
µeλx+µt – λeµx+λt

)]
y(t) dt = f (x).

This is a special case of equation 2.9.24 with h(x) = A.
Assume that f (a) = 0. Solution:

y(x) =
∫ x

a

w(t) dt, w(x) = e–λx d

dx

{
e2λx

Φ(x)

∫ x

a

[
f (t)
eλt

]′

t

Φ(t) dt

}
,

Φ(x) = exp

[
A
λ – µ
λ + µ

e(λ+µ)x

]
.

15. y(x) +
∫∫ x

a

[
λeλ(x–t) + Aeβt

(
µeµx+λt – λeλx+µt

)]
y(t) dt = f (x).

This is a special case of equation 2.9.23 with h(t) = Aeβt.
Solution:

y(x) = e–(λ+β)x d

dx

{
Φ(x)

∫ x

a

[
F (t)
eλt

]′

t

e(2λ+β)t

Φ(t)
dt

}
,

Φ(x) = exp

[
A

λ – µ
λ + µ + β

e(λ+µ+β)x

]
, F (x) =

∫ x

a

f (t) dt.
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16. y(x) –
∫∫ x

a

[
λe–λ(x–t) + Aeβx

(
µeλx+µt – λeµx+λt

)]
y(t) dt = f (x).

This is a special case of equation 2.9.24 with h(x) = Aeβx.
Assume that f (a) = 0. Solution:

y(x) =
∫ x

a

w(t) dt, w(x) = e–λx d

dx

{
e(2λ+β)x

Φ(x)

∫ x

a

[
f (t)
e(λ+β)t

]′

t

Φ(t) dt

}
,

Φ(x) = exp

[
A

λ – µ
λ + µ + β

e(λ+µ+β)x

]
.

17. y(x) +
∫∫ x

a

[
ABe(λ+1)x+t – ABeλx+2t – Aeλx+t – Bet

]
y(t) dt = f (x).

The transformation z = ex, τ = et, Y (z) = y(x) leads to an equation of the form 2.1.56:

Y (z) +
∫ z

b

(
ABzλ+1 – ABzλτ – Azλ – B

)
Y (τ ) dτ = F (z),

where F (z) = f (x) and b = ea.

18. y(x) +
∫∫ x

a

[
ABex+λt – ABe(λ+1)t + Aeλt + Bet

]
y(t) dt = f (x).

The transformation z = ex, τ = et, Y (z) = y(x) leads to an equation of the form 2.1.57 (in
which λ is substituted by λ – 1):

Y (z) +
∫ z

b

(
ABzτλ–1 – ABτλ + Aτλ–1 + B

)
Y (τ ) dτ = F (z),

where F (z) = f (x) and b = ea.

19. y(x) +
∫∫ x

a

[ n∑
k=1

Akeλk(x–t)
]
y(t) dt = f (x).

1◦. This integral equation can be reduced to an nth-order linear nonhomogeneous ordinary
differential equation with constant coefficients. Set

Ik(x) =
∫ x

a

eλk(x–t)y(t) dt. (1)

Differentiating (1) with respect to x yields

I ′k = y(x) + λk

∫ x

a

eλk(x–t)y(t) dt, (2)

where the prime stands for differentiation with respect to x. From the comparison of (1)
with (2) we see that

I ′k = y(x) + λkIk, Ik = Ik(x). (3)

The integral equation can be written in terms of Ik(x) as follows:

y(x) +
n∑

k=1

AkIk = f (x). (4)
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Differentiating (4) with respect to x and taking account of (3), we obtain

y′x(x) + σny(x) +
n∑

k=1

AkλkIk = f ′
x(x), σn =

n∑
k=1

Ak. (5)

Eliminating the integral In from (4) and (5), we find that

y′x(x) +
(
σn – λn)y(x) +

n–1∑
k=1

Ak(λk – λn)Ik = f ′
x(x) – λnf (x). (6)

Differentiating (6) with respect to x and eliminating In–1 from the resulting equation with
the aid of (6), we obtain a similar equation whose left-hand side is a second-order linear

differential operator (acting on y) with constant coefficients plus the sum
n–2∑
k=1

A1
kIk. If we

proceed with successively eliminating In–2, In–3, . . . , I1 with the aid of differentiation and
formula (3), then we will finally arrive at an nth-order linear nonhomogeneous ordinary
differential equation with constant coefficients.

The initial conditions for y(x) can be obtained by setting x = a in the integral equation
and all its derivative equations.

2◦. The solution of the equation can be represented in the form

y(x) = f (x) +
∫ x

a

[ n∑
k=1

Bke
µk(x–t)

]
f (t) dt. (7)

The unknown constants µk are the roots of the algebraic equation

n∑
k=1

Ak

z – λk
+ 1 = 0, (8)

which is reduced (by separating the numerator) to the problem of finding the roots of an
nth-order characteristic polynomial.

After the µk have been calculated, the coefficients Bk can be found from the following
linear system of algebraic equations:

n∑
k=1

Bk

λm – µk
+ 1 = 0, m = 1, . . . ,n. (9)

Another way of determining the Bk is presented in item 3◦ below.
If all the roots µk of equation (8) are real and different, then the solution of the original

integral equation can be calculated by formula (7).
To a pair of complex conjugate roots µk,k+1 = α± iβ of the characteristic polynomial (8)

there corresponds a pair of complex conjugate coefficientsBk,k+1 in equation (9). In this case,
the corresponding terms Bke

µk(x–t) +Bk+1e
µk+1(x–t) in solution (7) can be written in the form

Bke
α(x–t)

[
cosβ(x – t)

]
+Bk+1e

α(x–t)
[
sinβ(x – t)

]
, where Bk and Bk+1 are real coefficients.

3◦. For a = 0, the solution of the original integral equation is given by

y(x) = f (x) –
∫ x

0
R(x – t)f (t) dt, R(x) = L

–1[R(p)
]
, (10)
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where L
–1[R(p)

]
is the inverse Laplace transform of the function

R(p) =
K(p)

1 + K(p)
, K(p) =

n∑
k=1

Ak

p – λk
. (11)

The transform R(p) of the resolvent R(x) can be represented as a regular fractional
function:

R(p) =
Q(p)
P (p)

, P (p) = (p – µ1)(p – µ2) . . . (p – µn),

where Q(p) is a polynomial in p of degree < n. The roots µk of the polynomial P (p) coincide
with the roots of equation (8). If all µk are real and different, then the resolvent can be
determined by the formula

R(x) =
n∑

k=1

Bke
µkx, Bk =

Q(µk)
P ′(µk)

,

where the prime stands for differentiation.

2.2-2. Kernels Containing Power-Law and Exponential Functions

20. y(x) + A

∫∫ x

a

xeλ(x–t)y(t) dt = f (x).

Solution:

y(x) = f (x) – A
∫ x

a

x exp
[

1
2A(t2 – x2) + λ(x – t)

]
f (t) dt.

21. y(x) + A

∫∫ x

a

teλ(x–t)y(t) dt = f (x).

Solution:

y(x) = f (x) – A
∫ x

a

t exp
[

1
2A(t2 – x2) + λ(x – t)

]
f (t) dt.

22. y(x) + A

∫∫ x

a

(x – t)eλty(t) dt = f (x).

This is a special case of equation 2.9.4 with g(t) = Aeλt.
Solution:

y(x) = f (x) +
A

W

∫ x

a

[
u1(x)u2(t) – u2(x)u1(t)

]
eλtf (t) dt,

where u1(x),u2(x) is a fundamental system of solutions of the second-order linear homo-
geneous ordinary differential equation u′′xx + Aeλxu = 0; the functions u1(x) and u2(x) are
expressed in terms of Bessel functions or modified Bessel functions, depending on signA:

W =
λ

π
, u1(x) = J0

(
2
√
A

λ
eλx/2

)
, u2(x) = Y0

(
2
√
A

λ
eλx/2

)
for A > 0,

W = –
λ

2
, u1(x) = I0

(
2
√

|A|
λ

eλx/2

)
, u2(x) = K0

(
2
√

|A|
λ

eλx/2

)
for A < 0.
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23. y(x) + A

∫∫ x

a

(x – t)eλ(x–t)y(t) dt = f (x).

1◦. Solution with A > 0:

y(x) = f (x) – k
∫ x

a

eλ(x–t) sin[k(x – t)]f (t) dt, k =
√
A.

2◦. Solution with A < 0:

y(x) = f (x) + k

∫ x

a

eλ(x–t) sinh[k(x – t)]f (t) dt, k =
√

–A.

24. y(x) + A

∫∫ x

a

(x – t)eλx+µty(t) dt = f (x).

The substitution u(x) = e–λxy(x) leads to an equation of the form 2.2.22:

u(x) + A

∫ x

a

(x – t)e(λ+µ)tu(t) dt = f (x)e–λx.

25. y(x) –
∫∫ x

a

(Ax + Bt + C)eλ(x–t)y(t) dt = f (x).

The substitution u(x) = e–λxy(x) leads to an equation of the form 2.1.6:

u(x) – A
∫ x

a

(Ax + Bt + C)u(t) dt = f (x)e–λx.

26. y(x) + A

∫∫ x

a

x2eλ(x–t)y(t) dt = f (x).

Solution:

y(x) = f (x) – A
∫ x

a

x2 exp
[

1
3A(t3 – x3) + λ(x – t)

]
f (t) dt.

27. y(x) + A

∫∫ x

a

xteλ(x–t)y(t) dt = f (x).

Solution:

y(x) = f (x) – A
∫ x

a

xt exp
[

1
3A(t3 – x3) + λ(x – t)

]
f (t) dt.

28. y(x) + A

∫∫ x

a

t2eλ(x–t)y(t) dt = f (x).

Solution:

y(x) = f (x) – A
∫ x

a

t2 exp
[

1
3A(t3 – x3) + λ(x – t)

]
f (t) dt.

29. y(x) + A

∫∫ x

a

(x – t)2eλ(x–t)y(t) dt = f (x).

Solution:

y(x) = f (x) –
∫ x

a

R(x – t)f (t) dt,

R(x) = 2
3 ke

(λ–2k)x – 2
3 ke

(λ+k)x
[
cos

(√
3 kx

)
–
√

3 sin
(√

3 kx
)]

, k =
(

1
4A

)1/3
.
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30. y(x) + A

∫∫ x

0
(x2 – t2)eλ(x–t)y(t) dt = f (x).

The substitution u(x) = e–λxy(x) leads to an equation of the form 2.1.11:

u(x) + A

∫ x

0
(x2 – t2)u(t) dt = f (x)e–λx.

31. y(x) + A

∫∫ x

a

(x – t)neλ(x–t)y(t) dt = f (x), n = 1, 2, . . .

Solution:

y(x) = f (x) +
∫ x

a

R(x – t)f (t) dt,

R(x) =
1

n + 1
eλx

n∑
k=0

exp(σkx)
[
σk cos(βkx) – βk sin(βkx)

]
,

where

σk = |An!|
1

n+1 cos
( 2πk
n + 1

)
, βk = |An!|

1
n+1 sin

( 2πk
n + 1

)
for A < 0,

σk = |An!|
1

n+1 cos
( 2πk + π

n + 1

)
, βk = |An!|

1
n+1 sin

( 2πk + π

n + 1

)
for A > 0.

32. y(x) + b

∫∫ x

a

exp[λ(x – t)]
√

x – t
y(t) dt = f (x).

Solution:

y(x) = eλx

{
F (x) + πb2

∫ x

a

exp[πb2(x – t)]F (t) dt

}
,

where

F (x) = e–λxf (x) – b
∫ x

a

e–λtf (t)√
x – t

dt.

33. y(x) + A

∫∫ x

a

(x – t)tkeλ(x–t)y(t) dt = f (x).

The substitution u(x) = e–λxy(x) leads to an equation of the form 2.1.49:

u(x) + A

∫ x

a

(x – t)tku(t) dt = f (x)e–λx.

34. y(x) + A

∫∫ x

a

(xk – tk)eλ(x–t)y(t) dt = f (x).

The substitution u(x) = e–λxy(x) leads to an equation of the form 2.1.52:

u(x) + A

∫ x

a

(xk – tk)u(t) dt = f (x)e–λx.

35. y(x) – λ

∫∫ x

0

eµ(x–t)

(x – t)α
y(t) dt = f (x), 0 < α < 1.

Solution:

y(x) = f (x) +
∫ x

0
R(x – t)f (t) dt, where R(x) = eµx

∞∑
n=1

[
λΓ(1 – α)x1–α

]n

xΓ
[
n(1 – α)

] .
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36. y(x) + A

∫∫ x

a

exp
[
λ(x2 – t2)

]
y(t) dt = f (x).

Solution:

y(x) = f (x) – A
∫ x

a

exp
[
λ(x2 – t2) – A(x – t)

]
f (t) dt.

37. y(x) + A

∫∫ x

a

exp
(
λx2 + βt2)y(t) dt = f (x).

In the case β = –λ, see equation 2.2.36. This is a special case of equation 2.9.2 with
g(x) = –A exp

(
λx2) and h(t) = exp

(
βt2

)
.

38. y(x) + A

∫∫ ∞

x

exp
(
–λ

√
t – x

)
y(t) dt = f (x).

This is a special case of equation 2.9.62 with K(x) = A exp
(
–λ

√
–x

)
.

39. y(x) + A

∫∫ x

a

exp
[
λ(xµ – tµ)

]
y(t) dt = f (x), µ > 0.

This is a special case of equation 2.9.2 with g(x) = –A exp
(
λxµ

)
and h(t) = exp

(
–λtµ

)
.

Solution:

y(x) = f (x) – A
∫ x

a

exp
[
λ(xµ – tµ) – A(x – t)

]
f (t) dt.

40. y(x) + k

∫∫ x

0

1

x
exp

(
–λ

t

x

)
y(t) dt = g(x).

This is a special case of equation 2.9.71 with f (z) = ke–λz .

For a polynomial right-hand side, g(x) =
N∑

n=0
Anx

n, a solution is given by

y(x) =
N∑

n=0

An

1 + kBn
xn, Bn =

n!
λn+1

– e–λ
n∑

k=0

n!
k!

1
λn–k+1

.

2.3. Equations Whose Kernels Contain Hyperbolic
Functions

2.3-1. Kernels Containing Hyperbolic Cosine

1. y(x) – A

∫∫ x

a

cosh(λx)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A cosh(λx) and h(t) = 1.
Solution:

y(x) = f (x) + A

∫ x

a

cosh(λx) exp
{A

λ

[
sinh(λx) – sinh(λt)

]}
f (t) dt.
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2. y(x) – A

∫∫ x

a

cosh(λt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A and h(t) = cosh(λt).
Solution:

y(x) = f (x) + A

∫ x

a

cosh(λt) exp
{A

λ

[
sinh(λx) – sinh(λt)

]}
f (t) dt.

3. y(x) + A

∫∫ x

a

cosh[λ(x – t)]y(t) dt = f (x).

This is a special case of equation 2.9.28 with g(t) =A. Therefore, solving the original integral
equation is reduced to solving the second-order linear nonhomogeneous ordinary differential
equation with constant coefficients

y′′xx + Ay′x – λ2y = f ′′
xx – λ2f , f = f (x),

under the initial conditions

y(a) = f (a), y′x(a) = f ′
x(a) – Af (a).

Solution:

y(x) = f (x) +
∫ x

a

R(x – t)f (t) dt,

R(x) = exp
(
– 1

2Ax
)[A2

2k
sinh(kx) – A cosh(kx)

]
, k =

√
λ2 + 1

4A
2.

4. y(x) +
∫∫ x

a

{ n∑
k=1

Ak cosh[λk(x – t)]
}

y(t) dt = f (x).

This equation can be reduced to an equation of the form 2.2.19 by using the identity
cosh z ≡ 1

2

(
ez + e–z

)
. Therefore, the integral equation in question can be reduced to a

linear nonhomogeneous ordinary differential equation of order 2n with constant coefficients.

5. y(x) – A

∫∫ x

a

cosh(λx)

cosh(λt)
y(t) dt = f (x).

Solution:

y(x) = f (x) + A

∫ x

a

eA(x–t) cosh(λx)
cosh(λt)

f (t) dt.

6. y(x) – A

∫∫ x

a

cosh(λt)

cosh(λx)
y(t) dt = f (x).

Solution:

y(x) = f (x) + A

∫ x

a

eA(x–t) cosh(λt)
cosh(λx)

f (t) dt.

7. y(x) – A

∫∫ x

a

coshk(λx) coshm(µt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A coshk(λx) and h(t) = coshm(µt).
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8. y(x) + A

∫∫ x

a

t cosh[λ(x – t)]y(t) dt = f (x).

This is a special case of equation 2.9.28 with g(t) = At.

9. y(x) + A

∫∫ x

a

tk coshm(λx)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = –A coshm(λx) and h(t) = tk.

10. y(x) + A

∫∫ x

a

xk coshm(λt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = –Axk and h(t) = coshm(λt).

11. y(x) –
∫∫ x

a

[
A cosh(kx) + B – AB(x – t) cosh(kx)

]
y(t) dt = f (x).

This is a special case of equation 2.9.7 with λ = B and g(x) = A cosh(kx).
Solution:

y(x) = f (x) +
∫ x

a

R(x, t)f (t) dt,

R(x, t) = [A cosh(kx) + B]
G(x)
G(t)

+
B2

G(t)

∫ x

t

eB(x–s)G(s) ds, G(x) = exp

[
A

k
sinh(kx)

]
.

12. y(x) +
∫∫ x

a

[
A cosh(kt) + B + AB(x – t) cosh(kt)

]
y(t) dt = f (x).

This is a special case of equation 2.9.8 with λ = B and g(t) = A cosh(kt).
Solution:

y(x) = f (x) +
∫ x

a

R(x, t)f (t) dt,

R(x, t) = –[A cosh(kt) + B]
G(t)
G(x)

+
B2

G(x)

∫ x

t

eB(t–s)G(s) ds, G(x) = exp

[
A

k
sinh(kx)

]
.

13. y(x) + A

∫∫ ∞

x

cosh
(
λ

√
t – x

)
y(t) dt = f (x).

This is a special case of equation 2.9.62 with K(x) = A cosh
(
λ
√

–x
)
.

2.3-2. Kernels Containing Hyperbolic Sine

14. y(x) – A

∫∫ x

a

sinh(λx)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A sinh(λx) and h(t) = 1.
Solution:

y(x) = f (x) + A

∫ x

a

sinh(λx) exp

{
A

λ

[
cosh(λx) – cosh(λt)

]}
f (t) dt.
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15. y(x) – A

∫∫ x

a

sinh(λt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A and h(t) = sinh(λt).
Solution:

y(x) = f (x) + A

∫ x

a

sinh(λt) exp

{
A

λ

[
cosh(λx) – cosh(λt)

]}
f (t) dt.

16. y(x) + A

∫∫ x

a

sinh[λ(x – t)]y(t) dt = f (x).

This is a special case of equation 2.9.30 with g(x) = A.

1◦. Solution with λ(A – λ) > 0:

y(x) = f (x) –
Aλ

k

∫ x

a

sin[k(x – t)]f (t) dt, where k =
√
λ(A – λ).

2◦. Solution with λ(A – λ) < 0:

y(x) = f (x) –
Aλ

k

∫ x

a

sinh[k(x – t)]f (t) dt, where k =
√
λ(λ – A).

3◦. Solution with A = λ:

y(x) = f (x) – λ2
∫ x

a

(x – t)f (t) dt.

17. y(x) + A

∫∫ x

a

sinh3[λ(x – t)]y(t) dt = f (x).

Using the formula sinh3 β = 1
4 sinh 3β – 3

4 sinhβ, we arrive at an equation of the form 2.3.18:

y(x) +
∫ x

a

{
1
4A sinh

[
3λ(x – t)

]
– 3

4A sinh[λ(x – t)]
}
y(t) dt = f (x).

18. y(x) +
∫∫ x

a

{
A1 sinh[λ1(x – t)] + A2 sinh[λ2(x – t)]

}
y(t) dt = f (x).

1◦. Introduce the notation

I1 =
∫ x

a

sinh[λ1(x – t)]y(t) dt, I2 =
∫ x

a

sinh[λ2(x – t)]y(t) dt,

J1 =
∫ x

a

cosh[λ1(x – t)]y(t) dt, J2 =
∫ x

a

cosh[λ2(x – t)]y(t) dt.

Successively differentiating the integral equation four times yields (the first line is the original
equation)

y + A1I1 + A2I2 = f , f = f (x), (1)

y′x + A1λ1J1 + A2λ2J2 = f ′
x, (2)

y′′xx + (A1λ1 + A2λ2)y + A1λ
2
1I1 + A2λ

2
2I2 = f ′′

xx, (3)

y′′′xxx + (A1λ1 + A2λ2)y′x + A1λ
3
1J1 + A2λ

3
2J2 = f ′′′

xxx, (4)

y′′′′xxxx + (A1λ1 + A2λ2)y′′xx + (A1λ
3
1 + A2λ

3
2)y + A1λ

4
1I1 + A2λ

4
2I2 = f ′′′′

xxxx. (5)
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Eliminating I1 and I2 from (1), (3), and (5), we arrive at a fourth-order linear ordinary
differential equation with constant coefficients:

y′′′′xxxx – (λ2
1 + λ2

2 – A1λ1 – A2λ2)y′′xx + (λ2
1λ

2
2 – A1λ1λ

2
2 – A2λ

2
1λ2)y =

f ′′′′
xxxx – (λ2

1 + λ2
2)f ′′

xx + λ2
1λ

2
2f .

(6)

The initial conditions can be obtained by setting x = a in (1)–(4):

y(a) = f (a), y′x(a) = f ′
x(a),

y′′xx(a) = f ′′
xx(a) – (A1λ1 + A2λ2)f (a),

y′′′xxx(a) = f ′′′
xxx(a) – (A1λ1 + A2λ2)f ′

x(a).

(7)

On solving the differential equation (6) under conditions (7), we thus find the solution of the
integral equation.

2◦. Consider the characteristic equation

z2 – (λ2
1 + λ2

2 – A1λ1 – A2λ2)z + λ2
1λ

2
2 – A1λ1λ

2
2 – A2λ

2
1λ2 = 0, (8)

whose roots, z1 and z2, determine the solution structure of the integral equation.
Assume that the discriminant of equation (8) is positive:

D ≡ (A1λ1 – A2λ2 – λ2
1 + λ2

2)2 + 4A1A2λ1λ2 > 0.

In this case, the quadratic equation (8) has the real (different) roots

z1 = 1
2 (λ2

1 + λ2
2 – A1λ1 – A2λ2) + 1

2

√
D, z2 = 1

2 (λ2
1 + λ2

2 – A1λ1 – A2λ2) – 1
2

√
D.

Depending on the signs of z1 and z2 the following three cases are possible.
Case 1. If z1 > 0 and z2 > 0, then the solution of the integral equation has the form

(i = 1, 2):

y(x) = f (x) +
∫ x

a

{B1 sinh[µ1(x – t)] + B2 sinh
[
µ2(x – t)

]}
f (t) dt, µi =

√
zi,

where

B1 = A1
λ1(µ2

1 – λ2
2)

µ1(µ2
2 – µ2

1)
+ A2

λ2(µ2
1 – λ2

1)
µ1(µ2

2 – µ2
1)

, B2 = A1
λ1(µ2

2 – λ2
2)

µ2(µ2
1 – µ2

2)
+ A2

λ2(µ2
2 – λ2

1)
µ2(µ2

1 – µ2
2)

.

Case 2. If z1 < 0 and z2 < 0, then the solution of the integral equation has the form

y(x) = f (x) +
∫ x

a

{B1 sin[µ1(x – t)] + B2 sin
[
µ2(x – t)

]}
f (t) dt, µi =

√
|zi|,

where the coefficientsB1 andB2 are found by solving the following system of linear algebraic
equations:

B1µ1

λ2
1 + µ2

1

+
B2µ2

λ2
1 + µ2

2

+ 1 = 0,
B1µ1

λ2
2 + µ2

1

+
B2µ2

λ2
2 + µ2

2

+ 1 = 0.

Case 3. If z1 > 0 and z2 < 0, then the solution of the integral equation has the form

y(x) = f (x) +
∫ x

a

{B1 sinh[µ1(x – t)] + B2 sin
[
µ2(x – t)

]}
f (t) dt, µi =

√
|zi|,

where B1 and B2 are determined from the following system of linear algebraic equations:

B1µ1

λ2
1 – µ2

1

+
B2µ2

λ2
1 + µ2

2

+ 1 = 0,
B1µ1

λ2
2 – µ2

1

+
B2µ2

λ2
2 + µ2

2

+ 1 = 0.
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19. y(x) +
∫∫ x

a

{ n∑
k=1

Ak sinh[λk(x – t)]
}

y(t) dt = f (x).

1◦. This equation can be reduced to an equation of the form 2.2.19 with the aid of the formula
sinh z = 1

2

(
ez – e–z

)
. Therefore, the original integral equation can be reduced to a linear

nonhomogeneous ordinary differential equation of order 2n with constant coefficients.

2◦. Let us find the roots zk of the algebraic equation

n∑
k=1

λkAk

z – λ2
k

+ 1 = 0. (1)

By reducing it to a common denominator, we arrive at the problem of determining the roots
of an nth-degree characteristic polynomial.

Assume that all zk are real, different, and nonzero. Let us divide the roots into two groups

z1 > 0, z2 > 0, . . . , zs > 0 (positive roots);

zs+1 < 0, zs+2 < 0, . . . , zn < 0 (negative roots).

Then the solution of the integral equation can be written in the form

y(x) =f (x)+
∫ x

a

{ s∑
k=1

Bk sinh
[
µk(x–t)

]
+

n∑
k=s+1

Ck sin
[
µk(x–t)

]}
f (t) dt, µk =

√
|zk |. (2)

The coefficients Bk and Ck are determined from the following system of linear algebraic
equations:

s∑
k=0

Bkµk

λ2
m – µ2

k

+
n∑

k=s+1

Ckµk

λ2
m + µ2

k

+ 1 = 0, µk =
√

|zk |, m = 1, . . . ,n. (3)

In the case of a nonzero root zs = 0, we can introduce the new constant D = Bsµs and
proceed to the limit µs → 0. As a result, the term D(x – t) appears in solution (2) instead of
Bs sinh

[
µs(x – t)

]
and the corresponding terms Dλ–2

m appear in system (3).

20. y(x) – A

∫∫ x

a

sinh(λx)

sinh(λt)
y(t) dt = f (x).

Solution:

y(x) = f (x) + A

∫ x

a

eA(x–t) sinh(λx)
sinh(λt)

f (t) dt.

21. y(x) – A

∫∫ x

a

sinh(λt)

sinh(λx)
y(t) dt = f (x).

Solution:

y(x) = f (x) + A

∫ x

a

eA(x–t) sinh(λt)
sinh(λx)

f (t) dt.

22. y(x) – A

∫∫ x

a

sinhk(λx) sinhm(µt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A sinhk(λx) and h(t) = sinhm(µt).
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23. y(x) + A

∫∫ x

a

t sinh[λ(x – t)]y(t) dt = f (x).

This is a special case of equation 2.9.30 with g(t) = At.
Solution:

y(x) = f (x) +
Aλ

W

∫ x

a

t
[
u1(x)u2(t) – u2(x)u1(t)

]
f (t) dt,

where u1(x),u2(x) is a fundamental system of solutions of the second-order linear ordinary
differential equation u′′xx + λ(Ax – λ)u = 0, and W is the Wronskian.

The functions u1(x) and u2(x) are expressed in terms of Bessel functions or modified
Bessel functions, depending on the sign of Aλ, as follows:

if Aλ > 0, then

u1(x) = ξ1/2J1/3

(
2
3

√
Aλ ξ3/2

)
, u2(x) = ξ1/2Y1/3

(
2
3

√
Aλ ξ3/2

)
,

W = 3/π, ξ = x – (λ/A);

if Aλ < 0, then

u1(x) = ξ1/2I1/3

(
2
3

√
–Aλ ξ3/2

)
, u2(x) = ξ1/2K1/3

(
2
3

√
–Aλ ξ3/2

)
,

W = – 3
2 , ξ = x – (λ/A).

24. y(x) + A

∫∫ x

a

x sinh[λ(x – t)]y(t) dt = f (x).

This is a special case of equation 2.9.31 with g(x) = Ax and h(t) = 1.
Solution:

y(x) = f (x) +
Aλ

W

∫ x

a

x
[
u1(x)u2(t) – u2(x)u1(t)

]
f (t) dt,

where u1(x),u2(x) is a fundamental system of solutions of the second-order linear ordinary
differential equation u′′xx + λ(Ax – λ)u = 0, and W is the Wronskian.

The functions u1(x), u2(x), and W are specified in 2.3.23.

25. y(x) + A

∫∫ x

a

tk sinhm(λx)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = –A sinhm(λx) and h(t) = tk.

26. y(x) + A

∫∫ x

a

xk sinhm(λt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = –Axk and h(t) = sinhm(λt).

27. y(x) –
∫∫ x

a

[
A sinh(kx) + B – AB(x – t) sinh(kx)

]
y(t) dt = f (x).

This is a special case of equation 2.9.7 with λ = B and g(x) = A sinh(kx).
Solution:

y(x) = f (x) +
∫ x

a

R(x, t)f (t) dt,

R(x, t) = [A sinh(kx) + B]
G(x)
G(t)

+
B2

G(t)

∫ x

t

eB(x–s)G(s) ds, G(x) = exp

[
A

k
cosh(kx)

]
.
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28. y(x) +
∫∫ x

a

[
A sinh(kt) + B + AB(x – t) sinh(kt)

]
y(t) dt = f (x).

This is a special case of equation 2.9.8 with λ = B and g(t) = A sinh(kt).
Solution:

y(x) = f (x) +
∫ x

a

R(x, t)f (t) dt,

R(x, t) = –[sinh(kt) + B]
G(t)
G(x)

+
B2

G(x)

∫ x

t

eB(t–s)G(s) ds, G(x) = exp

[
A

k
cosh(kx)

]
.

29. y(x) + A

∫∫ ∞

x

sinh
(
λ

√
t – x

)
y(t) dt = f (x).

This is a special case of equation 2.9.62 with K(x) = A sinh
(
λ
√

–x
)
.

2.3-3. Kernels Containing Hyperbolic Tangent

30. y(x) – A

∫∫ x

a

tanh(λx)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A tanh(λx) and h(t) = 1.
Solution:

y(x) = f (x) + A

∫ x

a

tanh(λx)

[
cosh(λx)
cosh(λt)

]A/λ

f (t) dt.

31. y(x) – A

∫∫ x

a

tanh(λt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A and h(t) = tanh(λt).
Solution:

y(x) = f (x) + A

∫ x

a

tanh(λt)

[
cosh(λx)
cosh(λt)

]A/λ

f (t) dt.

32. y(x) + A

∫∫ x

a

[
tanh(λx) – tanh(λt)

]
y(t) dt = f (x).

This is a special case of equation 2.9.5 with g(x) = A tanh(λx).
Solution:

y(x) = f (x) +
1
W

∫ x

a

[
Y ′

1 (x)Y ′
2 (t) – Y ′

2 (x)Y ′
1 (t)

]
f (t) dt,

where Y1(x),Y2(x) is a fundamental system of solutions of the second-order linear ordinary
differential equation cosh2(λx)Y ′′

xx +AλY = 0, W is the Wronskian, and the primes stand for
the differentiation with respect to the argument specified in the parentheses.

As shown in A. D. Polyanin and V. F. Zaitsev (1996), the functions Y1(x) and Y2(x) can
be represented in the form

Y1(x) = F
(
α,β, 1;

eλx

1 + eλx

)
, Y2(x) = Y1(x)

∫ x

a

dξ

Y 2
1 (ξ)

, W = 1,

where F (α,β, γ; z) is the hypergeometric function, in which α and β are determined from
the algebraic system α + β = 1, αβ = –A/λ.
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33. y(x) – A

∫∫ x

a

tanh(λx)

tanh(λt)
y(t) dt = f (x).

Solution:

y(x) = f (x) + A

∫ x

a

eA(x–t) tanh(λx)
tanh(λt)

f (t) dt.

34. y(x) – A

∫∫ x

a

tanh(λt)

tanh(λx)
y(t) dt = f (x).

Solution:

y(x) = f (x) + A

∫ x

a

eA(x–t) tanh(λt)
tanh(λx)

f (t) dt.

35. y(x) – A

∫∫ x

a

tanhk(λx) tanhm(µt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A tanhk(λx) and h(t) = tanhm(µt).

36. y(x) + A

∫∫ x

a

tk tanhm(λx)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = –A tanhm(λx) and h(t) = tk.

37. y(x) + A

∫∫ x

a

xk tanhm(λt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = –Axk and h(t) = tanhm(λt).

38. y(x) + A

∫∫ ∞

x

tanh[λ(t – x)]y(t) dt = f (x).

This is a special case of equation 2.9.62 with K(z) = A tanh(–λz).

39. y(x) + A

∫∫ ∞

x

tanh
(
λ

√
t – x

)
y(t) dt = f (x).

This is a special case of equation 2.9.62 with K(z) = A tanh
(
λ
√

–z
)
.

40. y(x) –
∫∫ x

a

[
A tanh(kx) + B – AB(x – t) tanh(kx)

]
y(t) dt = f (x).

This is a special case of equation 2.9.7 with λ = B and g(x) = A tanh(kx).

41. y(x) +
∫∫ x

a

[
A tanh(kt) + B + AB(x – t) tanh(kt)

]
y(t) dt = f (x).

This is a special case of equation 2.9.8 with λ = B and g(t) = A tanh(kt).

2.3-4. Kernels Containing Hyperbolic Cotangent

42. y(x) – A

∫∫ x

a

coth(λx)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A coth(λx) and h(t) = 1.
Solution:

y(x) = f (x) + A

∫ x

a

coth(λx)
[ sinh(λx)

sinh(λt)

]A/λ

f (t) dt.
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43. y(x) – A

∫∫ x

a

coth(λt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A and h(t) = coth(λt).
Solution:

y(x) = f (x) + A

∫ x

a

coth(λt)
[ sinh(λx)

sinh(λt)

]A/λ

f (t) dt.

44. y(x) – A

∫∫ x

a

coth(λt)

coth(λx)
y(t) dt = f (x).

Solution:

y(x) = f (x) + A

∫ x

a

eA(x–t) coth(λt)
coth(λx)

f (t) dt.

45. y(x) – A

∫∫ x

a

coth(λx)

coth(λt)
y(t) dt = f (x).

Solution:

y(x) = f (x) + A

∫ x

a

eA(x–t) coth(λx)
coth(λt)

f (t) dt.

46. y(x) – A

∫∫ x

a

cothk(λx) cothm(µt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A cothk(λx) and h(t) = cothm(µt).

47. y(x) + A

∫∫ x

a

tk cothm(λx)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = –A cothm(λx) and h(t) = tk.

48. y(x) + A

∫∫ x

a

xk cothm(λt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = –Axk and h(t) = cothm(λt).

49. y(x) + A

∫∫ ∞

x

coth[λ(t – x)]y(t) dt = f (x).

This is a special case of equation 2.9.62 with K(z) = A coth(–λz).

50. y(x) + A

∫∫ ∞

x

coth
(
λ

√
t – x

)
y(t) dt = f (x).

This is a special case of equation 2.9.62 with K(z) = A coth
(
λ
√

–z
)
.

51. y(x) –
∫∫ x

a

[
A coth(kx) + B – AB(x – t) coth(kx)

]
y(t) dt = f (x).

This is a special case of equation 2.9.7 with λ = B and g(x) = A coth(kx).

52. y(x) +
∫∫ x

a

[
A coth(kt) + B + AB(x – t) coth(kt)

]
y(t) dt = f (x).

This is a special case of equation 2.9.8 with λ = B and g(t) = A coth(kt).
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2.3-5. Kernels Containing Combinations of Hyperbolic Functions

53. y(x) – A

∫∫ x

a

coshk(λx) sinhm(µt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A coshk(λx) and h(t) = sinhm(µt).

54. y(x) –
∫∫ x

a

{
A + B cosh(λx) + B(x – t)[λ sinh(λx) – A cosh(λx)]

}
y(t) dt = f (x).

This is a special case of equation 2.9.32 with b = B and g(x) = A.

55. y(x) –
∫∫ x

a

{
A + B sinh(λx) + B(x – t)[λ cosh(λx) – A sinh(λx)]

}
y(t) dt = f (x).

This is a special case of equation 2.9.33 with b = B and g(x) = A.

56. y(x) – A

∫∫ x

a

tanhk(λx) cothm(µt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A tanhk(λx) and h(t) = cothm(µt).

2.4. Equations Whose Kernels Contain Logarithmic
Functions

2.4-1. Kernels Containing Logarithmic Functions

1. y(x) – A

∫∫ x

a

ln(λx)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A ln(λx) and h(t) = 1.
Solution:

y(x) = f (x) + A

∫ x

a

ln(λx)e–A(x–t) (λx)Ax

(λt)At
f (t) dt.

2. y(x) – A

∫∫ x

a

ln(λt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A and h(t) = ln(λt).
Solution:

y(x) = f (x) + A

∫ x

a

ln(λt)e–A(x–t) (λx)Ax

(λt)At
f (t) dt.

3. y(x) + A

∫∫ x

a

(ln x – ln t)y(t) dt = f (x).

This is a special case of equation 2.9.5 with g(x) = A lnx.
Solution:

y(x) = f (x) +
1
W

∫ x

a

[
u′1(x)u′2(t) – u′2(x)u′1(t)

]
f (t) dt,

where the primes denote differentiation with respect to the argument specified in the paren-
theses; and u1(x),u2(x) is a fundamental system of solutions of the second-order linear
homogeneous ordinary differential equation u′′xx +Ax–1u = 0, with u1(x) and u2(x) expressed
in terms of Bessel functions or modified Bessel functions, depending on the sign of A:

W = 1
π , u1(x) =

√
xJ1

(
2
√
Ax

)
, u2(x) =

√
xY1

(
2
√
Ax

)
for A > 0,

W = – 1
2 , u1(x) =

√
x I1

(
2
√

–Ax
)
, u2(x) =

√
xK1

(
2
√

–Ax
)

for A < 0.
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4. y(x) – A

∫∫ x

a

ln(λx)

ln(λt)
y(t) dt = f (x).

Solution:

y(x) = f (x) + A

∫ x

a

eA(x–t) ln(λx)
ln(λt)

f (t) dt.

5. y(x) – A

∫∫ x

a

ln(λt)

ln(λx)
y(t) dt = f (x).

Solution:

y(x) = f (x) + A

∫ x

a

eA(x–t) ln(λt)
ln(λx)

f (t) dt.

6. y(x) – A

∫∫ x

a

lnk(λx) lnm(µt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A lnk(λx) and h(t) = lnm(µt).

7. y(x) + a

∫∫ ∞

x

ln(t – x)y(t) dt = f (x).

This is a special case of equation 2.9.62 with K(x) = a ln(–x).

For f (x) =
m∑

k=1
Ak exp(–λkx), where λk > 0, a solution of the equation has the form

y(x) =
m∑

k=1

Ak

Bk
exp(–λkx), Bk = 1 –

a

λk
(lnλk + C),

where C = 0.5772 . . . is the Euler constant.

8. y(x) + a

∫∫ ∞

x

ln2(t – x)y(t) dt = f (x).

This is a special case of equation 2.9.62 with K(x) = a ln2(–x).

For f (x) =
m∑

k=1
Ak exp(–λkx), where λk > 0, a solution of the equation has the form

y(x) =
m∑

k=1

Ak

Bk
exp(–λkx), Bk = 1 +

a

λk

[
1
6π

2 + (lnλk + C)2
]
,

where C = 0.5772 . . . is the Euler constant.

2.4-2. Kernels Containing Power-Law and Logarithmic Functions

9. y(x) – A

∫∫ x

a

xk lnm(λt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = Axk and h(t) = lnm(λt).

10. y(x) – A

∫∫ x

a

tk lnm(λx)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A lnm(λx) and h(t) = tk.
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11. y(x) –
∫∫ x

a

[
A ln(kx) + B – AB(x – t) ln(kx)

]
y(t) dt = f (x).

This is a special case of equation 2.9.7 with λ = B and g(x) = A ln(kx).

12. y(x) +
∫∫ x

a

[
A ln(kt) + B + AB(x – t) ln(kt)

]
y(t) dt = f (x).

This is a special case of equation 2.9.8 with λ = B and g(t) = A ln(kt).

13. y(x) + a

∫∫ ∞

x

(t – x)n ln(t – x)y(t) dt = f (x), n = 1, 2, . . .

For f (x) =
m∑

k=1
Ak exp(–λkx), where λk > 0, a solution of the equation has the form

y(x) =
m∑

k=1

Ak

Bk
exp(–λkx), Bk = 1 +

an!
λn+1

k

(
1 + 1

2 + 1
3 + · · · + 1

n – lnλk – C
)
,

where C = 0.5772 . . . is the Euler constant.

14. y(x) + a

∫∫ ∞

x

ln(t – x)
√

t – x
y(t) dt = f (x).

This is a special case of equation 2.9.62 with K(–x) = ax–1/2 lnx.

For f (x) =
m∑

k=1
Ak exp(–λkx), where λk > 0, a solution of the equation has the form

y(x) =
m∑

k=1

Ak

Bk
exp(–λkx), Bk = 1 – a

√
π

λk

[
ln(4λk) + C

]
,

where C = 0.5772 . . . is the Euler constant.

2.5. Equations Whose Kernels Contain Trigonometric
Functions

2.5-1. Kernels Containing Cosine

1. y(x) – A

∫∫ x

a

cos(λx)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A cos(λx) and h(t) = 1.
Solution:

y(x) = f (x) + A

∫ x

a

cos(λx) exp
{A

λ

[
sin(λx) – sin(λt)

]}
f (t) dt.

2. y(x) – A

∫∫ x

a

cos(λt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A and h(t) = cos(λt).
Solution:

y(x) = f (x) + A

∫ x

a

cos(λt) exp
{A

λ

[
sin(λx) – sin(λt)

]}
f (t) dt.
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3. y(x) + A

∫∫ x

a

cos[λ(x – t)]y(t) dt = f (x).

This is a special case of equation 2.9.34 with g(t) = A. Therefore, solving this integral
equation is reduced to solving the following second-order linear nonhomogeneous ordinary
differential equation with constant coefficients:

y′′xx + Ay′x + λ2y = f ′′
xx + λ2f , f = f (x),

with the initial conditions

y(a) = f (a), y′x(a) = f ′
x(a) – Af (a).

1◦. Solution with |A| > 2|λ|:

y(x) = f (x) +
∫ x

a

R(x – t)f (t) dt,

R(x) = exp
(
– 1

2Ax
)[A2

2k
sinh(kx) – A cosh(kx)

]
, k =

√
1
4A

2 – λ2.

2◦. Solution with |A| < 2|λ|:

y(x) = f (x) +
∫ x

a

R(x – t)f (t) dt,

R(x) = exp
(
– 1

2Ax
)[A2

2k
sin(kx) – A cos(kx)

]
, k =

√
λ2 – 1

4A
2.

3◦. Solution with λ = ± 1
2A:

y(x) = f (x) +
∫ x

a

R(x – t)f (t) dt, R(x) = exp
(
– 1

2Ax
)(

1
2A

2x – A
)
.

4. y(x) +
∫∫ x

a

{ n∑
k=1

Ak cos[λk(x – t)]
}

y(t) dt = f (x).

This integral equation is reduced to a linear nonhomogeneous ordinary differential equation
of order 2n with constant coefficients. Set

Ik(x) =
∫ x

a

cos[λk(x – t)]y(t) dt. (1)

Differentiating (1) with respect to x twice yields

I ′k = y(x) – λk

∫ x

a

sin[λk(x – t)]y(t) dt,

I ′′k = y′x(x) – λ2
k

∫ x

a

cos[λk(x – t)]y(t) dt,
(2)

where the primes stand for differentiation with respect to x. Comparing (1) and (2), we see
that

I ′′k = y′x(x) – λ2
kIk, Ik = Ik(x). (3)
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With the aid of (1), the integral equation can be rewritten in the form

y(x) +
n∑

k=1

AkIk = f (x). (4)

Differentiating (4) with respect to x twice taking into account (3) yields

y′′xx(x) + σny
′
x(x) –

n∑
k=1

Akλ
2
kIk = f ′′

xx(x), σn =
n∑

k=1

Ak. (5)

Eliminating the integral In from (4) and (5), we obtain

y′′xx(x) + σny
′
x(x) + λ2

ny(x) +
n–1∑
k=1

Ak(λ2
n – λ2

k)Ik = f ′′
xx(x) + λ2

nf (x). (6)

Differentiating (6) with respect to x twice followed by eliminating In–1 from the resulting
expression with the aid of (6) yields a similar equation whose left-hand side is a fourth-

order differential operator (acting on y) with constant coefficients plus the sum
n–2∑
k=1

BkIk.

Successively eliminating the terms In–2, In–3, . . . using double differentiation and formula (3),
we finally arrive at a linear nonhomogeneous ordinary differential equation of order 2n with
constant coefficients.

The initial conditions for y(x) can be obtained by setting x = a in the integral equation
and all its derivative equations.

5. y(x) – A

∫∫ x

a

cos(λx)

cos(λt)
y(t) dt = f (x).

Solution:

y(x) = f (x) + A

∫ x

a

eA(x–t) cos(λx)
cos(λt)

f (t) dt.

6. y(x) – A

∫∫ x

a

cos(λt)

cos(λx)
y(t) dt = f (x).

Solution:

y(x) = f (x) + A

∫ x

a

eA(x–t) cos(λt)
cos(λx)

f (t) dt.

7. y(x) – A

∫∫ x

a

cosk(λx) cosm(µt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A cosk(λx) and h(t) = cosm(µt).

8. y(x) + A

∫∫ x

a

t cos[λ(x – t)]y(t) dt = f (x).

This is a special case of equation 2.9.34 with g(t) = At.

9. y(x) + A

∫∫ x

a

tk cosm(λx)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = –A cosm(λx) and h(t) = tk.
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10. y(x) + A

∫∫ x

a

xk cosm(λt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = –Axk and h(t) = cosm(λt).

11. y(x) –
∫∫ x

a

[
A cos(kx) + B – AB(x – t) cos(kx)

]
y(t) dt = f (x).

This is a special case of equation 2.9.7 with λ = B and g(x) = A cos(kx).
Solution:

y(x) = f (x) +
∫ x

a

R(x, t)f (t) dt,

R(x, t) = [A cos(kx) + B]
G(x)
G(t)

+
B2

G(t)

∫ x

t

eB(x–s)G(s) ds, G(x) = exp

[
A

k
sin(kx)

]
.

12. y(x) +
∫∫ x

a

[
A cos(kt) + B + AB(x – t) cos(kt)

]
y(t) dt = f (x).

This is a special case of equation 2.9.8 with λ = B and g(t) = A cos(kt).
Solution:

y(x) = f (x) +
∫ x

a

R(x, t)f (t) dt,

R(x, t) = –[A cos(kt) + B]
G(t)
G(x)

+
B2

G(x)

∫ x

t

eB(t–s)G(s) ds, G(x) = exp

[
A

k
sin(kx)

]
.

13. y(x) + A

∫∫ ∞

x

cos
(
λ

√
t – x

)
y(t) dt = f (x).

This is a special case of equation 2.9.62 with K(x) = A cos
(
λ
√

–x
)
.

2.5-2. Kernels Containing Sine

14. y(x) – A

∫∫ x

a

sin(λx)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A sin(λx) and h(t) = 1.
Solution:

y(x) = f (x) + A

∫ x

a

sin(λx) exp
{A

λ

[
cos(λt) – cos(λx)

]}
f (t) dt.

15. y(x) – A

∫∫ x

a

sin(λt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A and h(t) = sin(λt).
Solution:

y(x) = f (x) + A

∫ x

a

sin(λt) exp
{A

λ

[
cos(λt) – cos(λx)

]}
f (t) dt.
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16. y(x) + A

∫∫ x

a

sin[λ(x – t)]y(t) dt = f (x).

This is a special case of equation 2.9.36 with g(t) = A.

1◦. Solution with λ(A + λ) > 0:

y(x) = f (x) –
Aλ

k

∫ x

a

sin[k(x – t)]f (t) dt, where k =
√
λ(A + λ).

2◦. Solution with λ(A + λ) < 0:

y(x) = f (x) –
Aλ

k

∫ x

a

sinh[k(x – t)]f (t) dt, where k =
√

–λ(λ + A).

3◦. Solution with A = –λ:

y(x) = f (x) + λ2
∫ x

a

(x – t)f (t) dt.

17. y(x) + A

∫∫ x

a

sin3[λ(x – t)]y(t) dt = f (x).

Using the formula sin3 β = – 1
4 sin 3β + 3

4 sinβ, we arrive at an equation of the form 2.5.18:

y(x) +
∫ x

a

{
– 1

4A sin[3λ(x – t)] + 3
4A sin[λ(x – t)]

}
y(t) dt = f (x).

18. y(x) +
∫∫ x

a

{
A1 sin[λ1(x – t)] + A2 sin[λ2(x – t)]

}
y(t) dt = f (x).

This equation can be solved by the same method as equation 2.3.18, by reducing it to a
fourth-order linear ordinary differential equation with constant coefficients.

Consider the characteristic equation

z2 + (λ2
1 + λ2

2 + A1λ1 + A2λ2)z + λ2
1λ

2
2 + A1λ1λ

2
2 + A2λ

2
1λ2 = 0, (1)

whose roots, z1 and z2, determine the solution structure of the integral equation.
Assume that the discriminant of equation (1) is positive:

D ≡ (A1λ1 – A2λ2 + λ2
1 – λ2

2)2 + 4A1A2λ1λ2 > 0.

In this case, the quadratic equation (1) has the real (different) roots

z1 = – 1
2 (λ2

1 + λ2
2 + A1λ1 + A2λ2) + 1

2

√
D, z2 = – 1

2 (λ2
1 + λ2

2 + A1λ1 + A2λ2) – 1
2

√
D.

Depending on the signs of z1 and z2 the following three cases are possible.
Case 1. If z1 > 0 and z2 > 0, then the solution of the integral equation has the form

(i = 1, 2):

y(x) = f (x) +
∫ x

a

{B1 sinh[µ1(x – t)] + B2 sinh
[
µ2(x – t)

]}
f (t) dt, µi =

√
zi,

where the coefficientsB1 andB2 are determined from the following system of linear algebraic
equations:

B1µ1

λ2
1 + µ2

1

+
B2µ2

λ2
1 + µ2

2

– 1 = 0,
B1µ1

λ2
2 + µ2

1

+
B2µ2

λ2
2 + µ2

2

– 1 = 0.
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Case 2. If z1 < 0 and z2 < 0, then the solution of the integral equation has the form

y(x) = f (x) +
∫ x

a

{B1 sin[µ1(x – t)] + B2 sin
[
µ2(x – t)

]}
f (t) dt, µi =

√
|zi|,

where B1 and B2 are determined from the system

B1µ1

λ2
1 – µ2

1

+
B2µ2

λ2
1 – µ2

2

– 1 = 0,
B1µ1

λ2
2 – µ2

1

+
B2µ2

λ2
2 – µ2

2

– 1 = 0.

Case 3. If z1 > 0 and z2 < 0, then the solution of the integral equation has the form

y(x) = f (x) +
∫ x

a

{B1 sinh[µ1(x – t)] + B2 sin
[
µ2(x – t)

]}
f (t) dt, µi =

√
|zi|,

where B1 and B2 are determined from the system

B1µ1

λ2
1 + µ2

1

+
B2µ2

λ2
1 – µ2

2

– 1 = 0,
B1µ1

λ2
2 + µ2

1

+
B2µ2

λ2
2 – µ2

2

– 1 = 0.

Remark. The solution of the original integral equation can be obtained from the solution
of equation 2.3.18 by performing the following change of parameters:

λk → iλk, µk → iµk, Ak → –iAk, Bk → –iBk, i2 = –1 (k = 1, 2).

19. y(x) +
∫∫ x

a

{ n∑
k=1

Ak sin[λk(x – t)]
}

y(t) dt = f (x).

1◦. This integral equation can be reduced to a linear nonhomogeneous ordinary differential
equation of order 2n with constant coefficients. Set

Ik(x) =
∫ x

a

sin[λk(x – t)]y(t) dt. (1)

Differentiating (1) with respect to x twice yields

I ′k = λk

∫ x

a

cos[λk(x – t)]y(t) dt, I ′′k = λky(x) – λ2
k

∫ x

a

sin[λk(x – t)]y(t) dt, (2)

where the primes stand for differentiation with respect to x. Comparing (1) and (2), we see
that

I ′′k = λky(x) – λ2
kIk, Ik = Ik(x). (3)

With aid of (1), the integral equation can be rewritten in the form

y(x) +
n∑

k=1

AkIk = f (x). (4)

Differentiating (4) with respect to x twice taking into account (3) yields

y′′xx(x) + σny(x) –
n∑

k=1

Akλ
2
kIk = f ′′

xx(x), σn =
n∑

k=1

Akλk. (5)
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Eliminating the integral In from (4) and (5), we obtain

y′′xx(x) + (σn + λ2
n)y(x) +

n–1∑
k=1

Ak(λ2
n – λ2

k)Ik = f ′′
xx(x) + λ2

nf (x). (6)

Differentiating (6) with respect to x twice followed by eliminating In–1 from the resulting
expression with the aid of (6) yields a similar equation whose left-hand side is a fourth-

order differential operator (acting on y) with constant coefficients plus the sum
n–2∑
k=1

BkIk.

Successively eliminating the terms In–2, In–3, . . . using double differentiation and formula (3),
we finally arrive at a linear nonhomogeneous ordinary differential equation of order 2n with
constant coefficients.

The initial conditions for y(x) can be obtained by setting x = a in the integral equation
and all its derivative equations.

2◦. Let us find the roots zk of the algebraic equation

n∑
k=1

λkAk

z + λ2
k

+ 1 = 0. (7)

By reducing it to a common denominator, we arrive at the problem of determining the roots
of an nth-degree characteristic polynomial.

Assume that all zk are real, different, and nonzero. Let us divide the roots into two groups

z1 > 0, z2 > 0, . . . , zs > 0 (positive roots);

zs+1 < 0, zs+2 < 0, . . . , zn < 0 (negative roots).

Then the solution of the integral equation can be written in the form

y(x) =f (x)+
∫ x

a

{ s∑
k=1

Bk sinh
[
µk(x–t)

]
+

n∑
k=s+1

Ck sin
[
µk(x–t)

]}
f (t) dt, µk =

√
|zk |. (8)

The coefficients Bk and Ck are determined from the following system of linear algebraic
equations:

s∑
k=0

Bkµk

λ2
m + µ2

k

+
n∑

k=s+1

Ckµk

λ2
m – µ2

k

– 1 = 0, µk =
√

|zk | m = 1, 2, . . . ,n. (9)

In the case of a nonzero root zs = 0, we can introduce the new constant D = Bsµs and
proceed to the limit µs → 0. As a result, the term D(x – t) appears in solution (8) instead of
Bs sinh

[
µs(x – t)

]
and the corresponding terms Dλ–2

m appear in system (9).

20. y(x) – A

∫∫ x

a

sin(λx)

sin(λt)
y(t) dt = f (x).

Solution:

y(x) = f (x) + A

∫ x

a

eA(x–t) sin(λx)
sin(λt)

f (t) dt.

21. y(x) – A

∫∫ x

a

sin(λt)

sin(λx)
y(t) dt = f (x).

Solution:

y(x) = f (x) + A

∫ x

a

eA(x–t) sin(λt)
sin(λx)

f (t) dt.
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22. y(x) – A

∫∫ x

a

sink(λx) sinm(µt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A sink(λx) and h(t) = sinm(µt).

23. y(x) + A

∫∫ x

a

t sin[λ(x – t)]y(t) dt = f (x).

This is a special case of equation 2.9.36 with g(t) = At.
Solution:

y(x) = f (x) +
Aλ

W

∫ x

a

t
[
u1(x)u2(t) – u2(x)u1(t)

]
f (t) dt,

where u1(x),u2(x) is a fundamental system of solutions of the second-order linear ordinary
differential equation u′′xx + λ(Ax + λ)u = 0, and W is the Wronskian.

Depending on the sign of Aλ, the functions u1(x) and u2(x) are expressed in terms of
Bessel functions or modified Bessel functions as follows:

if Aλ > 0, then

u1(x) = ξ1/2J1/3

(
2
3

√
Aλ ξ3/2

)
, u2(x) = ξ1/2Y1/3

(
2
3

√
Aλ ξ3/2

)
,

W = 3/π, ξ = x + (λ/A);

if Aλ < 0, then

u1(x) = ξ1/2I1/3

(
2
3

√
–Aλ ξ3/2

)
, u2(x) = ξ1/2K1/3

(
2
3

√
–Aλ ξ3/2

)
,

W = – 3
2 , ξ = x + (λ/A).

24. y(x) + A

∫∫ x

a

x sin[λ(x – t)]y(t) dt = f (x).

This is a special case of equation 2.9.37 with g(x) = Ax and h(t) = 1.
Solution:

y(x) = f (x) +
Aλ

W

∫ x

a

x
[
u1(x)u2(t) – u2(x)u1(t)

]
f (t) dt,

where u1(x),u2(x) is a fundamental system of solutions of the second-order linear ordinary
differential equation u′′xx + λ(Ax + λ)u = 0, and W is the Wronskian.

The functions u1(x), u2(x), and W are specified in 2.5.23.

25. y(x) + A

∫∫ x

a

tk sinm(λx)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = –A sinm(λx) and h(t) = tk.

26. y(x) + A

∫∫ x

a

xk sinm(λt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = –Axk and h(t) = sinm(λt).

27. y(x) –
∫∫ x

a

[
A sin(kx) + B – AB(x – t) sin(kx)

]
y(t) dt = f (x).

This is a special case of equation 2.9.7 with λ = B and g(x) = A sin(kx).
Solution:

y(x) = f (x) +
∫ x

a

R(x, t)f (t) dt,

R(x, t) = [A sin(kx) + B]
G(x)
G(t)

+
B2

G(t)

∫ x

t

eB(x–s)G(s) ds, G(x) = exp

[
–
A

k
cos(kx)

]
.
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28. y(x) +
∫∫ x

a

[
A sin(kt) + B + AB(x – t) sin(kt)

]
y(t) dt = f (x).

This is a special case of equation 2.9.8 with λ = B and g(t) = A sin(kt).
Solution:

y(x) = f (x) +
∫ x

a

R(x, t)f (t) dt,

R(x, t) = –[A sin(kt) + B]
G(t)
G(x)

+
B2

G(x)

∫ x

t

eB(t–s)G(s) ds, G(x) = exp

[
–
A

k
cos(kx)

]
.

29. y(x) + A

∫∫ ∞

x

sin
(
λ

√
t – x

)
y(t) dt = f (x).

This is a special case of equation 2.9.62 with K(x) = A sin
(
λ
√

–x
)
.

2.5-3. Kernels Containing Tangent

30. y(x) – A

∫∫ x

a

tan(λx)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A tan(λx) and h(t) = 1.
Solution:

y(x) = f (x) + A

∫ x

a

tan(λx)
∣∣∣ cos(λt)

cos(λx)

∣∣∣A/λ

f (t) dt.

31. y(x) – A

∫∫ x

a

tan(λt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A and h(t) = tan(λt).
Solution:

y(x) = f (x) + A

∫ x

a

tanh(λt)
∣∣∣ cos(λt)

cos(λx)

∣∣∣A/λ

f (t) dt.

32. y(x) + A

∫∫ x

a

[
tan(λx) – tan(λt)

]
y(t) dt = f (x).

This is a special case of equation 2.9.5 with g(x) = A tan(λx).
Solution:

y(x) = f (x) +
1
W

∫ x

a

[
Y ′

1 (x)Y ′
2 (t) – Y ′

2 (x)Y ′
1 (t)

]
f (t) dt,

where Y1(x),Y2(x) is a fundamental system of solutions of the second-order linear ordinary
differential equation cos2(λx)Y ′′

xx + AλY = 0, W is the Wronskian, and the primes stand for
the differentiation with respect to the argument specified in the parentheses.

As shown in A. D. Polyanin and V. F. Zaitsev (1995, 1996), the functions Y1(x) and Y2(x)
can be expressed via the hypergeometric function.

33. y(x) – A

∫∫ x

a

tan(λx)

tan(λt)
y(t) dt = f (x).

Solution:

y(x) = f (x) + A

∫ x

a

eA(x–t) tan(λx)
tan(λt)

f (t) dt.
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34. y(x) – A

∫∫ x

a

tan(λt)

tan(λx)
y(t) dt = f (x).

Solution:

y(x) = f (x) + A

∫ x

a

eA(x–t) tan(λt)
tan(λx)

f (t) dt.

35. y(x) – A

∫∫ x

a

tank(λx) tanm(µt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A tank(λx) and h(t) = tanm(µt).

36. y(x) + A

∫∫ x

a

tk tanm(λx)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = –A tanm(λx) and h(t) = tk.

37. y(x) + A

∫∫ x

a

xk tanm(λt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = –Axk and h(t) = tanm(λt).

38. y(x) –
∫∫ x

a

[
A tan(kx) + B – AB(x – t) tan(kx)

]
y(t) dt = f (x).

This is a special case of equation 2.9.7 with λ = B and g(x) = A tan(kx).

39. y(x) +
∫∫ x

a

[
A tan(kt) + B + AB(x – t) tan(kt)

]
y(t) dt = f (x).

This is a special case of equation 2.9.8 with λ = B and g(t) = A tan(kt).

2.5-4. Kernels Containing Cotangent

40. y(x) – A

∫∫ x

a

cot(λx)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A cot(λx) and h(t) = 1.
Solution:

y(x) = f (x) + A

∫ x

a

cot(λx)
∣∣∣ sin(λx)

sin(λt)

∣∣∣A/λ

f (t) dt.

41. y(x) – A

∫∫ x

a

cot(λt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A and h(t) = cot(λt).
Solution:

y(x) = f (x) + A

∫ x

a

coth(λt)
∣∣∣ sin(λx)

sin(λt)

∣∣∣A/λ

f (t) dt.

42. y(x) – A

∫∫ x

a

cot(λx)

cot(λt)
y(t) dt = f (x).

Solution:

y(x) = f (x) + A

∫ x

a

eA(x–t) cot(λx)
cot(λt)

f (t) dt.
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43. y(x) – A

∫∫ x

a

cot(λt)

cot(λx)
y(t) dt = f (x).

Solution:

y(x) = f (x) + A

∫ x

a

eA(x–t) cot(λt)
cot(λx)

f (t) dt.

44. y(x) + A

∫∫ x

a

tk cotm(λx)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = –A cotm(λx) and h(t) = tk.

45. y(x) + A

∫∫ x

a

xk cotm(λt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = –Axk and h(t) = cotm(λt).

46. y(x) –
∫∫ x

a

[
A cot(kx) + B – AB(x – t) cot(kx)

]
y(t) dt = f (x).

This is a special case of equation 2.9.7 with λ = B and g(x) = A cot(kx).

47. y(x) +
∫∫ x

a

[
A cot(kt) + B + AB(x – t) cot(kt)

]
y(t) dt = f (x).

This is a special case of equation 2.9.8 with λ = B and g(t) = A cot(kt).

2.5-5. Kernels Containing Combinations of Trigonometric Functions

48. y(x) – A

∫∫ x

a

cosk(λx) sinm(µt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A cosk(λx) and h(t) = sinm(µt).

49. y(x) –
∫∫ x

a

{
A + B cos(λx) – B(x – t)[λ sin(λx) + A cos(λx)]

}
y(t) dt = f (x).

This is a special case of equation 2.9.38 with b = B and g(x) = A.

50. y(x) –
∫∫ x

a

{
A + B sin(λx) + B(x – t)[λ cos(λx) – A sin(λx)]

}
y(t) dt = f (x).

This is a special case of equation 2.9.39 with b = B and g(x) = A.

51. y(x) – A

∫∫ x

a

tank(λx) cotm(µt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A tank(λx) and h(t) = cotm(µt).

2.6. Equations Whose Kernels Contain Inverse
Trigonometric Functions

2.6-1. Kernels Containing Arccosine

1. y(x) – A

∫∫ x

a

arccos(λx)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A arccos(λx) and h(t) = 1.
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2. y(x) – A

∫∫ x

a

arccos(λt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A and h(t) = arccos(λt).

3. y(x) – A

∫∫ x

a

arccos(λx)

arccos(λt)
y(t) dt = f (x).

Solution:

y(x) = f (x) + A

∫ x

a

eA(x–t) arccos(λx)
arccos(λt)

f (t) dt.

4. y(x) – A

∫∫ x

a

arccos(λt)

arccos(λx)
y(t) dt = f (x).

Solution:

y(x) = f (x) + A

∫ x

a

eA(x–t) arccos(λt)
arccos(λx)

f (t) dt.

5. y(x) –
∫∫ x

a

[
A arccos(kx) + B – AB(x – t) arccos(kx)

]
y(t) dt = f (x).

This is a special case of equation 2.9.7 with λ = B and g(x) = A arccos(kx).

6. y(x) +
∫∫ x

a

[
A arccos(kt) + B + AB(x – t) arccos(kt)

]
y(t) dt = f (x).

This is a special case of equation 2.9.8 with λ = B and g(t) = A arccos(kt).

2.6-2. Kernels Containing Arcsine

7. y(x) – A

∫∫ x

a

arcsin(λx)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A arcsin(λx) and h(t) = 1.

8. y(x) – A

∫∫ x

a

arcsin(λt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A and h(t) = arcsin(λt).

9. y(x) – A

∫∫ x

a

arcsin(λx)

arcsin(λt)
y(t) dt = f (x).

Solution:

y(x) = f (x) + A

∫ x

a

eA(x–t) arcsin(λx)
arcsin(λt)

f (t) dt.

10. y(x) – A

∫∫ x

a

arcsin(λt)

arcsin(λx)
y(t) dt = f (x).

Solution:

y(x) = f (x) + A

∫ x

a

eA(x–t) arcsin(λt)
arcsin(λx)

f (t) dt.
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11. y(x) –
∫∫ x

a

[
A arcsin(kx) + B – AB(x – t) arcsin(kx)

]
y(t) dt = f (x).

This is a special case of equation 2.9.7 with λ = B and g(x) = A arcsin(kx).

12. y(x) +
∫∫ x

a

[
A arcsin(kt) + B + AB(x – t) arcsin(kt)

]
y(t) dt = f (x).

This is a special case of equation 2.9.8 with λ = B and g(t) = A arcsin(kt).

2.6-3. Kernels Containing Arctangent

13. y(x) – A

∫∫ x

a

arctan(λx)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A arctan(λx) and h(t) = 1.

14. y(x) – A

∫∫ x

a

arctan(λt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A and h(t) = arctan(λt).

15. y(x) – A

∫∫ x

a

arctan(λx)

arctan(λt)
y(t) dt = f (x).

Solution:

y(x) = f (x) + A

∫ x

a

eA(x–t) arctan(λx)
arctan(λt)

f (t) dt.

16. y(x) – A

∫∫ x

a

arctan(λt)

arctan(λx)
y(t) dt = f (x).

Solution:

y(x) = f (x) + A

∫ x

a

eA(x–t) arctan(λt)
arctan(λx)

f (t) dt.

17. y(x) + A

∫∫ ∞

x

arctan[λ(t – x)]y(t) dt = f (x).

This is a special case of equation 2.9.62 with K(x) = A arctan(–λx).

18. y(x) –
∫∫ x

a

[
A arctan(kx) + B – AB(x – t) arctan(kx)

]
y(t) dt = f (x).

This is a special case of equation 2.9.7 with λ = B and g(x) = A arctan(kx).

19. y(x) +
∫∫ x

a

[
A arctan(kt) + B + AB(x – t) arctan(kt)

]
y(t) dt = f (x).

This is a special case of equation 2.9.8 with λ = B and g(t) = A arctan(kt).

2.6-4. Kernels Containing Arccotangent

20. y(x) – A

∫∫ x

a

arccot(λx)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A arccot(λx) and h(t) = 1.
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21. y(x) – A

∫∫ x

a

arccot(λt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A and h(t) = arccot(λt).

22. y(x) – A

∫∫ x

a

arccot(λx)

arccot(λt)
y(t) dt = f (x).

Solution:

y(x) = f (x) + A

∫ x

a

eA(x–t) arccot(λx)
arccot(λt)

f (t) dt.

23. y(x) – A

∫∫ x

a

arccot(λt)

arccot(λx)
y(t) dt = f (x).

Solution:

y(x) = f (x) + A

∫ x

a

eA(x–t) arccot(λt)
arccot(λx)

f (t) dt.

24. y(x) + A

∫∫ ∞

x

arccot[λ(t – x)]y(t) dt = f (x).

This is a special case of equation 2.9.62 with K(x) = A arccot(–λx).

25. y(x) –
∫∫ x

a

[
A arccot(kx) + B – AB(x – t) arccot(kx)

]
y(t) dt = f (x).

This is a special case of equation 2.9.7 with λ = B and g(x) = A arccot(kx).

26. y(x) +
∫∫ x

a

[
A arccot(kt) + B + AB(x – t) arccot(kt)

]
y(t) dt = f (x).

This is a special case of equation 2.9.8 with λ = B and g(t) = A arccot(kt).

2.7. Equations Whose Kernels Contain Combinations of
Elementary Functions

2.7-1. Kernels Containing Exponential and Hyperbolic Functions

1. y(x) + A

∫∫ x

a

eµ(x–t) cosh[λ(x – t)]y(t) dt = f (x).

Solution:

y(x) = f (x) +
∫ x

a

R(x – t)f (t) dt,

R(x) = exp
[
(µ – 1

2A)x
][A2

2k
sinh(kx) – A cosh(kx)

]
, k =

√
λ2 + 1

4A
2.
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2. y(x) + A

∫∫ x

a

eµ(x–t) sinh[λ(x – t)]y(t) dt = f (x).

1◦. Solution with λ(A – λ) > 0:

y(x) = f (x) –
Aλ

k

∫ x

a

eµ(x–t) sin[k(x – t)]f (t) dt, where k =
√
λ(A – λ).

2◦. Solution with λ(A – λ) < 0:

y(x) = f (x) –
Aλ

k

∫ x

a

eµ(x–t) sinh[k(x – t)]f (t) dt, where k =
√
λ(λ – A).

3◦. Solution with A = λ:

y(x) = f (x) – λ2
∫ x

a

(x – t)eµ(x–t)f (t) dt.

3. y(x) +
∫∫ x

a

eµ(x–t){A1 sinh[λ1(x – t)] + A2 sinh[λ2(x – t)]
}
y(t) dt = f (x).

The substitution w(x) = e–µxy(x) leads to an equation of the form 2.3.18:

w(x) +
∫ x

a

{
A1 sinh[λ1(x – t)] + A2 sinh[λ2(x – t)]

}
w(t) dt = e–µxf (x).

4. y(x) + A

∫∫ x

a

teµ(x–t) sinh[λ(x – t)]y(t) dt = f (x).

The substitution w(x) = e–µxy(x) leads to an equation of the form 2.3.23:

w(x) + A

∫ x

a

t sinh[λ(x – t)]w(t) dt = e–µxf (x).

2.7-2. Kernels Containing Exponential and Logarithmic Functions

5. y(x) – A

∫∫ x

a

eµt ln(λx)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A ln(λx) and h(t) = eµt.

6. y(x) – A

∫∫ x

a

eµx ln(λt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = Aeµx and h(t) = ln(λt).

7. y(x) – A

∫∫ x

a

eµ(x–t) ln(λx)y(t) dt = f (x).

Solution:

y(x) = f (x) + A

∫ x

a

e(µ–A)(x–t) ln(λx)
(λx)Ax

(λt)At
f (t) dt.
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8. y(x) – A

∫∫ x

a

eµ(x–t) ln(λt)y(t) dt = f (x).

Solution:

y(x) = f (x) + A

∫ x

a

e(µ–A)(x–t) ln(λt)
(λx)Ax

(λt)At
f (t) dt.

9. y(x) + A

∫∫ x

a

eµ(x–t)(ln x – ln t)y(t) dt = f (x).

Solution:

y(x) = f (x) +
1
W

∫ x

a

eµ(x–t)
[
u′1(x)u′2(t) – u′2(x)u′1(t)

]
f (t) dt,

where the primes stand for the differentiation with respect to the argument specified in the
parentheses, and u1(x),u2(x) is a fundamental system of solutions of the second-order linear
homogeneous ordinary differential equation u′′xx +Ax–1u = 0, with u1(x) and u2(x) expressed
in terms of Bessel functions or modified Bessel functions, depending on the sign of A:

W = 1
π , u1(x) =

√
xJ1

(
2
√
Ax

)
, u2(x) =

√
xY1

(
2
√
Ax

)
for A > 0,

W = – 1
2 , u1(x) =

√
x I1

(
2
√

–Ax
)
, u2(x) =

√
xK1

(
2
√

–Ax
)

for A < 0.

10. y(x) + a

∫∫ ∞

x

eλ(x–t) ln(t – x)y(t) dt = f (x).

This is a special case of equation 2.9.62 with K(x) = aeλx ln(–x).

2.7-3. Kernels Containing Exponential and Trigonometric Functions

11. y(x) – A

∫∫ x

a

eµt cos(λx)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A cos(λx) and h(t) = eµt.

12. y(x) – A

∫∫ x

a

eµx cos(λt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = Aeµx and h(t) = cos(λt).

13. y(x) + A

∫∫ x

a

eµ(x–t) cos[λ(x – t)]y(t) dt = f (x).

1◦. Solution with |A| > 2|λ|:

y(x) = f (x) +
∫ x

a

R(x – t)f (t) dt,

R(x) = exp
[
(µ – 1

2A)x
][A2

2k
sinh(kx) – A cosh(kx)

]
, k =

√
1
4A

2 – λ2.

2◦. Solution with |A| < 2|λ|:

y(x) = f (x) +
∫ x

a

R(x – t)f (t) dt,

R(x) = exp
[
(µ – 1

2A)x
][A2

2k
sin(kx) – A cos(kx)

]
, k =

√
λ2 – 1

4A
2.

3◦. Solution with λ = ± 1
2A:

y(x) = f (x) +
∫ x

a

R(x – t)f (t) dt, R(x) =
(

1
2A

2x – A
)

exp
[(
µ – 1

2A
)
x
]
.
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14. y(x) –
∫∫ x

a

eµ(x–t)[A cos(kx) + B – AB(x – t) cos(kx)
]
y(t) dt = f (x).

Solution:

y(x) = f (x) +
∫ x

a

eµ(x–t)M (x, t)f (t) dt,

M (x, t) = [A cos(kx) + B]
G(x)
G(t)

+
B2

G(t)

∫ x

t

eB(x–s)G(s) ds, G(x) = exp

[
A

k
sin(kx)

]
.

15. y(x) +
∫∫ x

a

eµ(x–t)[A cos(kt) + B + AB(x – t) cos(kt)
]
y(t) dt = f (x).

Solution:

y(x) = f (x) +
∫ x

a

eµ(x–t)M (x, t)f (t) dt,

M (x, t) = –[A cos(kt) + B]
G(t)
G(x)

+
B2

G(x)

∫ x

t

eB(t–s)G(s) ds, G(x) = exp

[
A

k
sin(kx)

]
.

16. y(x) – A

∫∫ x

a

eµt sin(λx)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A sin(λx) and h(t) = eµt.

17. y(x) – A

∫∫ x

a

eµx sin(λt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = Aeµx and h(t) = sin(λt).

18. y(x) + A

∫∫ x

a

eµ(x–t) sin[λ(x – t)]y(t) dt = f (x).

1◦. Solution with λ(A + λ) > 0:

y(x) = f (x) –
Aλ

k

∫ x

a

eµ(x–t) sin[k(x – t)]f (t) dt, where k =
√
λ(A + λ).

2◦. Solution with λ(A + λ) < 0:

y(x) = f (x) –
Aλ

k

∫ x

a

eµ(x–t) sinh[k(x – t)]f (t) dt, where k =
√

–λ(λ + A).

3◦. Solution with A = –λ:

y(x) = f (x) + λ2
∫ x

a

(x – t)eµ(x–t)f (t) dt.

19. y(x) + A

∫∫ x

a

eµ(x–t) sin3[λ(x – t)]y(t) dt = f (x).

The substitution w(x) = e–µxy(x) leads to an equation of the form 2.5.17:

w(x) + A

∫ x

a

sin3[λ(x – t)]w(t) dt = e–µxf (x).
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20. y(x) +
∫∫ x

a

eµ(x–t){A1 sin[λ1(x – t)] + A2 sin[λ2(x – t)]
}
y(t) dt = f (x).

The substitution w(x) = e–µxy(x) leads to an equation of the form 2.5.18:

w(x) +
∫ x

a

{
A1 sin[λ1(x – t)] + A2 sin[λ2(x – t)]

}
w(t) dt = e–µxf (x).

21. y(x) +
∫∫ x

a

eµ(x–t)
{ n∑

k=1

Ak sin[λk(x – t)]
}

y(t) dt = f (x).

The substitution w(x) = e–µxy(x) leads to an equation of the form 2.5.19:

w(x) +
∫ x

a

{ n∑
k=1

Ak sin[λk(x – t)]

}
w(t) dt = e–µxf (x).

22. y(x) + A

∫∫ x

a

teµ(x–t) sin[λ(x – t)]y(t) dt = f (x).

Solution:

y(x) = f (x) +
Aλ

W

∫ x

a

teµ(x–t)
[
u1(x)u2(t) – u2(x)u1(t)

]
f (t) dt,

where u1(x),u2(x) is a fundamental system of solutions of the second-order linear ordinary
differential equation u′′xx + λ(Ax + λ)u = 0, and W is the Wronskian.

Depending on the sign of Aλ, the functions u1(x) and u2(x) are expressed in terms of
Bessel functions or modified Bessel functions as follows:

if Aλ > 0, then

u1(x) = ξ1/2J1/3

(
2
3

√
Aλ ξ3/2

)
, u2(x) = ξ1/2Y1/3

(
2
3

√
Aλ ξ3/2

)
,

W = 3/π, ξ = x + (λ/A);

if Aλ < 0, then

u1(x) = ξ1/2I1/3

(
2
3

√
–Aλ ξ3/2

)
, u2(x) = ξ1/2K1/3

(
2
3

√
–Aλ ξ3/2

)
,

W = – 3
2 , ξ = x + (λ/A).

23. y(x) + A

∫∫ x

a

xeµ(x–t) sin[λ(x – t)]y(t) dt = f (x).

Solution:

y(x) = f (x) +
Aλ

W

∫ x

a

xeµ(x–t)
[
u1(x)u2(t) – u2(x)u1(t)

]
f (t) dt,

where u1(x),u2(x) is a fundamental system of solutions of the second-order linear ordinary
differential equation u′′xx + λ(Ax + λ)u = 0, and W is the Wronskian.

The functions u1(x), u2(x), and W are specified in 2.7.22.

24. y(x) + A

∫∫ ∞

x

eµ(t–x) sin
(
λ

√
t – x

)
y(t) dt = f (x).

This is a special case of equation 2.9.62 with K(x) = Ae–µx sin
(
λ
√

–x
)
.
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25. y(x) –
∫∫ x

a

eµ(x–t)[A sin(kx) + B – AB(x – t) sin(kx)
]
y(t) dt = f (x).

Solution:

y(x) = f (x) +
∫ x

a

eµ(x–t)M (x, t)f (t) dt,

M (x, t) = [A sin(kx) + B]
G(x)
G(t)

+
B2

G(t)

∫ x

t

eB(x–s)G(s) ds, G(x) = exp

[
–
A

k
cos(kx)

]
.

26. y(x) +
∫∫ x

a

eµ(x–t)[A sin(kt) + B + AB(x – t) sin(kt)
]
y(t) dt = f (x).

Solution:

y(x) = f (x) +
∫ x

a

eµ(x–t)M (x, t)f (t) dt,

M (x, t) = –[A sin(kt) + B]
G(t)
G(x)

+
B2

G(x)

∫ x

t

eB(t–s)G(s) ds, G(x) = exp

[
–
A

k
cos(kx)

]
.

27. y(x) – A

∫∫ x

a

eµt tan(λx)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A tan(λx) and h(t) = eµt.

28. y(x) – A

∫∫ x

a

eµx tan(λt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = Aeµx and h(t) = tan(λt).

29. y(x) + A

∫∫ x

a

eµ(x–t)[tan(λx) – tan(λt)
]
y(t) dt = f (x).

The substitution w(x) = e–µxy(x) leads to an equation of the form 2.5.32:

w(x) + A

∫ x

a

[
tan(λx) – tan(λt)

]
w(t) dt = e–µxf (x).

30. y(x) –
∫∫ x

a

eµ(x–t)[A tan(kx) + B – AB(x – t) tan(kx)
]
y(t) dt = f (x).

The substitution w(x) = e–µxy(x) leads to an equation of the form 2.9.7 with λ = B and
g(x) = A tan(kx):

w(x) –
∫ x

a

[
A tan(kx) + B – AB(x – t) tan(kx)

]
w(t) dt = e–µxf (x).

31. y(x) +
∫∫ x

a

eµ(x–t)[A tan(kt) + B + AB(x – t) tan(kt)
]
y(t) dt = f (x).

The substitution w(x) = e–µxy(x) leads to an equation of the form 2.9.8 with λ = B and
g(t) = A tan(kt):

w(x) +
∫ x

a

[
A tan(kt) + B + AB(x – t) tan(kt)

]
w(t) dt = e–µxf (x).
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32. y(x) – A

∫∫ x

a

eµt cot(λx)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A cot(λx) and h(t) = eµt.

33. y(x) – A

∫∫ x

a

eµx cot(λt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = Aeµx and h(t) = cot(λt).

2.7-4. Kernels Containing Hyperbolic and Logarithmic Functions

34. y(x) – A

∫∫ x

a

coshk(λx) lnm(µt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A coshk(λx) and h(t) = lnm(µt).

35. y(x) – A

∫∫ x

a

coshk(λt) lnm(µx)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A lnm(µx) and h(t) = coshk(λt).

36. y(x) – A

∫∫ x

a

sinhk(λx) lnm(µt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A sinhk(λx) and h(t) = lnm(µt).

37. y(x) – A

∫∫ x

a

sinhk(λt) lnm(µx)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A lnm(µx) and h(t) = sinhk(λt).

38. y(x) – A

∫∫ x

a

tanhk(λx) lnm(µt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A tanhk(λx) and h(t) = lnm(µt).

39. y(x) – A

∫∫ x

a

tanhk(λt) lnm(µx)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A lnm(µx) and h(t) = tanhk(λt).

40. y(x) – A

∫∫ x

a

cothk(λx) lnm(µt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A cothk(λx) and h(t) = lnm(µt).

41. y(x) – A

∫∫ x

a

cothk(λt) lnm(µx)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A lnm(µx) and h(t) = cothk(λt).
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2.7-5. Kernels Containing Hyperbolic and Trigonometric Functions

42. y(x) – A

∫∫ x

a

coshk(λx) cosm(µt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A coshk(λx) and h(t) = cosm(µt).

43. y(x) – A

∫∫ x

a

coshk(λt) cosm(µx)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A cosm(µx) and h(t) = coshk(λt).

44. y(x) – A

∫∫ x

a

coshk(λx) sinm(µt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A coshk(λx) and h(t) = sinm(µt).

45. y(x) – A

∫∫ x

a

coshk(λt) sinm(µx)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A sinm(µx) and h(t) = coshk(λt).

46. y(x) – A

∫∫ x

a

sinhk(λx) cosm(µt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A sinhk(λx) and h(t) = cosm(µt).

47. y(x) – A

∫∫ x

a

sinhk(λt) cosm(µx)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A cosm(µx) and h(t) = sinhk(λt).

48. y(x) – A

∫∫ x

a

sinhk(λx) sinm(µt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A sinhk(λx) and h(t) = sinm(µt).

49. y(x) – A

∫∫ x

a

sinhk(λt) sinm(µx)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A sinm(µx) and h(t) = sinhk(λt).

50. y(x) – A

∫∫ x

a

tanhk(λx) cosm(µt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A tanhk(λx) and h(t) = cosm(µt).

51. y(x) – A

∫∫ x

a

tanhk(λt) cosm(µx)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A cosm(µx) and h(t) = tanhk(λt).

52. y(x) – A

∫∫ x

a

tanhk(λx) sinm(µt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A tanhk(λx) and h(t) = sinm(µt).

53. y(x) – A

∫∫ x

a

tanhk(λt) sinm(µx)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A sinm(µx) and h(t) = tanhk(λt).
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2.7-6. Kernels Containing Logarithmic and Trigonometric Functions

54. y(x) – A

∫∫ x

a

cosk(λx) lnm(µt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A cosk(λx) and h(t) = lnm(µt).

55. y(x) – A

∫∫ x

a

cosk(λt) lnm(µx)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A lnm(µx) and h(t) = cosk(λt).

56. y(x) – A

∫∫ x

a

sink(λx) lnm(µt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A sink(λx) and h(t) = lnm(µt).

57. y(x) – A

∫∫ x

a

sink(λt) lnm(µx)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A lnm(µx) and h(t) = sink(λt).

58. y(x) – A

∫∫ x

a

tank(λx) lnm(µt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A tank(λx) and h(t) = lnm(µt).

59. y(x) – A

∫∫ x

a

tank(λt) lnm(µx)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A lnm(µx) and h(t) = tank(λt).

60. y(x) – A

∫∫ x

a

cotk(λx) lnm(µt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A cotk(λx) and h(t) = lnm(µt).

61. y(x) – A

∫∫ x

a

cotk(λt) lnm(µx)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A lnm(µx) and h(t) = cotk(λt).

2.8. Equations Whose Kernels Contain Special
Functions

2.8-1. Kernels Containing Bessel Functions

1. y(x) – λ

∫∫ x

0
J0(x – t)y(t) dt = f (x).

Solution:

y(x) = f (x) +
∫ x

0
R(x – t)f (t) dt,

where

R(x) = λ cos
(√

1–λ2x
)

+
λ2

√
1–λ2

sin
(√

1–λ2x
)

+
λ√

1–λ2

∫ x

0
sin

[√
1–λ2 (x– t)

] J1(t)
t

dt.

©• Reference: V. I. Smirnov (1974).
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2. y(x) – A

∫∫ x

a

Jν (λx)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = AJν(λx) and h(t) = 1.

3. y(x) – A

∫∫ x

a

Jν (λt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A and h(t) = Jν(λt).

4. y(x) – A

∫∫ x

a

Jν (λx)

Jν (λt)
y(t) dt = f (x).

Solution:

y(x) = f (x) + A

∫ x

a

eA(x–t) Jν(λx)
Jν(λt)

f (t) dt.

5. y(x) – A

∫∫ x

a

Jν (λt)

Jν (λx)
y(t) dt = f (x).

Solution:

y(x) = f (x) + A

∫ x

a

eA(x–t) Jν(λt)
Jν(λx)

f (t) dt.

6. y(x) + A

∫∫ ∞

x

Jν [λ(t – x)]y(t) dt = f (x).

This is a special case of equation 2.9.62 with K(x) = AJν(–λx).

7. y(x) –
∫∫ x

a

[
AJν (kx) + B – AB(x – t)Jν (kx)

]
y(t) dt = f (x).

This is a special case of equation 2.9.7 with λ = B and g(x) = AJν(kx).

8. y(x) +
∫∫ x

a

[
AJν (kt) + B + AB(x – t)Jν (kt)

]
y(t) dt = f (x).

This is a special case of equation 2.9.8 with λ = B and g(t) = AJν(kt).

9. y(x) – λ

∫∫ x

0
eµ(x–t)J0(x – t)y(t) dt = f (x).

Solution:

y(x) = f (x) +
∫ x

0
R(x – t)f (t) dt,

where

R(x) = eµx

{
λ cos

(√
1 – λ2 x

)
+

λ2

√
1 – λ2

sin
(√

1 – λ2 x
)
+

λ√
1 – λ2

∫ x

0
sin

[√
1 – λ2 (x – t)

] J1(t)
t

dt

}
.

10. y(x) – A

∫∫ x

a

Yν (λx)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = AYν(λx) and h(t) = 1.
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11. y(x) – A

∫∫ x

a

Yν (λt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A and h(t) = Yν(λt).

12. y(x) – A

∫∫ x

a

Yν (λx)

Yν (λt)
y(t) dt = f (x).

Solution:

y(x) = f (x) + A

∫ x

a

eA(x–t) Yν(λx)
Yν(λt)

f (t) dt.

13. y(x) – A

∫∫ x

a

Yν (λt)

Yν (λx)
y(t) dt = f (x).

Solution:

y(x) = f (x) + A

∫ x

a

eA(x–t) Yν(λt)
Yν(λx)

f (t) dt.

14. y(x) + A

∫∫ ∞

x

Yν [λ(t – x)]y(t) dt = f (x).

This is a special case of equation 2.9.62 with K(x) = AYν(–λx).

15. y(x) –
∫∫ x

a

[
AYν (kx) + B – AB(x – t)Yν (kx)

]
y(t) dt = f (x).

This is a special case of equation 2.9.7 with λ = B and g(x) = AYν(kx).

16. y(x) +
∫∫ x

a

[
AYν (kt) + B + AB(x – t)Yν (kt)

]
y(t) dt = f (x).

This is a special case of equation 2.9.8 with λ = B and g(t) = AYν(kt).

2.8-2. Kernels Containing Modified Bessel Functions

17. y(x) – A

∫∫ x

a

Iν (λx)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = AIν(λx) and h(t) = 1.

18. y(x) – A

∫∫ x

a

Iν (λt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A and h(t) = Iν(λt).

19. y(x) – A

∫∫ x

a

Iν (λx)

Iν (λt)
y(t) dt = f (x).

Solution:

y(x) = f (x) + A

∫ x

a

eA(x–t) Iν(λx)
Iν(λt)

f (t) dt.

20. y(x) – A

∫∫ x

a

Iν (λt)

Iν (λx)
y(t) dt = f (x).

Solution:

y(x) = f (x) + A

∫ x

a

eA(x–t) Iν(λt)
Iν(λx)

f (t) dt.
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21. y(x) + A

∫∫ ∞

x

Iν [λ(t – x)]y(t) dt = f (x).

This is a special case of equation 2.9.62 with K(x) = AIν(–λx).

22. y(x) –
∫∫ x

a

[
AIν (kx) + B – AB(x – t)Iν (kx)

]
y(t) dt = f (x).

This is a special case of equation 2.9.7 with λ = B and g(x) = AIν(kx).

23. y(x) +
∫∫ x

a

[
AIν (kt) + B + AB(x – t)Iν (kt)

]
y(t) dt = f (x).

This is a special case of equation 2.9.8 with λ = B and g(t) = AIν(kt).

24. y(x) – A

∫∫ x

a

Kν (λx)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = AKν(λx) and h(t) = 1.

25. y(x) – A

∫∫ x

a

Kν (λt)y(t) dt = f (x).

This is a special case of equation 2.9.2 with g(x) = A and h(t) = Kν(λt).

26. y(x) – A

∫∫ x

a

Kν (λx)

Kν (λt)
y(t) dt = f (x).

Solution:

y(x) = f (x) + A

∫ x

a

eA(x–t) Kν(λx)
Kν(λt)

f (t) dt.

27. y(x) – A

∫∫ x

a

Kν (λt)

Kν (λx)
y(t) dt = f (x).

Solution:

y(x) = f (x) + A

∫ x

a

eA(x–t) Kν(λt)
Kν(λx)

f (t) dt.

28. y(x) + A

∫∫ ∞

x

Kν [λ(t – x)]y(t) dt = f (x).

This is a special case of equation 2.9.62 with K(x) = AKν(–λx).

29. y(x) –
∫∫ x

a

[
AKν (kx) + B – AB(x – t)Kν (kx)

]
y(t) dt = f (x).

This is a special case of equation 2.9.7 with λ = B and g(x) = AKν(kx).

30. y(x) +
∫∫ x

a

[
AKν (kt) + B + AB(x – t)Kν (kt)

]
y(t) dt = f (x).

This is a special case of equation 2.9.8 with λ = B and g(t) = AKν(kt).
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2.9. Equations Whose Kernels Contain Arbitrary
Functions

2.9-1. Equations With Degenerate Kernel: K(x, t) = g1(x)h1(t) + · · · + gn(x)hn(t)

1. y(x) – λ

∫∫ x

a

g(x)

g(t)
y(t) dt = f (x).

Solution:

y(x) = f (x) + λ

∫ x

a

eλ(x–t) g(x)
g(t)

f (t) dt.

2. y(x) –
∫∫ x

a

g(x)h(t)y(t) dt = f (x).

Solution:

y(x) = f (x) +
∫ x

a

R(x, t)f (t) dt, where R(x, t) = g(x)h(t) exp

[∫ x

t

g(s)h(s) ds

]
.

3. y(x) +
∫∫ x

a

(x – t)g(x)y(t) dt = f (x).

This is a special case of equation 2.9.11.

1◦. Solution:

y(x) = f (x) +
1
W

∫ x

a

[
Y1(x)Y2(t) – Y2(x)Y1(t)

]
g(x)f (t) dt, (1)

where Y1 = Y1(x) and Y2 = Y2(x) are two linearly independent solutions (Y1/Y2 /≡ const) of
the second-order linear homogeneous differential equation Y ′′

xx + g(x)Y = 0. In this case, the
Wronskian is a constant: W = Y1(Y2)′x – Y2(Y1)′x ≡ const.

2◦. Given only one nontrivial solution Y1 = Y1(x) of the linear homogeneous differential
equation Y ′′

xx + g(x)Y = 0, one can obtain the solution of the integral equation by formula (1)
with

W = 1, Y2(x) = Y1(x)
∫ x

b

dξ

Y 2
1 (ξ)

,

where b is an arbitrary number.

4. y(x) +
∫∫ x

a

(x – t)g(t)y(t) dt = f (x).

This is a special case of equation 2.9.12.

1◦. Solution:

y(x) = f (x) +
1
W

∫ x

a

[
Y1(x)Y2(t) – Y2(x)Y1(t)

]
g(t)f (t) dt, (1)

where Y1 = Y1(x) and Y2 = Y2(x) are two linearly independent solutions (Y1/Y2 /≡ const) of
the second-order linear homogeneous differential equation Y ′′

xx + g(x)Y = 0. In this case, the
Wronskian is a constant: W = Y1(Y2)′x – Y2(Y1)′x ≡ const.

2◦. Given only one nontrivial solution Y1 = Y1(x) of the linear homogeneous differential
equation Y ′′

xx + g(x)Y = 0, one can obtain the solution of the integral equation by formula (1)
with

W = 1, Y2(x) = Y1(x)
∫ x

b

dξ

Y 2
1 (ξ)

,

where b is an arbitrary number.

Page 171

© 1998 by CRC Press LLC



5. y(x) +
∫∫ x

a

[
g(x) – g(t)

]
y(t) dt = f (x).

1◦. Differentiating the equation with respect to x yields

y′x(x) + g′x(x)
∫ x

a

y(t) dt = f ′
x(x). (1)

Introducing the new variable Y (x) =
∫ x

a
y(t) dt, we obtain the second-order linear ordinary

differential equation
Y ′′

xx + g′x(x)Y = f ′
x(x), (2)

which must be supplemented by the initial conditions

Y (a) = 0, Y ′
x(a) = f (a). (3)

Conditions (3) follow from the original equation and the definition of Y (x).
For exact solutions of second-order linear ordinary differential equations (2) with vari-

ous f (x), see E. Kamke (1977), G. M. Murphy (1960), and A. D. Polyanin and V. F. Zaitsev
(1995, 1996).

2◦. Let Y1 = Y1(x) and Y2 = Y2(x) be two linearly independent solutions (Y1/Y2 /≡ const) of
the second-order linear homogeneous differential equation Y ′′

xx + g′x(x)Y = 0, which follows
from (2) for f (x) ≡ 0. In this case, the Wronskian is a constant:

W = Y1(Y2)′x – Y2(Y1)′x ≡ const .

Solving the nonhomogeneous equation (2) under the initial conditions (3) with arbitrary
f = f (x) and taking into account y(x) = Y ′

x(x), we obtain the solution of the original integral
equation in the form

y(x) = f (x) +
1
W

∫ x

a

[
Y ′

1 (x)Y ′
2 (t) – Y ′

2 (x)Y ′
1 (t)

]
f (t) dt, (4)

where the primes stand for the differentiation with respect to the argument specified in the
parentheses.

3◦. Given only one nontrivial solution Y1 = Y1(x) of the linear homogeneous differential
equation Y ′′

xx + g′x(x)Y = 0, one can obtain the solution of the nonhomogeneous equation (2)
under the initial conditions (3) by formula (4) with

W = 1, Y2(x) = Y1(x)
∫ x

b

dξ

Y 2
1 (ξ)

,

where b is an arbitrary number.

6. y(x) +
∫∫ x

a

[
g(x) + h(t)

]
y(t) dt = f (x).

1◦. Differentiating the equation with respect to x yields

y′x(x) +
[
g(x) + h(x)

]
y(x) + g′x(x)

∫ x

a

y(t) dt = f ′
x(x).
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Introducing the new variable Y (x) =
∫ x

a
y(t) dt, we obtain the second-order linear ordinary

differential equation
Y ′′

xx +
[
g(x) + h(x)

]
Y ′

x + g′x(x)Y = f ′
x(x), (1)

which must be supplemented by the initial conditions

Y (a) = 0, Y ′
x(a) = f (a). (2)

Conditions (3) follow from the original equation and the definition of Y (x).
For exact solutions of second-order linear ordinary differential equations (1) with vari-

ous f (x), see E. Kamke (1977), G. M. Murphy (1960), and A. D. Polyanin and V. F. Zaitsev
(1995, 1996).

2◦. Let Y1 =Y1(x) and Y2 =Y2(x) be two linearly independent solutions (Y1/Y2 /≡ const) of the
second-order linear homogeneous differential equation Y ′′

xx +
[
g(x) + h(x)

]
Y ′

x + g′x(x)Y = 0,
which follows from (1) for f (x) ≡ 0.

Solving the nonhomogeneous equation (1) under the initial conditions (2) with arbitrary
f = f (x) and taking into account y(x) = Y ′

x(x), we obtain the solution of the original integral
equation in the form

y(x) = f (x) +
∫ x

a

R(x, t)f (t) dt,

R(x, t) =
∂2

∂x∂t

[
Y1(x)Y2(t) – Y2(x)Y1(t)

W (t)

]
, W (x) = Y1(x)Y ′

2 (x) – Y2(x)Y ′
1 (x),

where W (x) is the Wronskian and the primes stand for the differentiation with respect to the
argument specified in the parentheses.

7. y(x) –
∫∫ x

a

[
g(x) + λ – λ(x – t)g(x)

]
y(t) dt = f (x).

This is a special case of equation 2.9.16 with h(x) = λ.
Solution:

y(x) = f (x) +
∫ x

a

R(x, t)f (t) dt,

R(x, t) = [g(x) + λ]
G(x)
G(t)

+
λ2

G(t)

∫ x

t

eλ(x–s)G(s) ds, G(x) = exp

[∫ x

a

g(s) ds

]
.

8. y(x) +
∫∫ x

a

[
g(t) + λ + λ(x – t)g(t)

]
y(t) dt = f (x).

Solution:

y(x) = f (x) +
∫ x

a

R(x, t)f (t) dt,

R(x, t) = –[g(t) + λ]
G(t)
G(x)

+
λ2

G(x)

∫ x

t

eλ(t–s)G(s) ds, G(x) = exp

[∫ x

a

g(s) ds

]
.

9. y(x) –
∫∫ x

a

[
g1(x) + g2(x)t

]
y(t) dt = f (x).

This equation can be rewritten in the form of equation 2.9.11 with g1(x) = g(x) + xh(x) and
g2(x) = –h(x).
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10. y(x) –
∫∫ x

a

[
g1(t) + g2(t)x

]
y(t) dt = f (x).

This equation can be rewritten in the form of equation 2.9.12 with g1(t) = g(t) + th(t) and
g2(t) = –h(t).

11. y(x) –
∫∫ x

a

[
g(x) + h(x)(x – t)

]
y(t) dt = f (x).

1◦. The solution of the integral equation can be represented in the form y(x) = Y ′′
xx, where

Y = Y (x) is the solution of the second-order linear nonhomogeneous ordinary differential
equation

Y ′′
xx – g(x)Y ′

x – h(x)Y = f (x), (1)

under the initial conditions
Y (a) = Y ′

x(a) = 0. (2)

2◦. Let Y1 = Y1(x) and Y2 = Y2(x) be two nontrivial linearly independent solutions of the
second-order linear homogeneous differential equationY ′′

xx–g(x)Y ′
x–h(x)Y =0, which follows

from (1) for f (x) ≡ 0. Then the solution of the nonhomogeneous differential equation (1)
under conditions (2) is given by

Y (x) =
∫ x

a

[
Y2(x)Y1(t) – Y1(x)Y2(t)

] f (t)
W (t)

dt, W (t) = Y1(t)Y ′
2 (t) – Y2(t)Y ′

1 (t), (3)

where W (t) is the Wronskian and the primes denote the derivatives.
Substituting (3) into (1), we obtain the solution of the original integral equation in the

form

y(x) = f (x) +
∫ x

a

R(x, t)f (t) dt, R(x, t) =
1

W (t)
[Y ′′

2 (x)Y1(t) – Y ′′
1 (x)Y2(t)]. (4)

3◦. Let Y1 = Y1(x) be a nontrivial particular solution of the homogeneous differential equa-
tion (1) (with f ≡ 0) satisfying the initial condition Y1(a) ≠ 0. Then the function

Y2(x) = Y1(x)
∫ x

a

W (t)
[Y1(t)]2

dt, W (x) = exp

[∫ x

a

g(s) ds

]
(5)

is another nontrivial solution of the homogeneous equation. Substituting (5) into (4) yields
the solution of the original integral equation in the form

y(x) = f (x) +
∫ x

a

R(x, t)f (t) dt,

R(x, t) = g(x)
W (x)
Y1(x)

Y1(t)
W (t)

+ [g(x)Y ′
1 (x) + h(x)Y1(x)]

Y1(t)
W (t)

∫ x

t

W (s)
[Y1(s)]2

ds,

where W (x) = exp

[∫ x

a

g(s) ds

]
.

12. y(x) –
∫∫ x

a

[
g(t) + h(t)(t – x)

]
y(t) dt = f (x).

Solution:

y(x) = f (x) +
∫ x

a

R(x, t)f (t) dt,

R(x, t) = g(t)
Y (x)W (x)
Y (t)W (t)

+ Y (x)W (x)[g(t)Y ′
t (t) + h(t)Y (t)]

∫ t

x

ds

W (s)[Y (s)]2
,

W (t) = exp

[∫ t

b

g(t) dt

]
,
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where Y = Y (x) is an arbitrary nontrivial solution of the second-order homogeneous differ-
ential equation

Y ′′
xx + g(x)Y ′

x + h(x)Y = 0

satisfying the condition Y (a) ≠ 0.

13. y(x) +
∫∫ x

a

(x – t)g(x)h(t)y(t) dt = f (x).

The substitution y(x) = g(x)u(x) leads to an equation of the form 2.9.4:

u(x) +
∫ x

a

(x – t)g(t)h(t)u(t) dt = f (x)/g(x).

14. y(x) –
∫∫ x

a

{
g(x) + λxn + λ(x – t)xn–1[n – xg(x)]

}
y(t) dt = f (x).

This is a special case of equation 2.9.16 with h(x) = λxn.
Solution:

y(x) = f (x) +
∫ x

a

R(x, t)f (t) dt,

R(x, t) = [g(x) + λxn]
G(x)
G(t)

+ λ(λx2n + nxn–1)
H(x)
G(t)

∫ x

t

G(s)
H(s)

ds,

where G(x) = exp

[∫ x

a

g(s) ds

]
and H(x) = exp

( λ

n + 1
xn+1

)
.

15. y(x) –
∫∫ x

a

{
g(x) + λ + (x – t)[g′

x(x) – λg(x)]
}
y(t) dt = f (x).

This is a special case of equation 2.9.16.
Solution:

y(x) = f (x) +
∫ x

a

R(x, t)f (t) dt,

R(x, t) = [g(x) + λ]eλ(x–t) +
{

[g(x)]2 + g′x(x)
}
G(x)

∫ x

t

eλ(s–t)

G(s)
ds,

where G(x) = exp

[∫ x

a

g(s) ds

]
.

16. y(x) –
∫∫ x

a

{
g(x) + h(x) + (x – t)[h′

x(x) – g(x)h(x)]
}
y(t) dt = f (x).

Solution:

y(x) = f (x) +
∫ x

a

R(x, t)f (t) dt,

R(x, t) = [g(x) + h(x)]
G(x)
G(t)

+ {[h(x)]2 + h′x(x)}
H(x)
G(t)

∫ x

t

G(s)
H(s)

ds,

where G(x) = exp

[∫ x

a

g(s) ds

]
and H(x) = exp

[∫ x

a

h(s) ds

]
.
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17. y(x) +
∫∫ x

a

{
ϕ′

x(x)

ϕ(t)
+

[
ϕ(t)g′

x(x) – ϕ′
x(x)g(t)

]
h(t)

}
y(t) dt = f (x).

1◦. This equation is equivalent to the equation

∫ x

a

{
ϕ(x)
ϕ(t)

+
[
ϕ(t)g(x) – ϕ(x)g(t)

]
h(t)

}
y(t) dt = F (x), F (x) =

∫ x

a

f (x) dx, (1)

obtained by differentiating the original equation with respect to x. Equation (1) is a special
case of equation 1.9.15 with

g1(x) = g(x), h1(t) = ϕ(t)h(t), g2(x) = ϕ(x), h2(t) =
1

ϕ(t)
– g(t)h(t).

2◦. Solution:

y(x) =
1

ϕ(x)h(x)
d

dx

{
Ξ(x)

∫ x

a

[
F (t)
ϕ(t)

]′

t

ϕ2(t)h(t)
Ξ(t)

dt

}
,

F (x) =
∫ x

a

f (x) dx, Ξ(x) = exp

{
–

∫ x

a

[
g(t)
ϕ(t)

]′

t

ϕ2(t)h(t) dt

}
.

18. y(x) –
∫∫ x

a

{
ϕ′

t(t)

ϕ(x)
+

[
ϕ(x)g′

t(t) – ϕ′
t(t)g(x)

]
h(x)

}
y(t) dt = f (x).

1◦. Let f (a) = 0. The change

y(x) =
∫ x

a

w(t) dt (1)

followed by the integration by parts leads to the equation

∫ x

a

{
ϕ(t)
ϕ(x)

+
[
ϕ(x)g(t) – ϕ(t)g(x)

]
h(x)

}
w(t) dt = f (x), (2)

which is a special case of equation 1.9.15 with

g1(x) =
1

ϕ(x)
– g(x)h(x), h1(t) = ϕ(t), g2(x) = ϕ(x)h(x), h2(t) = g(t).

The solution of equation (2) is given by

y(x) =
1

ϕ(x)
d

dx

{
ϕ2(x)h(x)Φ(x)

∫ x

a

[
f (t)

ϕ(t)h(t)

]′

t

dt

Φ(t)

}
,

Φ(x) = exp

{∫ x

a

[
g(t)
ϕ(t)

]′

t

ϕ2(t)h(t) dt

}
.

2◦. Let f (a) ≠ 0. The substitution y(x) = ȳ(x) + f (a) leads to the integral equation ȳ(x) with
the right-hand side f̄ (x) satisfying the condition f̄ (a) = 0. Thus we obtain case 1◦.
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19. y(x) –
∫∫ x

a

[ n∑
k=1

gk(x)(x – t)k–1
]
y(t) dt = f (x).

The solution can be represented in the form

y(x) = f (x) +
∫ x

a

R(x, t)f (t) dt. (1)

Here the resolvent R(x, t) is given by

R(x, t) = w(n)
x , w(n)

x =
dnw

dxn
, (2)

where w is the solution of the nth-order linear homogeneous ordinary differential equation

w(n)
x – g1(x)w(n–1)

x – g2(x)w(n–2)
x – 2g3(x)w(n–3)

x – · · · – (n – 1)! gn(x)w = 0 (3)

satisfying the following initial conditions at x = t:

w
∣∣
x=t

= w′
x

∣∣
x=t

= · · · = w(n–2)
x

∣∣
x=t

= 0, w(n–1)
x

∣∣
x=t

= 1. (4)

Note that the differential equation (3) implicitly depends on t via the initial conditions (4).

©• References: E. Goursat (1923), A. F. Verlan’ and V. S. Sizikov (1987).

20. y(x) –
∫∫ x

a

[ n∑
k=1

gk(t)(t – x)k–1
]
y(t) dt = f (x).

The solution can be represented in the form

y(x) = f (x) +
∫ x

a

R(x, t)f (t) dt. (1)

Here the resolvent R(x, t) is given by

R(x, t) = –u(n)
t , u(n)

t =
dnu

dtn
, (2)

where u is the solution of the nth-order linear homogeneous ordinary differential equation

u(n)
t + g1(t)u(n–1)

t + g2(t)u(n–2)
t + 2g3(t)u(n–3)

t + . . . + (n – 1)! gn(t)u = 0, (3)

satisfying the following initial conditions at t = x:

u
∣∣
t=x

= u′t
∣∣
t=x

= · · · = u(n–2)
t

∣∣
t=x

= 0, u(n–1)
t

∣∣
t=x

= 1. (4)

Note that the differential equation (3) implicitly depends on x via the initial conditions (4).

©• References: E. Goursat (1923), A. F. Verlan’ and V. S. Sizikov (1987).

21. y(x) +
∫∫ x

a

(
eλx+µt – eµx+λt

)
g(t)y(t) dt = f (x).

Let us differentiate the equation twice and then eliminate the integral terms from the resulting
relations and the original equation. As a result, we arrive at the second-order linear ordinary
differential equation

y′′xx – (λ + µ)y′x +
[
(λ – µ)e(λ+µ)xg(x) + λµ

]
y = f ′′

xx(x) – (λ + µ)f ′
x(x) + λµf (x),

which must be supplemented by the initial conditions y(a) = f (a), y′x(a) = f ′
x(a).
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22. y(x) +
∫∫ x

a

[
eλxg(t) + eµxh(t)

]
y(t) dt = f (x).

Let us differentiate the equation twice and then eliminate the integral terms from the resulting
relations and the original equation. As a result, we arrive at the second-order linear ordinary
differential equation

y′′xx +
[
eλxg(x) + eµxh(x) – λ – µ

]
y′x +

[
eλxg′x(x) + eµxh′x(x)

+ (λ – µ)eλxg(x) + (µ – λ)eµxh(x) + λµ
]
y = f ′′

xx(x) – (λ + µ)f ′
x(x) + λµf (x),

which must be supplemented by the initial conditions

y(a) = f (a), y′x(a) = f ′
x(a) –

[
eλag(a) + eµah(a)

]
f (a).

Example. The Arutyunyan equation

y(x) –
∫ x

a
ϕ(t)

∂

∂t

{
1

ϕ(t)
+ ψ(t)

[
1 – e–λ(x–t)

]}
y(t) dt = f (x),

can be reduced to the above equation. The former is encountered in the theory of viscoelasticity for aging solids.
The solution of the Arutyunyan equation is given by

y(x) = f (x) –
∫ x

a

1

ϕ(t)

∂

∂t

[
ϕ(t) – λψ(t)ϕ2(t)eη(t)

∫ x

t
e–η(s) ds

]
f (t) dt,

where

η(x) =

x∫
a

{
λ
[
1 + ψ(t)ϕ(t)

]
–
ϕ′(t)

ϕ(t)

}
dt.

©• Reference: N. Kh. Arutyunyan (1966).

23. y(x) +
∫∫ x

a

[
λeλ(x–t) +

(
µeµx+λt – λeλx+µt

)
h(t)

]
y(t) dt = f (x).

This is a special case of equation 2.9.17 with ϕ(x) = eλx and g(x) = eµx.
Solution:

y(x) =
1

eλxh(x)
d

dx

{
Φ(x)

∫ x

a

[
F (t)
eλt

]′

t

e2λth(t)
Φ(t)

dt

}
,

F (x) =
∫ x

a

f (t) dt, Φ(x) = exp

[
(λ – µ)

∫ x

a

e(λ+µ)th(t) dt

]
.

24. y(x) –
∫∫ x

a

[
λe–λ(x–t) +

(
µeλx+µt – λeµx+λt

)
h(x)

]
y(t) dt = f (x).

This is a special case of equation 2.9.18 with ϕ(x) = eλx and g(x) = eµx.
Assume that f (a) = 0. Solution:

y(x) =
∫ x

a

w(t) dt, w(x) = e–λx d

dx

{
e2λxh(x)

Φ(x)

∫ x

a

[
f (t)

eλth(t)

]′

t

Φ(t) dt

}
,

Φ(x) = exp

[
(λ – µ)

∫ x

a

e(λ+µ)th(t) dt

]
.
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25. y(x) –
∫∫ x

a

{
g(x) + beλx + b(x – t)eλx[λ – g(x)]

}
y(t) dt = f (x).

This is a special case of equation 2.9.16 with h(x) = beλx.
Solution:

y(x) = f (x) +
∫ x

a

R(x, t)f (t) dt,

R(x, t) = [g(x) + beλx]
G(x)
G(t)

+ (b2e2λx + bλeλx)
H(x)
G(t)

∫ x

t

G(s)
H(s)

ds,

where G(x) = exp

[∫ x

a

g(s) ds

]
and H(x) = exp

(
b

λ
eλx

)
.

26. y(x) +
∫∫ x

a

{
λeλ(x–t) +

[
eλtg′

x(x) – λeλxg(t)
]
h(t)

}
y(t) dt = f (x).

This is a special case of equation 2.9.17 with ϕ(x) = eλx.

27. y(x) –
∫∫ x

a

{
λe–λ(x–t) +

[
eλxg′

t(t) – λeλtg(x)
]
h(x)

}
y(t) dt = f (x).

This is a special case of equation 2.9.18 with ϕ(x) = eλx.

28. y(x) +
∫∫ x

a

cosh[λ(x – t)]g(t)y(t) dt = f (x).

Differentiating the equation with respect to x twice yields

y′x(x) + g(x)y(x) + λ

∫ x

a

sinh[λ(x – t)]g(t)y(t) dt = f ′
x(x), (1)

y′′xx(x) +
[
g(x)y(x)

]′
x

+ λ2
∫ x

a

cosh[λ(x – t)]g(t)y(t) dt = f ′′
xx(x). (2)

Eliminating the integral term from (2) with the aid of the original equation, we arrive at
the second-order linear ordinary differential equation

y′′xx +
[
g(x)y

]′
x

– λ2y = f ′′
xx(x) – λ2f (x). (3)

By setting x = a in the original equation and (1), we obtain the initial conditions for y = y(x):

y(a) = f (a), y′x(a) = f ′
x(a) – f (a)g(a). (4)

Equation (3) under conditions (4) determines the solution of the original integral equation.

29. y(x) +
∫∫ x

a

cosh[λ(x – t)]g(x)h(t)y(t) dt = f (x).

The substitution y(x) = g(x)u(x) leads to an equation of the form 2.9.28:

u(x) +
∫ x

a

cosh[λ(x – t)]g(t)h(t)u(t) dt = f (x)/g(x).
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30. y(x) +
∫∫ x

a

sinh[λ(x – t)]g(t)y(t) dt = f (x).

1◦. Differentiating the equation with respect to x twice yields

y′x(x) + λ

∫ x

a

cosh[λ(x – t)]g(t)y(t) dt = f ′
x(x), (1)

y′′xx(x) + λg(x)y(x) + λ2
∫ x

a

sinh[λ(x – t)]g(t)y(t) dt = f ′′
xx(x). (2)

Eliminating the integral term from (2) with the aid of the original equation, we arrive at
the second-order linear ordinary differential equation

y′′xx + λ
[
g(x) – λ

]
y = f ′′

xx(x) – λ2f (x). (3)

By setting x = a in the original equation and (1), we obtain the initial conditions for y = y(x):

y(a) = f (a), y′x(a) = f ′
x(a). (4)

For exact solutions of second-order linear ordinary differential equations (3) with vari-
ous g(x), see E. Kamke (1977), G. M. Murphy (1960), and A. D. Polyanin and V. F. Zaitsev
(1995, 1996).

2◦. Let y1 = y1(x) and y2 = y2(x) be two linearly independent solutions (y1/y2 /≡ const) of
the homogeneous differential equation y′′xx + λ

[
g(x) – λ

]
y = 0, which follows from (3) for

f (x) ≡ 0. In this case, the Wronskian is a constant:

W = y1(y2)′x – y2(y1)′x ≡ const .

The solution of the nonhomogeneous equation (3) under conditions (4) with arbitrary f = f (x)
has the form

y(x) = f (x) +
λ

W

∫ x

a

[
y1(x)y2(t) – y2(x)y1(t)

]
g(t)f (t) dt (5)

and determines the solution of the original integral equation.

3◦. Given only one nontrivial solution y1 = y1(x) of the linear homogeneous differential
equation y′′xx+λ

[
g(x)–λ

]
y=0, one can obtain the solution of the nonhomogeneous equation (3)

under the initial conditions (4) by formula (5) with

W = 1, y2(x) = y1(x)
∫ x

b

dξ

y2
1(ξ)

,

where b is an arbitrary number.

31. y(x) +
∫∫ x

a

sinh[λ(x – t)]g(x)h(t)y(t) dt = f (x).

The substitution y(x) = g(x)u(x) leads to an equation of the form 2.9.30:

u(x) +
∫ x

a

sinh[λ(x – t)]g(t)h(t)u(t) dt = f (x)/g(x).
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32. y(x) –
∫∫ x

a

{
g(x) + b cosh(λx) + b(x – t)[λ sinh(λx) – cosh(λx)g(x)]

}
y(t) dt = f (x).

This is a special case of equation 2.9.16 with h(x) = b cosh(λx).
Solution:

y(x) = f (x) +
∫ x

a

R(x, t)f (t) dt,

R(x, t) = [g(x) + b cosh(λx)]
G(x)
G(t)

+
[
b2 cosh2(λx) + bλ sinh(λx)

]H(x)
G(t)

∫ x

t

G(s)
H(s)

ds,

where G(x) = exp

[∫ x

a

g(s) ds

]
and H(x) = exp

[
b

λ
sinh(λx)

]
.

33. y(x) –
∫∫ x

a

{
g(x) + b sinh(λx) + b(x – t)[λ cosh(λx) – sinh(λx)g(x)]

}
y(t) dt = f (x).

This is a special case of equation 2.9.16 with h(x) = b sinh(λx).
Solution:

y(x) = f (x) +
∫ x

a

R(x, t)f (t) dt,

R(x, t) = [g(x) + b sinh(λx)]
G(x)
G(t)

+
[
b2 sinh2(λx) + bλ cosh(λx)

]H(x)
G(t)

∫ x

t

G(s)
H(s)

ds,

where G(x) = exp

[∫ x

a

g(s) ds

]
and H(x) = exp

[
b

λ
cosh(λx)

]
.

34. y(x) +
∫∫ x

a

cos[λ(x – t)]g(t)y(t) dt = f (x).

Differentiating the equation with respect to x twice yields

y′x(x) + g(x)y(x) – λ
∫ x

a

sin[λ(x – t)]g(t)y(t) dt = f ′
x(x), (1)

y′′xx(x) +
[
g(x)y(x)

]′
x

– λ2
∫ x

a

cos[λ(x – t)]g(t)y(t) dt = f ′′
xx(x). (2)

Eliminating the integral term from (2) with the aid of the original equation, we arrive at
the second-order linear ordinary differential equation

y′′xx +
[
g(x)y

]′
x

+ λ2y = f ′′
xx(x) + λ2f (x). (3)

By setting x = a in the original equation and (1), we obtain the initial conditions for y = y(x):

y(a) = f (a), y′x(a) = f ′
x(a) – f (a)g(a). (4)

35. y(x) +
∫∫ x

a

cos[λ(x – t)]g(x)h(t)y(t) dt = f (x).

The substitution y(x) = g(x)u(x) leads to an equation of the form 2.9.34:

u(x) +
∫ x

a

cos[λ(x – t)]g(t)h(t)u(t) dt = f (x)/g(x).
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36. y(x) +
∫∫ x

a

sin[λ(x – t)]g(t)y(t) dt = f (x).

1◦. Differentiating the equation with respect to x twice yields

y′x(x) + λ

∫ x

a

cos[λ(x – t)]g(t)y(t) dt = f ′
x(x), (1)

y′′xx(x) + λg(x)y(x) – λ2
∫ x

a

sin[λ(x – t)]g(t)y(t) dt = f ′′
xx(x). (2)

Eliminating the integral term from (2) with the aid of the original equation, we arrive at
the second-order linear ordinary differential equation

y′′xx + λ
[
g(x) + λ

]
y = f ′′

xx(x) + λ2f (x). (3)

By setting x = a in the original equation and (1), we obtain the initial conditions for y = y(x):

y(a) = f (a), y′x(a) = f ′
x(a). (4)

For exact solutions of second-order linear ordinary differential equations (3) with vari-
ous f (x), see E. Kamke (1977) and A. D. Polyanin and V. F. Zaitsev (1995, 1996).

2◦. Let y1 = y1(x) and y2 = y2(x) be two linearly independent solutions (y1/y2 /≡ const) of
the homogeneous differential equation y′′xx + λ

[
g(x) – λ

]
y = 0, which follows from (3) for

f (x) ≡ 0. In this case, the Wronskian is a constant:

W = y1(y2)′x – y2(y1)′x ≡ const .

The solution of the nonhomogeneous equation (3) under conditions (4) with arbitrary f = f (x)
has the form

y(x) = f (x) +
λ

W

∫ x

a

[
y1(x)y2(t) – y2(x)y1(t)

]
g(t)f (t) dt (5)

and determines the solution of the original integral equation.

3◦. Given only one nontrivial solution y1 = y1(x) of the linear homogeneous differential equa-
tion y′′xx + λ

[
g(x) + λ

]
y = 0, one can obtain the solution of the nonhomogeneous equation (3)

under the initial conditions (4) by formula (5) with

W = 1, y2(x) = y1(x)
∫ x

b

dξ

y2
1(ξ)

,

where b is an arbitrary number.

37. y(x) +
∫∫ x

a

sin[λ(x – t)]g(x)h(t)y(t) dt = f (x).

The substitution y(x) = g(x)u(x) leads to an equation of the form 2.9.36:

u(x) +
∫ x

a

sin[λ(x – t)]g(t)h(t)u(t) dt = f (x)/g(x).
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38. y(x) –
∫∫ x

a

{
g(x) + b cos(λx) – b(x – t)[λ sin(λx) + cos(λx)g(x)]

}
y(t) dt = f (x).

This is a special case of equation 2.9.16 with h(x) = b cos(λx).
Solution:

y(x) = f (x) +
∫ x

a

R(x, t)f (t) dt,

R(x, t) = [g(x) + b cos(λx)]
G(x)
G(t)

+
[
b2 cos2(λx) – bλ sin(λx)

]H(x)
G(t)

∫ x

t

G(s)
H(s)

ds,

where G(x) = exp

[∫ x

a

g(s) ds

]
and H(x) = exp

[
b

λ
sin(λx)

]
.

39. y(x) –
∫∫ x

a

{
g(x) + b sin(λx) + b(x – t)[λ cos(λx) – sin(λx)g(x)]

}
y(t) dt = f (x).

This is a special case of equation 2.9.16 with h(x) = b sin(λx).
Solution:

y(x) = f (x) +
∫ x

a

R(x, t)f (t) dt,

R(x, t) = [g(x) + b sin(λx)]
G(x)
G(t)

+
[
b2 sin2(λx) + bλ cos(λx)

]H(x)
G(t)

∫ x

t

G(s)
H(s)

ds,

where G(x) = exp

[∫ x

a

g(s) ds

]
and H(x) = exp

[
–
b

λ
cos(λx)

]
.

2.9-2. Equations With Difference Kernel: K(x, t) = K(x – t)

40. y(x) +
∫∫ x

a

K(x – t)y(t) dt = f (x).

Renewal equation.

1◦. To solve this integral equation, direct and inverse Laplace transforms are used.
The solution can be represented in the form

y(x) = f (x) –
∫ x

a

R(x – t)f (t) dt. (1)

Here the resolvent R(x) is expressed via the kernel K(x) of the original equation as follows:

R(x) =
1

2πi

∫ c+i∞

c–i∞
R̃(p)epx dp,

R̃(p) =
K̃(p)

1 + K̃(p)
, K̃(p) =

∫ ∞

0
K(x)e–px dx.

©• References: R. Bellman and K. L. Cooke (1963), M. L. Krasnov, A. I. Kisilev, and G. I. Makarenko (1971),
V. I. Smirnov (1974).
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2◦. Let w = w(x) be the solution of the simpler auxiliary equation with a = 0 and f ≡ 1:

w(x) +
∫ x

0
K(x – t)w(t) dt = 1. (2)

Then the solution of the original integral equation with arbitrary f = f (x) is expressed via the
solution of the auxiliary equation (2) as

y(x) =
d

dx

∫ x

a

w(x – t)f (t) dt = f (a)w(x – a) +
∫ x

a

w(x – t)f ′
t(t) dt.

©• Reference: R. Bellman and K. L. Cooke (1963).

41. y(x) +
∫∫ x

–∞
K(x – t)y(t) dt = 0.

Eigenfunctions of this integral equation are determined by the roots of the following tran-
scendental (algebraic) equation for the parameter λ:

∫ ∞

0
K(z)e–λz dz = –1. (1)

The left-hand side of this equation is the Laplace transform of the kernel of the integral
equation.

1◦. For a real simple root λk of equation (1) there is a corresponding eigenfunction

yk(x) = exp(λkx).

2◦. For a real root λk of multiplicity r there are corresponding r eigenfunctions

yk1(x) = exp(λkx), yk2(x) = x exp(λkx), . . . , ykr(x) = xr–1 exp(λkx).

3◦. For a complex simple root λk = αk + iβk of equation (1) there is a corresponding
eigenfunction pair

y(1)
k (x) = exp(αkx) cos(βkx), y(2)

k (x) = exp(αkx) sin(βkx).

4◦. For a complex root λk =αk +iβk of multiplicity r there are corresponding r eigenfunction
pairs

y(1)
k1 (x) = exp(αkx) cos(βkx),

y(1)
k2 (x) = x exp(αkx) cos(βkx),

⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

y(1)
kr(x) = xr–1 exp(αkx) cos(βkx),

y(2)
k1 (x) = exp(αkx) sin(βkx),

y(2)
k2 (x) = x exp(αkx) sin(βkx),

⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

y(2)
kr(x) = xr–1 exp(αkx) sin(βkx).

The general solution is the combination (with arbitrary constants) of the eigenfunctions
of the homogeneous integral equation.
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� For equations 2.9.42–2.9.51, only particular solutions are given. To obtain the general solu-
tion, one must add the general solution of the corresponding homogeneous equation 2.9.41 to the
particular solution.

42. y(x) +
∫∫ x

–∞
K(x – t)y(t) dt = Axn, n = 0, 1, 2, . . .

This is a special case of equation 2.9.44 with λ = 0.

1◦. A solution with n = 0:

y(x) =
A

B
, B = 1 +

∫ ∞

0
K(z) dz.

2◦. A solution with n = 1:

y(x) =
A

B
x +

AC

B2
, B = 1 +

∫ ∞

0
K(z) dz, C =

∫ ∞

0
zK(z) dz.

3◦. A solution with n = 2:

y2(x) =
A

B
x2 + 2

AC

B2
x + 2

AC2

B3
–
AD

B2
,

B = 1 +
∫ ∞

0
K(z) dz, C =

∫ ∞

0
zK(z) dz, D =

∫ ∞

0
z2K(z) dz.

4◦. A solution with n = 3, 4, . . . is given by:

yn(x) = A

{
∂n

∂λn

[ eλx

B(λ)

]}
λ=0

, B(λ) = 1 +
∫ ∞

0
K(z)e–λz dz.

43. y(x) +
∫∫ x

–∞
K(x – t)y(t) dt = Aeλx.

A solution:

y(x) =
A

B
eλx, B = 1 +

∫ ∞

0
K(z)e–λz dz.

The integral term in the expression for B is the Laplace transform of K(z), which may be
calculated using tables of Laplace transforms (e.g., see Supplement 4).

44. y(x) +
∫∫ x

–∞
K(x – t)y(t) dt = Axneλx, n = 1, 2, . . .

1◦. A solution with n = 1:

y1(x) =
A

B
xeλx +

AC

B2
eλx,

B = 1 +
∫ ∞

0
K(z)e–λz dz, C =

∫ ∞

0
zK(z)e–λz dz.

It is convenient to calculate B and C using tables of Laplace transforms.

2◦. A solution with n = 2:

y2(x) =
A

B
x2eλx + 2

AC

B2
xeλx +

(
2
AC2

B3
–
AD

B2

)
eλx,

B = 1 +
∫ ∞

0
K(z)e–λz dz, C =

∫ ∞

0
zK(z)e–λz dz, D =

∫ ∞

0
z2K(z)e–λz dz.

3◦. A solution with n = 3, 4, . . . is given by:

yn(x) =
∂

∂λ
yn–1(x) = A

∂n

∂λn

[
eλx

B(λ)

]
, B(λ) = 1 +

∫ ∞

0
K(z)e–λz dz.
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45. y(x) +
∫∫ x

–∞
K(x – t)y(t) dt = A cosh(λx).

A solution:

y(x) =
A

2B–
eλx +

A

2B+
e–λx =

1
2

( A

B–
+

A

B+

)
cosh(λx) +

1
2

( A

B–
–
A

B+

)
sinh(λx),

B– = 1 +
∫ ∞

0
K(z)e–λz dz, B+ = 1 +

∫ ∞

0
K(z)eλz dz.

46. y(x) +
∫∫ x

–∞
K(x – t)y(t) dt = A sinh(λx).

A solution:

y(x) =
A

2B–
eλx –

A

2B+
e–λx =

1
2

( A

B–
–
A

B+

)
cosh(λx) +

1
2

( A

B–
+

A

B+

)
sinh(λx),

B– = 1 +
∫ ∞

0
K(z)e–λz dz, B+ = 1 +

∫ ∞

0
K(z)eλz dz.

47. y(x) +
∫∫ x

–∞
K(x – t)y(t) dt = A cos(λx).

A solution:

y(x) =
A

B2
c + B2

s

[
Bc cos(λx) – Bs sin(λx)

]
,

Bc = 1 +
∫ ∞

0
K(z) cos(λz) dz, Bs =

∫ ∞

0
K(z) sin(λz) dz.

48. y(x) +
∫∫ x

–∞
K(x – t)y(t) dt = A sin(λx).

A solution:

y(x) =
A

B2
c + B2

s

[
Bc sin(λx) + Bs cos(λx)

]
,

Bc = 1 +
∫ ∞

0
K(z) cos(λz) dz, Bs =

∫ ∞

0
K(z) sin(λz) dz.

49. y(x) +
∫∫ x

–∞
K(x – t)y(t) dt = Aeµx cos(λx).

A solution:

y(x) =
A

B2
c + B2

s
eµx

[
Bc cos(λx) – Bs sin(λx)

]
,

Bc = 1 +
∫ ∞

0
K(z)e–µz cos(λz) dz, Bs =

∫ ∞

0
K(z)e–µz sin(λz) dz.

50. y(x) +
∫∫ x

–∞
K(x – t)y(t) dt = Aeµx sin(λx).

A solution:

y(x) =
A

B2
c + B2

s
eµx

[
Bc sin(λx) + Bs cos(λx)

]
,

Bc = 1 +
∫ ∞

0
K(z)e–µz cos(λz) dz, Bs =

∫ ∞

0
K(z)e–µz sin(λz) dz.
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51. y(x) +
∫∫ x

–∞
K(x – t)y(t) dt = f (x).

1◦. For a polynomial right-hand side, f (x) =
n∑

k=0
Akx

k, a solution has the form

y(x) =
n∑

k=0

Bkx
k,

where the constants Bk are found by the method of undetermined coefficients. One can also
make use of the formula given in item 4◦ of equation 2.9.42 to construct the solution.

2◦. For f (x) = eλx
n∑

k=0
Akx

k, a solution of the equation has the form

y(x) = eλx
n∑

k=0

Bkx
k,

where the Bk are found by the method of undetermined coefficients. One can also make use
of the formula given in item 3◦ of equation 2.9.44 to construct the solution.

3◦. For f (x) =
n∑

k=0
Ak exp(λkx), a solution of the equation has the form

y(x) =
n∑

k=0

Ak

Bk
exp(λkx), Bk = 1 +

∫ ∞

0
K(z) exp(–λkz) dz.

4◦. For f (x) = cos(λx)
n∑

k=0
Akx

k, a solution of the equation has the form

y(x) = cos(λx)
n∑

k=0

Bkx
k + sin(λx)

n∑
k=0

Ckx
k,

where the constants Bk and Ck are found by the method of undetermined coefficients.

5◦. For f (x) = sin(λx)
n∑

k=0
Akx

k, a solution of the equation has the form

y(x) = cos(λx)
n∑

k=0

Bkx
k + sin(λx)

n∑
k=0

Ckx
k,

where the constants Bk and Ck are found by the method of undetermined coefficients.

6◦. For f (x) =
n∑

k=0
Ak cos(λkx), the solution of a equation has the form

y(x) =
n∑

k=0

Ak

B2
ck + B2

sk

[
Bck cos(λkx) – Bsk sin(λkx)

]
,

Bck = 1 +
∫ ∞

0
K(z) cos(λkz) dz, Bsk =

∫ ∞

0
K(z) sin(λkz) dz.
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7◦. For f (x) =
n∑

k=0
Ak sin(λkx), a solution of the equation has the form

y(x) =
n∑

k=0

Ak

B2
ck + B2

sk

[
Bck sin(λkx) + Bsk cos(λkx)

]
,

Bck = 1 +
∫ ∞

0
K(z) cos(λkz) dz, Bsk =

∫ ∞

0
K(z) sin(λkz) dz.

8◦. For f (x) = cos(λx)
n∑

k=0
Ak exp(µkx), a solution of the equation has the form

y(x) = cos(λx)
n∑

k=0

AkBck

B2
ck + B2

sk

exp(µkx) – sin(λx)
n∑

k=0

AkBsk

B2
ck + B2

sk

exp(µkx),

Bck = 1 +
∫ ∞

0
K(z) exp(–µkz) cos(λz) dz, Bsk =

∫ ∞

0
K(z) exp(–µkz) sin(λz) dz.

9◦. For f (x) = sin(λx)
n∑

k=0
Ak exp(µkx), a solution of the equation has the form

y(x) = sin(λx)
n∑

k=0

AkBck

B2
ck + B2

sk

exp(µkx) + cos(λx)
n∑

k=0

AkBsk

B2
ck + B2

sk

exp(µkx),

Bck = 1 +
∫ ∞

0
K(z) exp(–µkz) cos(λz) dz, Bsk =

∫ ∞

0
K(z) exp(–µkz) sin(λz) dz.

52. y(x) +
∫∫ ∞

x

K(x – t)y(t) dt = 0.

Eigenfunctions of this integral equation are determined by the roots of the following tran-
scendental (algebraic) equation for the parameter λ:∫ ∞

0
K(–z)eλz dz = –1. (1)

The left-hand side of this equation is the Laplace transform of the function K(–z) with
parameter –λ.

1◦. For a real simple root λk of equation (1) there is a corresponding eigenfunction

yk(x) = exp(λkx).

2◦. For a real root λk of multiplicity r there are corresponding r eigenfunctions

yk1(x) = exp(λkx), yk2(x) = x exp(λkx), . . . , ykr(x) = xr–1 exp(λkx).

3◦. For a complex simple root λk = αk + iβk of equation (1) there is a corresponding
eigenfunction pair

y(1)
k (x) = exp(αkx) cos(βkx), y(2)

k (x) = exp(αkx) sin(βkx).

4◦. For a complex root λk =αk +iβk of multiplicity r there are corresponding r eigenfunction
pairs

y(1)
k1 (x) = exp(αkx) cos(βkx),

y(1)
k2 (x) = x exp(αkx) cos(βkx),

⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

y(1)
kr(x) = xr–1 exp(αkx) cos(βkx),

y(2)
k1 (x) = exp(αkx) sin(βkx),

y(2)
k2 (x) = x exp(αkx) sin(βkx),

⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

y(2)
kr(x) = xr–1 exp(αkx) sin(βkx).

The general solution is the combination (with arbitrary constants) of the eigenfunctions
of the homogeneous integral equation.
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� For equations 2.9.53–2.9.62, only particular solutions are given. To obtain the general solu-
tion, one must add the general solution of the corresponding homogeneous equation 2.9.52 to the
particular solution.

53. y(x) +
∫∫ ∞

x

K(x – t)y(t) dt = Axn, n = 0, 1, 2, . . .

This is a special case of equation 2.9.55 with λ = 0.

1◦. A solution with n = 0:

y(x) =
A

B
, B = 1 +

∫ ∞

0
K(–z) dz.

2◦. A solution with n = 1:

y(x) =
A

B
x –

AC

B2
, B = 1 +

∫ ∞

0
K(–z) dz, C =

∫ ∞

0
zK(–z) dz.

3◦. A solution with n = 2:

y2(x) =
A

B
x2 – 2

AC

B2
x + 2

AC2

B3
–
AD

B2
,

B = 1 +
∫ ∞

0
K(–z) dz, C =

∫ ∞

0
zK(–z) dz, D =

∫ ∞

0
z2K(–z) dz.

4◦. A solution with n = 3, 4, . . . is given by:

yn(x) = A

{
∂n

∂λn

[ eλx

B(λ)

]}
λ=0

, B(λ) = 1 +
∫ ∞

0
K(–z)eλz dz.

54. y(x) +
∫∫ ∞

x

K(x – t)y(t) dt = Aeλx.

A solution:

y(x) =
A

B
eλx, B = 1 +

∫ ∞

0
K(–z)eλz dz = 1 + L{K(–z), –λ}.

The integral term in the expression forB is the Laplace transform ofK(–z) with parameter –λ,
which may be calculated using tables of Laplace transforms (e.g., see H. Bateman and
A. Erdélyi (vol. 1, 1954) and V. A. Ditkin and A. P. Prudnikov (1965)).

55. y(x) +
∫∫ ∞

x

K(x – t)y(t) dt = Axneλx, n = 1, 2, . . .

1◦. A solution with n = 1:

y1(x) =
A

B
xeλx –

AC

B2
eλx,

B = 1 +
∫ ∞

0
K(–z)eλz dz, C =

∫ ∞

0
zK(–z)eλz dz.

It is convenient to calculate B and C using tables of Laplace transforms (with parameter –λ).

2◦. A solution with n = 2:

y2(x) =
A

B
x2eλx – 2

AC

B2
xeλx +

(
2
AC2

B3
–
AD

B2

)
eλx,

B = 1 +
∫ ∞

0
K(–z)eλz dz, C =

∫ ∞

0
zK(–z)eλz dz, D =

∫ ∞

0
z2K(–z)eλz dz.

3◦. A solution with n = 3, 4, . . . is given by

yn(x) =
∂

∂λ
yn–1(x) = A

∂n

∂λn

[
eλx

B(λ)

]
, B(λ) = 1 +

∫ ∞

0
K(–z)eλz dz.
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56. y(x) +
∫∫ ∞

x

K(x – t)y(t) dt = A cosh(λx).

A solution:

y(x) =
A

2B+
eλx +

A

2B–
e–λx =

1
2

( A

B+
+

A

B–

)
cosh(λx) +

1
2

( A

B+
–
A

B–

)
sinh(λx),

B+ = 1 +
∫ ∞

0
K(–z)eλz dz, B– = 1 +

∫ ∞

0
K(–z)e–λz dz.

57. y(x) +
∫∫ ∞

x

K(x – t)y(t) dt = A sinh(λx).

A solution:

y(x) =
A

2B+
eλx –

A

2B–
e–λx =

1
2

( A

B+
–
A

B–

)
cosh(λx) +

1
2

( A

B+
+

A

B–

)
sinh(λx),

B+ = 1 +
∫ ∞

0
K(–z)eλz dz, B– = 1 +

∫ ∞

0
K(–z)e–λz dz.

58. y(x) +
∫∫ ∞

x

K(x – t)y(t) dt = A cos(λx).

A solution:

y(x) =
A

B2
c + B2

s

[
Bc cos(λx) + Bs sin(λx)

]
,

Bc = 1 +
∫ ∞

0
K(–z) cos(λz) dz, Bs =

∫ ∞

0
K(–z) sin(λz) dz.

59. y(x) +
∫∫ ∞

x

K(x – t)y(t) dt = A sin(λx).

A solution:

y(x) =
A

B2
c + B2

s

[
Bc sin(λx) – Bs cos(λx)

]
,

Bc = 1 +
∫ ∞

0
K(–z) cos(λz) dz, Bs =

∫ ∞

0
K(–z) sin(λz) dz.

60. y(x) +
∫∫ ∞

x

K(x – t)y(t) dt = Aeµx cos(λx).

A solution:

y(x) =
A

B2
c + B2

s
eµx

[
Bc cos(λx) + Bs sin(λx)

]
,

Bc = 1 +
∫ ∞

0
K(–z)eµz cos(λz) dz, Bs =

∫ ∞

0
K(–z)eµz sin(λz) dz.

61. y(x) +
∫∫ ∞

x

K(x – t)y(t) dt = Aeµx sin(λx).

A solution:

y(x) =
A

B2
c + B2

s
eµx

[
Bc sin(λx) – Bs cos(λx)

]
,

Bc = 1 +
∫ ∞

0
K(–z)eµz cos(λz) dz, Bs =

∫ ∞

0
K(–z)eµz sin(λz) dz.
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62. y(x) +
∫∫ ∞

x

K(x – t)y(t) dt = f (x).

1◦. For a polynomial right-hand side, f (x) =
n∑

k=0
Akx

k, a solution has the form

y(x) =
n∑

k=0

Bkx
k,

where the constants Bk are found by the method of undetermined coefficients. One can also
make use of the formula given in item 4◦ of equation 2.9.53 to construct the solution.

2◦. For f (x) = eλx
n∑

k=0
Akx

k, a solution of the equation has the form

y(x) = eλx
n∑

k=0

Bkx
k,

where the constants Bk are found by the method of undetermined coefficients. One can also
make use of the formula given in item 3◦ of equation 2.9.55 to construct the solution.

3◦. For f (x) =
n∑

k=0
Ak exp(λkx), a solution of the equation has the form

y(x) =
n∑

k=0

Ak

Bk
exp(λkx), Bk = 1 +

∫ ∞

0
K(–z) exp(λkz) dz.

4◦. For f (x) = cos(λx)
n∑

k=0
Akx

k a solution of the equation has the form

y(x) = cos(λx)
n∑

k=0

Bkx
k + sin(λx)

n∑
k=0

Ckx
k,

where the constants Bk and Ck are found by the method of undetermined coefficients.

5◦. For f (x) = sin(λx)
n∑

k=0
Akx

k, a solution of the equation has the form

y(x) = cos(λx)
n∑

k=0

Bkx
k + sin(λx)

n∑
k=0

Ckx
k,

where the Bk and Ck are found by the method of undetermined coefficients.

6◦. For f (x) =
n∑

k=0
Ak cos(λkx), a solution of the equation has the form

y(x) =
n∑

k=0

Ak

B2
ck + B2

sk

[
Bck cos(λkx) + Bsk sin(λkx)

]
,

Bck = 1 +
∫ ∞

0
K(–z) cos(λkz) dz, Bsk =

∫ ∞

0
K(–z) sin(λkz) dz.
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7◦. For f (x) =
n∑

k=0
Ak sin(λkx), a solution of the equation has the form

y(x) =
n∑

k=0

Ak

B2
ck + B2

sk

[
Bck sin(λkx) – Bsk cos(λkx)

]
,

Bck = 1 +
∫ ∞

0
K(–z) cos(λkz) dz, Bsk =

∫ ∞

0
K(–z) sin(λkz) dz.

8◦. For f (x) = cos(λx)
n∑

k=0
Ak exp(µkx), a solution of the equation has the form

y(x) = cos(λx)
n∑

k=0

AkBck

B2
ck + B2

sk

exp(µkx) + sin(λx)
n∑

k=0

AkBsk

B2
ck + B2

sk

exp(µkx),

Bck = 1 +
∫ ∞

0
K(–z) exp(µkz) cos(λz) dz, Bsk =

∫ ∞

0
K(–z) exp(µkz) sin(λz) dz.

9◦. For f (x) = sin(λx)
n∑

k=0
Ak exp(µkx), a solution of the equation has the form

y(x) = sin(λx)
n∑

k=0

AkBck

B2
ck + B2

sk

exp(µkx) – cos(λx)
n∑

k=0

AkBsk

B2
ck + B2

sk

exp(µkx),

Bck = 1 +
∫ ∞

0
K(–z) exp(µkz) cos(λz) dz, Bsk =

∫ ∞

0
K(–z) exp(µkz) sin(λz) dz.

10◦. In the general case of arbitrary right-hand side f = f (x), the solution of the integral
equation can be represented in the form

y(x) =
1

2πi

∫ c+i∞

c–i∞

f̃ (p)

1 + k̃(–p)
epx dp,

f̃ (p) =
∫ ∞

0
f (x)e–px dx, k̃(–p) =

∫ ∞

0
K(–z)epz dz.

To calculate f̃ (p) and k̃(–p), it is convenient to use tables of Laplace transforms, and to
determine y(x), tables of inverse Laplace transforms.

2.9-3. Other Equations

63. y(x) +
∫∫ x

0

1

x
f

(
t

x

)
y(t) dt = 0.

Eigenfunctions of this integral equation are determined by the roots of the following tran-
scendental (algebraic) equation for the parameter λ:

∫ 1

0
f (z)zλ dz = –1. (1)

1◦. For a real simple root λk of equation (1) there is a corresponding eigenfunction

yk(x) = xλk .
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2◦. For a real root λk of multiplicity r there are corresponding r eigenfunctions

yk1(x) = xλk , yk2(x) = xλk lnx, . . . , ykr(x) = xλk lnr–1 x.

3◦. For a complex simple root λk = αk + iβk of equation (1) there is a corresponding
eigenfunction pair

y(1)
k (x) = xαk cos(βk lnx), y(2)

k (x) = xαk sin(βk lnx).

4◦. For a complex root λk =αk +iβk of multiplicity r there are corresponding r eigenfunction
pairs

y(1)
k1 (x) = xαk cos(βk lnx),

y(1)
k2 (x) = xαk lnx cos(βk lnx),

⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

y(1)
kr(x) = xαk lnr–1 x cos(βk lnx),

y(2)
k1 (x) = xαk sin(βk lnx),

y(2)
k2 (x) = xαk lnx sin(βk lnx),

⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

y(2)
kr(x) = xαk lnr–1 x sin(βk lnx).

The general solution is the combination (with arbitrary constants) of the eigenfunctions
of the homogeneous integral equation.

� For equations 2.9.64–2.9.71, only particular solutions are given. To obtain the general solu-
tion, one must add the general solution of the corresponding homogeneous equation 2.9.63 to the
particular solution.

64. y(x) +
∫∫ x

0

1

x
f

(
t

x

)
y(t) dt = Ax + B.

A solution:

y(x) =
A

1 + I1
x +

B

1 + I0
, I0 =

∫ 1

0
f (t) dt, I1 =

∫ 1

0
tf (t) dt.

65. y(x) +
∫∫ x

0

1

x
f

(
t

x

)
y(t) dt = Axβ.

A solution:

y(x) =
A

B
xβ , B = 1 +

∫ 1

0
f (t)tβ dt.

66. y(x) +
∫∫ x

0

1

x
f

(
t

x

)
y(t) dt = A ln x + B.

A solution:
y(x) = p lnx + q,

where

p =
A

1 + I0
, q =

B

1 + I0
–

AIl

(1 + I0)2
, I0 =

∫ 1

0
f (t) dt, Il =

∫ 1

0
f (t) ln t dt.

67. y(x) +
∫∫ x

0

1

x
f

(
t

x

)
y(t) dt = Axβ ln x.

A solution:
y(x) = pxβ lnx + qxβ ,

where

p =
A

1 + I1
, q = –

AI2

(1 + I1)2
, I1 =

∫ 1

0
f (t)tβdt, I2 =

∫ 1

0
f (t)tβ ln t dt.
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68. y(x) +
∫∫ x

0

1

x
f

(
t

x

)
y(t) dt = A cos(ln x).

A solution:

y(x) =
AIc

I2
c + I2

s
cos(lnx) +

AIs

I2
c + I2

s
sin(lnx),

Ic = 1 +
∫ 1

0
f (t) cos(ln t) dt, Is =

∫ 1

0
f (t) sin(ln t) dt.

69. y(x) +
∫∫ x

0

1

x
f

(
t

x

)
y(t) dt = A sin(ln x).

A solution:

y(x) = –
AIs

I2
c + I2

s
cos(lnx) +

AIc

I2
c + I2

s
sin(lnx),

Ic = 1 +
∫ 1

0
f (t) cos(ln t) dt, Is =

∫ 1

0
f (t) sin(ln t) dt.

70. y(x) +
∫∫ x

0

1

x
f

(
t

x

)
y(t) dt = Axβ cos(ln x) + Bxβ sin(ln x).

A solution:
y(x) = pxβ cos(lnx) + qxβ sin(lnx),

where

p =
AIc – BIs

I2
c + I2

s
, q =

AIs + BIc

I2
c + I2

s
,

Ic = 1 +
∫ 1

0
f (t)tβ cos(ln t) dt, Is =

∫ 1

0
f (t)tβ sin(ln t) dt.

71. y(x) +
∫∫ x

0

1

x
f

(
t

x

)
y(t) dt = g(x).

1◦. For a polynomial right-hand side,

g(x) =
N∑

n=0

Anx
n

a solution bounded at zero is given by

y(x) =
N∑

n=0

An

1 + fn
xn, fn =

∫ 1

0
f (z)zn dz.

Here its is assumed that f0 < ∞ and fn ≠ –1 (n = 0, 1, 2, . . . ).
If for some n the relation fn = –1 holds, then a solution differs from the above case in

one term and has the form

y(x) =
n–1∑
m=0

Am

1 + fm
xm +

N∑
m=n+1

Am

1 + fm
xm +

An

f̄n
xn lnx, f̄n =

∫ 1

0
f (z)zn ln z dz.

For arbitrary g(x) expandable into power series, the formulas of item 1◦ can be used, in
which one should setN =∞. In this case, the convergence radius of the obtained solution y(x)
is equal to that of the function g(x).
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2◦. For g(x) = lnx
n∑

k=0
Akx

k, a solution has the form

y(x) = lnx
n∑

k=0

Bkx
k +

n∑
k=0

Ckx
k,

where the constants Bk and Ck are found by the method of undetermined coefficients.

3◦. For g(x) =
n∑

k=0
Ak

(
lnx)k, a solution of the equation has the form

y(x) =
n∑

k=0

Bk

(
lnx)k,

where the Bk are found by the method of undetermined coefficients.

4◦. For g(x) =
n∑

k=1
Ak cos(λk lnx), a solution of the equation has the form

y(x) =
n∑

k=1

Bk cos(λk lnx) +
n∑

k=1

Ck sin(λk lnx),

where the Bk and Ck are found by the method of undetermined coefficients.

5◦. For g(x) =
n∑

k=1
Ak sin(λk lnx) a solution of the equation has the form

y(x) =
n∑

k=1

Bk cos(λk lnx) +
n∑

k=1

Ck sin(λk lnx),

where the Bk and Ck are found by the method of undetermined coefficients.

6◦. For arbitrary right-hand side g(x), the transformation

x = e–z , t = e–τ , y(x) = ezw(z), f (ξ) = F (ln ξ), g(x) = ezG(z)

leads to an equation with difference kernel of the form 2.9.62:

w(z) +
∫ ∞

z

F (z – τ )w(τ ) dτ = G(z).

7◦. For arbitrary right-hand side g(x), the solution of the integral equation can be expressed
via the inverse Mellin transform (see Section 7.3-1).

2.10. Some Formulas and Transformations
Let the solution of the integral equation

y(x) +
∫ x

a

K(x, t)y(t) dt = f (x) (1)

have the form

y(x) = f (x) +
∫ x

a

R(x, t)f (t) dt. (2)
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Then the solution of the more complicated integral equation

y(x) +
∫ x

a

K(x, t)
g(x)
g(t)

y(t) dt = f (x) (3)

has the form

y(x) = f (x) +
∫ x

a

R(x, t)
g(x)
g(t)

f (t) dt. (4)

Below are formulas for the solutions of integral equations of the form (3) for some specific func-
tions g(x). In all cases, it is assumed that the solution of equation (1) is known and is given
by (2).

1◦. The solution of the equation

y(x) +
∫ x

a

K(x, t)(x/t)λy(t) dt = f (x)

has the form

y(x) = f (x) +
∫ x

a

R(x, t)(x/t)λf (t) dt.

2◦. The solution of the equation

y(x) +
∫ x

a

K(x, t)eλ(x–t)y(t) dt = f (x)

has the form

y(x) = f (x) +
∫ x

a

R(x, t)eλ(x–t)f (t) dt.
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Chapter 3

Linear Equation of the First Kind
With Constant Limits of Integration

� Notation: f = f (x), g = g(x), h = h(x),K =K(x), andM =M (x) are arbitrary functions (these
may be composite functions of the argument depending on two variables x and t); A, B, C, a, b, c,
k, α, β, γ, λ, and µ are free parameters; and n is a nonnegative integer.

3.1. Equations Whose Kernels Contain Power-Law
Functions

3.1-1. Kernels Linear in the Arguments x and t

1.
∫∫ 1

0
|x – t| y(t) dt = f (x).

1◦. Let us remove the modulus in the integrand:

∫ x

0
(x – t)y(t) dt +

∫ 1

x

(t – x)y(t) dt = f (x). (1)

Differentiating (1) with respect to x yields

∫ x

0
y(t) dt –

∫ 1

x

y(t) dt = f ′x(x). (2)

Differentiating (2) yields the solution

y(x) = 1
2 f

′′
xx(x). (3)

2◦. Let us demonstrate that the right-hand side f (x) of the integral equation must satisfy

certain relations. By setting x = 0 and x = 1 in (1), we obtain two corollaries
∫ 1

0
ty(t) dt = f (0)

and
∫ 1

0
(1 – t)y(t) dt = f (1), which can be rewritten in the form

∫ 1

0
ty(t) dt = f (0),

∫ 1

0
y(t) dt = f (0) + f (1). (4)

In Section 3.1, we mean that kernels of the integral equations discussed may contain power-law functions or modulus of
power-law functions.
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Substitute y(x) of (3) into (4). Integration by parts yields f ′x(1) = f (1)+f (0) and f ′x(1)–f ′x(0) =
2f (1) + 2f (0). Hence, we obtain the desired constraints for f (x):

f ′x(1) = f (0) + f (1), f ′x(0) + f ′x(1) = 0. (5)

Conditions (5) make it possible to find the admissible general form of the right-hand side
of the integral equation:

f (x) = F (x) +Ax +B,

A = – 1
2

[
F ′

x(1) + F ′
x(0)

]
, B = 1

2

[
F ′

x(1) – F (1) – F (0)
]
,

whereF (x) is an arbitrary bounded twice differentiable function with bounded first derivative.

2.
∫∫ b

a

|x – t| y(t) dt = f (x), 0 ≤ a < b < ∞.

This is a special case of equation 3.8.3 with g(x) = x.
Solution:

y(x) = 1
2 f

′′
xx(x).

The right-hand side f (x) of the integral equation must satisfy certain relations. The
general form of f (x) is as follows:

f (x) = F (x) +Ax +B,

A = – 1
2

[
F ′

x(a) + F ′
x(b)

]
, B = 1

2

[
aF ′

x(a) + bF ′
x(b) – F (a) – F (b)

]
,

where F (x) is an arbitrary bounded twice differentiable function (with bounded first deriva-
tive).

3.
∫∫ a

0
|λx – t| y(t) dt = f (x), λ > 0.

Here 0 ≤ x ≤ a and 0 ≤ t ≤ a.
1◦. Let us remove the modulus in the integrand:∫ λx

0
(λx – t)y(t) dt +

∫ a

λx

(t – λx)y(t) dt = f (x). (1)

Differentiating (1) with respect to x, we find that

λ

∫ λx

0
y(t) dt – λ

∫ a

λx

y(t) dt = f ′x(x). (2)

Differentiating (2) yields 2λ2y(λx) = f ′′xx(x). Hence, we obtain the solution

y(x) =
1

2λ2
f ′′xx

( x
λ

)
. (3)

2◦. Let us demonstrate that the right-hand side f (x) of the integral equation must satisfy
certain relations. By setting x = 0 in (1) and (2), we obtain two corollaries∫ a

0
ty(t) dt = f (0), λ

∫ a

0
y(t) dt = –f ′x(0), (4)

Substitute y(x) from (3) into (4). Integrating by parts yields the desired constraints for f (x):

(a/λ)f ′x(a/λ) = f (0) + f (a/λ), f ′x(0) + f ′x(a/λ) = 0. (5)

Conditions (5) make it possible to establish the admissible general form of the right-hand
side of the integral equation:

f (x) = F (z) +Az +B, z = λx;

A = – 1
2

[
F ′

z(a) + F ′
z(0)

]
, B = 1

2

[
aF ′

z(a) – F (a) – F (0)
]
,

where F (x) is an arbitrary bounded twice differentiable function (with bounded first deriva-
tive).
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4.
∫∫ a

0
|x – λt| y(t) dt = f (x), λ > 0.

Here 0 ≤ x ≤ a and 0 ≤ t ≤ a.
Solution:

y(x) = 1
2λf

′′
xx(λx).

The right-hand side f (x) of the integral equation must satisfy the relations

aλf ′x(aλ) = f (0) + f (aλ), f ′x(0) + f ′x(aλ) = 0.

Hence, it follows the general form of the right-hand side:

f (x) = F (x) +Ax +B, A = – 1
2

[
F ′

x(λa) + F ′
x(0)

]
, B = 1

2

[
aλF ′

x(aλ) – F (λa) – F (0)
]
,

where F (x) is an arbitrary bounded twice differentiable function (with bounded first deriva-
tive).

3.1-2. Kernels Quadratic in the Arguments x and t

5.
∫∫ a

0

∣∣Ax + Bx2 – t
∣∣ y(t) dt = f (x), A > 0, B > 0.

This is a special case of equation 3.8.5 with g(x) = Ax +Bx2.

6.
∫∫ a

0

∣∣x – At – Bt2
∣∣ y(t) dt = f (x), A > 0, B > 0.

This is a special case of equation 3.8.6 with g(x) = At +Bt2.

7.
∫∫ b

a

∣∣xt – t2
∣∣ y(t) dt = f (x) 0 ≤ a < b < ∞.

The substitution w(t) = ty(t) leads to an equation of the form 1.3.2:

∫ b

a

|x – t|w(t) dt = f (x).

8.
∫∫ b

a

∣∣x2 – t2
∣∣ y(t) dt = f (x).

This is a special case of equation 3.8.3 with g(x) = x2.

Solution: y(x) =
d

dx

[
f ′x(x)

4x

]
. The right-hand side f (x) of the equation must satisfy

certain constraints, given in 3.8.3.

9.
∫∫ a

0

∣∣x2 – βt2
∣∣ y(t) dt = f (x), β > 0.

This is a special case of equation 3.8.4 with g(x) = x2 and β = λ2.

10.
∫∫ a

0

∣∣Ax + Bx2 – Aλt – Bλ2t2
∣∣ y(t) dt = f (x), λ > 0.

This is a special case of equation 3.8.4 with g(x) = Ax +Bx2.
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3.1-3. Kernels Containing Integer Powers of x and t or Rational Functions

11.
∫∫ b

a

∣∣x – t
∣∣3

y(t) dt = f (x).

Let us remove the modulus in the integrand:

∫ x

a

(x – t)3y(t) dt +
∫ b

x

(t – x)3y(t) dt = f (x). (1)

Differentiating (1) twice yields

6
∫ x

a

(x – t)y(t) dt + 6
∫ b

x

(t – x)y(t) dt = f ′′xx(x).

This equation can be rewritten in the form 3.1.2:

∫ b

a

|x – t| y(t) dt = 1
6 f

′′
xx(x). (2)

Therefore the solution of the integral equation is given by

y(x) = 1
12 y

′′′′
xxxx(x). (3)

The right-hand side f (x) of the equation must satisfy certain conditions. To obtain these
conditions, one must substitute solution (3) into (1) with x = a and x = b and into (2) with
x = a and x = b, and then integrate the four resulting relations by parts.

12.
∫∫ b

a

∣∣x3 – t3
∣∣ y(t) dt = f (x).

This is a special case of equation 3.8.3 with g(x) = x3.

13.
∫∫ b

a

∣∣xt2 – t3
∣∣ y(t) dt = f (x) 0 ≤ a < b < ∞.

The substitution w(t) = t2y(t) leads to an equation of the form 3.1.2:

∫ b

a

|x – t|w(t) dt = f (x).

14.
∫∫ b

a

∣∣x2t – t3
∣∣ y(t) dt = f (x).

The substitution w(t) = |t| y(t) leads to an equation of the form 3.1.8:

∫ b

a

∣∣x2 – t2
∣∣w(t) dt = f (x).

15.
∫∫ a

0

∣∣x3 – βt3
∣∣ y(t) dt = f (x), β > 0.

This is a special case of equation 3.8.4 with g(x) = x3 and β = λ3.
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16.
∫∫ b

a

∣∣x – t
∣∣2n+1

y(t) dt = f (x), n = 0, 1, 2, . . .

Solution:

y(x) =
1

2(2n + 1)!
f (2n+2)

x (x). (1)

The right-hand side f (x) of the equation must satisfy certain conditions. To obtain these
conditions, one must substitute solution (1) into the relations

∫ b

a

(t – a)2n+1y(t) dt = f (a),
∫ b

a

(t – a)2n–ky(t) dt =
(–1)k+1

Ak
f (k+1)

x (a),

Ak = (2n + 1)(2n) . . . (2n + 1 – k); k = 0, 1, . . . , 2n,

and then integrate the resulting equations by parts.

17.
∫∫ ∞

0

y(t) dt

x + t
= f (x).

The left-hand side of this equation is the Stieltjes transform.

1◦. By setting

x = ez , t = eτ , y(t) = e–τ/2w(τ ), f (x) = e–z/2g(z),

we obtain an integral equation with difference kernel of the form 3.8.15:

∫ ∞

–∞

w(τ ) dτ

2 cosh
[

1
2 (z – τ )

] = g(z),

whose solution is given by

w(z) =
1√
2π3

∫ ∞

–∞
cosh(πu) g̃(u)eiux du, g̃(u) =

1√
2π

∫ ∞

–∞
g(z)e–iuz dz.

©• Reference: P. P. Zabreyko, A. I. Koshelev, et al. (1975).

2◦. Under some assumptions, the solution of the original equation can be represented in the
form

y(x) = lim
n→∞

(–1)n

(n – 1)! (n + 1)!

[
x2n+1f (n)

x (x)
](n+1)

x
, (1)

which is the real inversion of the Stieltjes transform.
An alternative form of the solution is

y(x) = lim
n→∞

(–1)n

2π

( e
n

)2n[
x2nf (n)

x (x)
](n)

x
. (2)

To obtain an approximate solution of the integral equation, one restricts oneself to a
specific value of n in (1) or (2) instead of taking the limit.

©• Reference: I. I. Hirschman and D. V. Widder (1955).
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3.1-4. Kernels Containing Square Roots

18.
∫∫ a

0

∣∣√x –
√

t
∣∣ y(t) dt = f (x), 0 < a < ∞.

This is a special case of equation 3.8.3 with g(x) =
√
x.

Solution:

y(x) =
d

dx

[√
x f ′x(x)

]
.

The right-hand side f (x) of the equation must satisfy certain conditions. The general
form of the right-hand side is

f (x) = F (x) +Ax +B, A = –F ′
x(a), B = 1

2

[
aF ′

x(a) – F (a) – F (0)
]
,

where F (x) is an arbitrary bounded twice differentiable function (with bounded first deriva-
tive).

19.
∫∫ a

0

∣∣√x – β
√

t
∣∣ y(t) dt = f (x), β > 0.

This is a special case of equation 3.8.4 with g(x) =
√
x and β =

√
λ.

20.
∫∫ a

0

∣∣√x – t
∣∣ y(t) dt = f (x).

This is a special case of equation 3.8.5 with g(x) =
√
x (see item 3◦ of 3.8.5).

21.
∫∫ a

0

∣∣x –
√

t
∣∣ y(t) dt = f (x).

This is a special case of equation 3.8.6 with g(t) =
√
t (see item 3◦ of 3.8.6).

22.
∫∫ a

0

y(t)
√

|x – t|
dt = f (x), 0 < a ≤ ∞.

This is a special case of equation 3.1.29 with k = 1
2 .

Solution:

y(x) = –
A

x1/4

d

dx

[∫ a

x

dt

(t – x)1/4

∫ t

0

f (s) ds
s1/4(t – s)1/4

]
, A =

1√
8π Γ2(3/4)

.

23.
∫∫ ∞

–∞

y(t)
√

|x – t|
dt = f (x).

This is a special case of equation 3.1.34 with λ = 1
2 .

Solution:

y(x) =
1

4π

∫ ∞

–∞

f (x) – f (t)
|x – t|3/2

dt.
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3.1-5. Kernels Containing Arbitrary Powers

24.
∫∫ a

0
|xk – tk| y(t) dt = f (x), 0 < k < 1, 0 < a < ∞.

1◦. Let us remove the modulus in the integrand:

∫ x

0
(xk – tk)y(t) dt +

∫ a

x

(tk – xk)y(t) dt = f (x). (1)

Differentiating (1) with respect to x yields

kxk–1
∫ x

0
y(t) dt – kxk–1

∫ a

x

y(t) dt = f ′x(x). (2)

Let us divide both sides of (2) by kxk–1 and differentiate the resulting equation. As a result,
we obtain the solution

y(x) =
1

2k
d

dx

[
x1–kf ′x(x)

]
. (3)

2◦. Let us demonstrate that the right-hand side f (x) of the integral equation must satisfy

certain relations. By settingx=0 andx=a, in (1), we obtain two corollaries
∫ a

0
tky(t) dt=f (0)

and
∫ a

0
(ak – tk)y(t) dt = f (a), which can be rewritten in the form

∫ a

0
tky(t) dt = f (0), ak

∫ a

0
y(t) dt = f (0) + f (a). (4)

Substitute y(x) of (3) into (4). Integrating by parts yields the relations af ′x(a) = kf (a) +kf (0)
and af ′x(a) = 2kf (a) + 2kf (0). Hence, the desired constraints for f (x) have the form

f (0) + f (a) = 0, f ′x(a) = 0. (5)

Conditions (5) make it possible to find the admissible general form of the right-hand side
of the integral equation:

f (x) = F (x) +Ax +B, A = –F ′
x(a), B = 1

2

[
aF ′

x(a) – F (a) – F (0)
]
,

whereF (x) is an arbitrary bounded twice differentiable function with bounded first derivative.
The first derivative may be unbounded at x = 0, in which case the conditions

[
x1–kF ′

x

]
x=0

= 0
must hold.

25.
∫∫ a

0
|xk – βtk| y(t) dt = f (x), 0 < k < 1, β > 0.

This is a special case of equation 3.8.4 with g(x) = xk and β = λk.

26.
∫∫ a

0
|xktm – tk+m| y(t) dt = f (x), 0 < k < 1, 0 < a < ∞.

The substitution w(t) = tmy(t) leads to an equation of the form 3.1.24:

∫ a

0
|xk – tk |w(t) dt = f (x).
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27.
∫∫ 1

0
|xk – tm| y(t) dt = f (x), k > 0, m > 0.

The transformation

z = xk, τ = tm, w(τ ) = τ
1–m
m y(t)

leads to an equation of the form 3.1.1:∫ 1

0
|z – τ |w(τ ) dτ = F (z), F (z) = mf (z1/k).

28.
∫∫ b

a

|x – t|1+λy(t) dt = f (x), 0 ≤ λ < 1.

For λ = 0, see equation 3.1.2. Assume that 0 < λ < 1.

1◦. Let us remove the modulus in the integrand:∫ x

a

(x – t)1+λy(t) dt +
∫ b

x

(t – x)1+λy(t) dt = f (x). (1)

Let us differentiate (1) with respect to x twice and then divide both the sides by λ(λ + 1). As
a result, we obtain∫ x

a

(x – t)λ–1y(t) dt +
∫ b

x

(t – x)λ–1y(t) dt =
1

λ(λ + 1)
f ′′xx(x). (2)

Rewrite equation (2) in the form∫ b

a

y(t) dt
|x – t|k

=
1

λ(λ + 1)
f ′′xx(x), k = 1 – λ. (3)

See 3.1.29 and 3.1.30 for the solutions of equation (3) for various a and b.

2◦. The right-hand side f (x) of the integral equation must satisfy certain relations. By setting
x = a and x = b in (1), we obtain two corollaries∫ b

a

(t – a)1+λy(t) dt = f (a),
∫ b

a

(b – t)1+λy(t) dt = f (b). (4)

On substituting the solution y(x) of (3) into (4) and then integrating by parts, we obtain the
desired constraints for f (x).

29.
∫∫ a

0

y(t)

|x – t|k
dt = f (x), 0 < k < 1, 0 < a ≤ ∞.

1◦. Solution:

y(x) = –Ax
k–1

2
d

dx

[∫ a

x

t
1–2k

2 dt

(t – x)
1–k

2

∫ t

0

f (s) ds

s
1–k

2 (t – s)
1–k

2

]
,

A =
1

2π
cos

( πk
2

)
Γ(k)

[
Γ
(

1 + k
2

)]–2

,

where Γ(k) is the gamma function.

2◦. The transformation x = z2, t = ξ2, w(ξ) = 2ξy(t) leads to an equation of the form 3.1.31:∫ √
a

0

w(ξ)
|z2 – ξ2|k

dξ = f
(
z2

)
.
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30.
∫∫ b

a

y(t)

|x – t|k
dt = f (x), 0 < k < 1.

It is assumed that |a| + |b| < ∞. Solution:

y(x) =
1

2π
cot( 1

2πk)
d

dx

∫ x

a

f (t) dt
(x – t)1–k

–
1
π2

cos2( 1
2πk)

∫ x

a

Z(t)F (t)
(x – t)1–k

dt,

where

Z(t) = (t – a)
1+k

2 (b – t)
1–k

2 , F (t) =
d

dt

[∫ t

a

dτ

(t – τ )k

∫ b

τ

f (s) ds
Z(s)(s – τ )1–k

]
.

©• Reference: F. D. Gakhov (1977).

31.
∫∫ a

0

y(t)

|x2 – t2|k
dt = f (x), 0 < k < 1, 0 < a ≤ ∞.

Solution:

y(x) = –
2Γ(k) cos

(
1
2πk

)
π
[
Γ
(

1+k
2

)]2 xk–1 d

dx

∫ a

x

t2–2kF (t) dt

(t2 – x2)
1–k

2

, F (t) =
∫ t

0

skf (s) ds

(t2 – s2)
1–k

2

.

©• Reference: P. P. Zabreyko, A. I. Koshelev, et al. (1975).

32.
∫∫ b

a

y(t)

|xλ – tλ|k
dt = f (x), 0 < k < 1, λ > 0.

1◦. The transformation

z = xλ, τ = tλ, w(τ ) = τ
1–λ
λ y(t)

leads to an equation of the form 3.8.30:∫ B

A

w(τ )
|z – τ |k

dτ = F (z),

where A = aλ, B = bλ, F (z) = λf (z1/λ).

2◦. Solution with a = 0:

y(x) = –Ax
λ(k–1)

2
d

dx

[∫ b

x

t
λ(3–2k)–2

2 dt

(tλ – xλ)
1–k

2

∫ t

0

s
λ(k+1)–2

2 f (s) ds

(tλ – sλ)
1–k

2

]
,

A =
λ2

2π
cos

(
πk

2

)
Γ(k)

[
Γ
(

1 + k
2

)]–2

,

where Γ(k) is the gamma function.

33.
∫∫ 1

0

y(t)

|xλ – tm|k
dt = f (x), 0 < k < 1, λ > 0, m > 0.

The transformation

z = xλ, τ = tm, w(τ ) = τ
1–m
m y(t)

leads to an equation of the form 3.8.30:∫ 1

0

w(τ )
|z – τ |k

dτ = F (z), F (z) = mf (z1/λ).
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34.
∫∫ ∞

–∞

y(t)

|x – t|1–λ
dt = f (x), 0 < λ < 1.

Solution:

y(x) =
λ

2π
tan

( πλ
2

) ∫ ∞

–∞

f (x) – f (t)
|x – t|1+λ

dt.

It assumed that the condition
∫ ∞

–∞
|f (x)|pdx < ∞ is satisfied for some p, 1 < p < 1/λ.

©• Reference: S. G. Samko, A. A. Kilbas, and A. A. Marichev (1993).

35.
∫∫ ∞

–∞

y(t)

|x3 – t|1–λ
dt = f (x), 0 < λ < 1.

The substitution z = x3 leads to an equation of the form 3.1.34:∫ ∞

–∞

y(t)
|z – t|1–λ

dt = f
(
z1/3

)
.

36.
∫∫ ∞

–∞

y(t)

|x3 – t3|1–λ
dt = f (x), 0 < λ < 1.

The transformation
z = x3, τ = t3, w(τ ) = τ –2/3y(t)

leads to an equation of the form 3.1.34:∫ ∞

–∞

w(τ )
|z – τ |1–λ

dτ = F (z), F (z) = 3f
(
z1/3

)
.

37.
∫∫ ∞

–∞

sign(x – t)

|x – t|1–λ
y(t) dt = f (x), 0 < λ < 1.

Solution:

y(x) =
λ

2π
cot

( πλ
2

) ∫ ∞

–∞

f (x) – f (t)
|x – t|1+λ

sign(x – t) dt.

©• Reference: S. G. Samko, A. A. Kilbas, and A. A. Marichev (1993).

38.
∫∫ ∞

–∞

a + b sign(x – t)

|x – t|1–λ
y(t) dt = f (x), 0 < λ < 1.

Solution:

y(x) =
λ sin(πλ)

4π
[
a2 cos2

(
1
2πλ

)
+ b2 sin2

(
1
2πλ

)] ∫ ∞

–∞

a + b sign(x – t)
|x – t|1+λ

[
f (x) – f (t)

]
dt.

©• Reference: S. G. Samko, A. A. Kilbas, and A. A. Marichev (1993).

39.
∫∫ ∞

0

y(t) dt

(ax + bt)k
= f (x), a > 0, b > 0, k > 0.

By setting

x =
1

2a
e2z , t =

1
2b
e2τ , y(t) = be(k–2)τw(τ ), f (x) = e–kzg(z).

we obtain an integral equation with the difference kernel of the form 3.8.15:∫ ∞

–∞

w(τ ) dτ

coshk(z – τ )
= g(z).
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40.
∫∫ ∞

0
tz–1y(t) dt = f (z).

The left-hand side of this equation is the Mellin transform of y(t) (z is treated as a complex
variable).

Solution:

y(t) =
1

2πi

∫ c+i∞

c–i∞
t–zf (z) dz, i2 = –1.

For specific f (z), one can use tables of Mellin and Laplace integral transforms to calculate
the integral.

©• References: H. Bateman and A. Erdélyi (vol. 2, 1954), V. A. Ditkin and A. P. Prudnikov (1965).

3.1-6. Equation Containing the Unknown Function of a Complicated Argument

41.
∫∫ 1

0
y(xt) dt = f (x).

Solution:
y(x) = xf ′x(x) + f (x).

The function f (x) is assumed to satisfy the condition
[
xf (x)

]
x=0

= 0.

42.
∫∫ 1

0
tλy(xt) dt = f (x).

The substitution ξ = xt leads to equation
∫ x

0
ξλy(ξ) dξ = xλ+1f (x). Differentiating with

respect to x yields the solution

y(x) = xf ′x(x) + (λ + 1)f (x).

The function f (x) is assumed to satisfy the condition
[
xλ+1f (x)

]
x=0

= 0.

43.
∫∫ 1

0

(
Axk + Btm)y(xt) dt = f (x).

The substitution ξ = xt leads to an equation of the form 1.1.50:∫ x

0

(
Axk+m +Bξm

)
y(ξ) dξ = xm+1f (x).

44.
∫∫ 1

0

y(xt) dt
√

1 – t
= f (x).

The substitution ξ = xt leads to Abel’s equation 1.1.36:∫ x

0

y(ξ) dξ√
x – ξ

=
√
x f (x).

45.
∫∫ 1

0

y(xt) dt

(1 – t)λ
= f (x), 0 < λ < 1.

The substitution ξ = xt leads to the generalized Abel equation 1.1.46:∫ x

0

y(ξ) dξ
(x – ξ)λ

= x1–λf (x).
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46.
∫∫ 1

0

tµy(xt)

(1 – t)λ
dt = f (x), 0 < λ < 1.

The transformation ξ = xt, w(ξ) = ξµy(ξ) leads to the generalized Abel equation 1.1.46:∫ x

0

w(ξ) dξ
(x – ξ)λ

= x1+µ–λf (x).

47.
∫∫ ∞

0

y(x + t) – y(x – t)

t
dt = f (x).

Solution:

y(x) = –
1
π2

∫ ∞

0

f (x + t) – f (x – t)
t

dt.

©• Reference: V. A. Ditkin and A. P. Prudnikov (1965).

3.1-7. Singular Equations

In this subsection, all singular integrals are understood in the sense of the Cauchy principal value.

48.
∫∫ ∞

–∞

y(t) dt

t – x
= f (x).

Solution:

y(x) = –
1
π2

∫ ∞

–∞

f (t) dt
t – x

.

The integral equation and its solution form a Hilbert transform pair (in the asymmetric
form).

©• Reference: V. A. Ditkin and A. P. Prudnikov (1965).

49.
∫∫ b

a

y(t) dt

t – x
= f (x).

This equation is encountered in hydrodynamics in solving the problem on the flow of an ideal
inviscid fluid around a thin profile (a ≤ x ≤ b). It is assumed that |a| + |b| < ∞.

1◦. The solution bounded at the endpoints is

y(x) = –
1
π2

√
(x – a)(b – x)

∫ b

a

f (t)√
(t – a)(b – t)

dt

t – x
,

provided that ∫ b

a

f (t) dt√
(t – a)(b – t)

= 0.

2◦. The solution bounded at the endpoint x = a and unbounded at the endpoint x = b is

y(x) = –
1
π2

√
x – a
b – x

∫ b

a

√
b – t
t – a

f (t)
t – x

dt.

3◦. The solution unbounded at the endpoints is

y(x) = –
1

π2
√

(x – a)(b – x)

[∫ b

a

√
(t – a)(b – t)
t – x

f (t) dt + C

]
,

where C is an arbitrary constant. The formula
∫ b

a
y(t) dt = C/π holds.

Solutions that have a singularity point x = s inside the interval [a, b] can be found in
Subsection 12.4-3.

©• Reference: F. D. Gakhov (1977).

Page 208

© 1998 by CRC Press LLC



3.2. Equations Whose Kernels Contain Exponential
Functions

3.2-1. Kernels Containing Exponential Functions

1.
∫∫ b

a

eλ|x–t|y(t) dt = f (x), –∞ < a < b < ∞.

1◦. Let us remove the modulus in the integrand:∫ x

a

eλ(x–t)y(t) dt +
∫ b

x

eλ(t–x)y(t) dt = f (x). (1)

Differentiating (1) with respect to x twice yields

2λy(x) + λ2
∫ x

a

eλ(x–t)y(t) dt + λ2
∫ b

x

eλ(t–x)y(t) dt = f ′′xx(x). (2)

By eliminating the integral terms from (1) and (2), we obtain the solution

y(x) =
1

2λ

[
f ′′xx(x) – λ2f (x)

]
. (3)

2◦. The right-hand side f (x) of the integral equation must satisfy certain relations. By setting
x = a and x = b in (1), we obtain two corollaries∫ b

a

eλty(t) dt = eλaf (a),
∫ b

a

e–λty(t) dt = e–λbf (b). (4)

On substituting the solution y(x) of (3) into (4) and then integrating by parts, we see that

eλbf ′x(b) – eλaf ′x(a) = λeλaf (a) + λeλbf (b),

e–λbf ′x(b) – e–λaf ′x(a) = λe–λaf (a) + λe–λbf (b).

Hence, we obtain the desired constraints for f (x):

f ′x(a) + λf (a) = 0, f ′x(b) – λf (b) = 0. (5)

The general form of the right-hand side satisfying conditions (5) is given by

f (x) = F (x) +Ax +B,

A =
1

bλ – aλ – 2

[
F ′

x(a) + F ′
x(b) + λF (a) – λF (b)

]
, B = –

1
λ

[
F ′

x(a) + λF (a) +Aaλ +A
]
,

where F (x) is an arbitrary bounded, twice differentiable function.

2.
∫∫ b

a

(
Aeλ|x–t| + Beµ|x–t|)y(t) dt = f (x), –∞ < a < b < ∞.

Let us remove the modulus in the integrand and differentiate the resulting equation with
respect to x twice to obtain

2(Aλ +Bµ)y(x) +
∫ b

a

(
Aλ2eλ|x–t| +Bµ2eµ|x–t|)y(t) dt = f ′′xx(x). (1)

Eliminating the integral term with eµ|x–t| from (1) with the aid of the original integral equation,
we find that

2(Aλ +Bµ)y(x) +A(λ2 – µ2)
∫ b

a

eλ|x–t|y(t) dt = f ′′xx(x) – µ2f (x). (2)

ForAλ+Bµ = 0, this is an equation of the form 3.2.1, and forAλ+Bµ ≠ 0, this is an equation
of the form 4.2.15.

The right-hand side f (x) must satisfy certain relations, which can be obtained by setting
x = a and x = b in the original equation (a similar procedure is used in 3.2.1).
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3.
∫∫ b

a

|eλx – eλt| y(t) dt = f (x), λ > 0.

This is a special case of equation 3.8.3 with g(x) = eλx.
Solution:

y(x) =
1

2λ
d

dx

[
e–λxf ′x(x)

]
.

The right-hand side f (x) of the integral equation must satisfy certain relations (see item 2◦

of equation 3.8.3).

4.
∫∫ a

0
|eβx – eµt| y(t) dt = f (x), β > 0, µ > 0.

This is a special case of equation 3.8.4 with g(x) = eβx and λ = µ/β.

5.
∫∫ b

a

[ n∑
k=1

Ak exp
(
λk|x – t|

)]
y(t) dt = f (x), –∞ < a < b < ∞.

1◦. Let us remove the modulus in the kth summand of the integrand:

Ik(x) =
∫ b

a

exp
(
λk |x – t|

)
y(t) dt =

∫ x

a

exp[λk(x – t)]y(t) dt +
∫ b

x

exp[λk(t –x)]y(t) dt. (1)

Differentiating (1) with respect to x twice yields

I ′k = λk

∫ x

a

exp[λk(x – t)]y(t) dt – λk

∫ b

x

exp[λk(t – x)]y(t) dt,

I ′′k = 2λky(x) + λ2
k

∫ x

a

exp[λk(x – t)]y(t) dt + λ2
k

∫ b

x

exp[λk(t – x)]y(t) dt,

(2)

where the primes denote the derivatives with respect to x. By comparing formulas (1) and (2),
we find the relation between I ′′k and Ik:

I ′′k = 2λky(x) + λ2
kIk, Ik = Ik(x). (3)

2◦. With the aid of (1), the integral equation can be rewritten in the form
n∑

k=1

AkIk = f (x). (4)

Differentiating (4) with respect to x twice and taking into account (3), we obtain

σ1y(x) +
n∑

k=1

Akλ
2
kIk = f ′′xx(x), σ1 = 2

n∑
k=1

Akλk. (5)

Eliminating the integral In from (4) and (5) yields

σ1y(x) +
n–1∑
k=1

Ak(λ2
k – λ2

n)Ik = f ′′xx(x) – λ2
nf (x). (6)

Differentiating (6) with respect to x twice and eliminating In–1 from the resulting equation
with the aid of (6), we obtain a similar equation whose right-hand side is a second-order

linear differential operator (acting on y) with constant coefficients plus the sum
n–2∑
k=1
BkIk. If

we successively eliminate In–2, In–3, . . . , I1 with the aid of double differentiation, then we
finally arrive at a linear nonhomogeneous ordinary differential equation of order 2(n– 1) with
constant coefficients.
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3◦. The right-hand side f (x) must satisfy certain conditions. To find these conditions, one
must set x = a in the integral equation and its derivatives. (Alternatively, these conditions can
be found by setting x = a and x = b in the integral equation and all its derivatives obtained by
means of double differentiation.)

6.
∫∫ b

a

y(t) dt

|eλx – eλt|k
= f (x), 0 < k < 1.

The transformation z = eλx, τ = eλt, w(τ ) = e–λty(t) leads to an equation of the form 3.1.30:

∫ B

A

w(τ )
|z – τ |k

dτ = F (z),

where A = eλa, B = eλb, F (z) = λf
(

1
λ ln z

)
.

7.
∫∫ ∞

0

y(t) dt

(eλx + eλt)k
= f (x), λ > 0, k > 0.

This equation can be rewritten as an equation with difference kernel in the form 3.8.16:∫ ∞

0

w(t) dt

coshk
[

1
2λ(x – t)

] = g(x),

where w(t) = 2–k exp
(
– 1

2λkt
)
y(t) and g(x) = exp

(
1
2λkx

)
f (x).

8.
∫∫ ∞

0
e–zty(t) dt = f (z).

The left-hand side of the equation is the Laplace transform of y(t) (z is treated as a complex
variable).

1◦. Solution:

y(t) =
1

2πi

∫ c+i∞

c–i∞
eztf (z) dz, i2 = –1.

For specific functions f (z), one may use tables of inverse Laplace transforms to calculate
the integral (e.g., see Supplement 5).

2◦. For real z = x, under some assumptions the solution of the original equation can be
represented in the form

y(x) = lim
n→∞

(–1)n

n!

(n
x

)n+1
f (n)

x

(n
x

)
,

which is the real inversion of the Laplace transform. To calculate the solution approximately,
one should restrict oneself to a specific value of n in this formula instead of taking the limit.

©• References: H. Bateman and A. Erdélyi (vol. 1, 1954), I. I. Hirschman and D. V. Widder (1955), V. A. Ditkin
and A. P. Prudnikov (1965).

3.2-2. Kernels Containing Power-Law and Exponential Functions

9.
∫∫ a

0

∣∣keλx – k – t
∣∣ y(t) dt = f (x).

This is a special case of equation 3.8.5 with g(x) = keλx – k.
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10.
∫∫ a

0

∣∣x – keλt – k
∣∣ y(t) dt = f (x).

This is a special case of equation 3.8.6 with g(t) = keλt – k.

11.
∫∫ b

a

∣∣exp(λx2) – exp(λt2)
∣∣y(t) dt = f (x), λ > 0.

This is a special case of equation 3.8.3 with g(x) = exp(λx2).
Solution:

y(x) =
1

4λ
d

dx

[
1
x

exp(–λx2)f ′x(x)

]
.

The right-hand side f (x) of the integral equation must satisfy certain relations (see item 2◦

of equation 3.8.3).

12.
1

√
πx

∫∫ ∞

0
exp

(
–

t2

4x

)
y(t) dt = f (x).

Applying the Laplace transformation to the equation, we obtain

ỹ(
√
p )

√
p

= f̃ (p), f̃ (p) =
∫ ∞

0
e–ptf (t) dt.

Substituting p by p2 and solving for the transform ỹ, we find that ỹ(p) = pf̃ (p2). The inverse
Laplace transform provides the solution of the original integral equation:

y(t) = L
–1{pf̃ (p2)}, L

–1{g(p)} ≡
1

2πi

∫ c+i∞

c–i∞
eptg(p) dp.

13.
∫∫ ∞

0
exp[–g(x)t2]y(t) dt = f (x).

Assume that g(0) = ∞, g(∞) = 0, and g′x < 0.

The substitution z =
1

4g(x)
leads to equation 3.2.12:

1√
πz

∫ ∞

0
exp

(
–
t2

4z

)
y(t) dt = F (z),

where the function F (z) is determined by the relations F =
2√
π
f (x)

√
g(x) and z =

1
4g(x)

by means of eliminating x.

3.3. Equations Whose Kernels Contain Hyperbolic
Functions

3.3-1. Kernels Containing Hyperbolic Cosine

1.
∫∫ b

a

∣∣cosh(λx) – cosh(λt)
∣∣ y(t) dt = f (x).

This is a special case of equation 3.8.3 with g(x) = cosh(λx).
Solution:

y(x) =
1

2λ
d

dx

[
f ′x(x)

sinh(λx)

]
.

The right-hand side f (x) of the integral equation must satisfy certain relations (see item 2◦

of equation 3.8.3).
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2.
∫∫ a

0

∣∣cosh(βx) – cosh(µt)
∣∣ y(t) dt = f (x), β > 0, µ > 0.

This is a special case of equation 3.8.4 with g(x) = cosh(βx) and λ = µ/β.

3.
∫∫ b

a

∣∣ coshk x – coshk t| y(t) dt = f (x), 0 < k < 1.

This is a special case of equation 3.8.3 with g(x) = coshk x.
Solution:

y(x) =
1

2k
d

dx

[
f ′x(x)

sinhx coshk–1 x

]
.

The right-hand side f (x) of the integral equation must satisfy certain relations (see item 2◦

of equation 3.8.3).

4.
∫∫ b

a

y(t)

|cosh(λx) – cosh(λt)|k
dt = f (x), 0 < k < 1.

This is a special case of equation 3.8.7 with g(x) = cosh(λx) + β, where β is an arbitrary
number.

3.3-2. Kernels Containing Hyperbolic Sine

5.
∫∫ b

a

sinh
(
λ|x – t|

)
y(t) dt = f (x), –∞ < a < b < ∞.

1◦. Let us remove the modulus in the integrand:∫ x

a

sinh[λ(x – t)]y(t) dt +
∫ b

x

sinh[λ(t – x)]y(t) dt = f (x). (1)

Differentiating (1) with respect to x twice yields

2λy(x) + λ2
∫ x

a

sinh[λ(x – t)]y(t) dt + λ2
∫ b

x

sinh[λ(t – x)]y(t) dt = f ′′xx(x). (2)

Eliminating the integral terms from (1) and (2), we obtain the solution

y(x) =
1

2λ

[
f ′′xx(x) – λ2f (x)

]
. (3)

2◦. The right-hand side f (x) of the integral equation must satisfy certain relations. By setting
x = a and x = b in (1), we obtain two corollaries∫ b

a

sinh[λ(t – a)]y(t) dt = f (a),
∫ b

a

sinh[λ(b – t)]y(t) dt = f (b). (4)

Substituting solution (3) into (4) and integrating by parts yields the desired conditions for f (x):

sinh[λ(b – a)]f ′x(b) – λ cosh[λ(b – a)]f (b) = λf (a),

sinh[λ(b – a)]f ′x(a) + λ cosh[λ(b – a)]f (a) = –λf (b).
(5)

The general form of the right-hand side is given by

f (x) = F (x) +Ax +B, (6)

whereF (x) is an arbitrary bounded twice differentiable function, and the coefficientsA andB
are expressed in terms of F (a), F (b), F ′

x(a), and F ′
x(b) and can be determined by substituting

formula (6) into conditions (5).
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6.
∫∫ b

a

{
A sinh

(
λ|x – t|

)
+ B sinh

(
µ|x – t|

)}
y(t) dt = f (x), –∞ < a < b < ∞.

Let us remove the modulus in the integrand and differentiate the equation with respect to x
twice to obtain

2(Aλ +Bµ)y(x) +
∫ b

a

{
Aλ2 sinh

(
λ|x – t|

)
+Bµ2 sinh

(
µ|x – t|

)}
y(t) dt = f ′′xx(x), (1)

Eliminating the integral term with sinh
(
µ|x – t|

)
from (1) yields

2(Aλ +Bµ)y(x) +A(λ2 – µ2)
∫ b

a

sinh
(
λ|x – t|

)
y(t) dt = f ′′xx(x) – µ2f (x). (2)

ForAλ+Bµ = 0, this is an equation of the form 3.3.5, and forAλ+Bµ ≠ 0, this is an equation
of the form 4.3.26.

The right-hand side f (x) must satisfy certain relations, which can be obtained by setting
x = a and x = b in the original equation (a similar procedure is used in 3.3.5).

7.
∫∫ b

a

∣∣sinh(λx) – sinh(λt)
∣∣ y(t) dt = f (x).

This is a special case of equation 3.8.3 with g(x) = sinh(λx).
Solution:

y(x) =
1

2λ
d

dx

[
f ′x(x)

cosh(λx)

]
.

The right-hand side f (x) of the integral equation must satisfy certain relations (see item 2◦

of equation 3.8.3).

8.
∫∫ a

0

∣∣sinh(βx) – sinh(µt)
∣∣ y(t) dt = f (x), β > 0, µ > 0.

This is a special case of equation 3.8.4 with g(x) = sinh(βx) and λ = µ/β.

9.
∫∫ b

a

sinh3(λ|x – t|
)
y(t) dt = f (x).

Using the formula sinh3 β = 1
4 sinh 3β – 3

4 sinhβ, we arrive at an equation of the form 3.3.6:∫ b

a

[
1
4A sinh

(
3λ|x – t|

)
– 3

4A sinh
(
λ|x – t|

)]
y(t) dt = f (x).

10.
∫∫ b

a

[ n∑
k=1

Ak sinh
(
λk|x – t|

)]
y(t) dt = f (x), –∞ < a < b < ∞.

1◦. Let us remove the modulus in the kth summand of the integrand:

Ik(x) =
∫ b

a

sinh
(
λk |x–t|

)
y(t) dt =

∫ x

a

sinh[λk(x–t)]y(t) dt+
∫ b

x

sinh[λk(t–x)]y(t) dt. (1)

Differentiating (1) with respect to x twice yields

I ′k = λk

∫ x

a

cosh[λk(x – t)]y(t) dt – λk

∫ b

x

cosh[λk(t – x)]y(t) dt,

I ′′k = 2λky(x) + λ2
k

∫ x

a

sinh[λk(x – t)]y(t) dt + λ2
k

∫ b

x

sinh[λk(t – x)]y(t) dt,

(2)
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where the primes denote the derivatives with respect to x. By comparing formulas (1) and (2),
we find the relation between I ′′k and Ik:

I ′′k = 2λky(x) + λ2
kIk, Ik = Ik(x). (3)

2◦. With the aid of (1), the integral equation can be rewritten in the form

n∑
k=1

AkIk = f (x). (4)

Differentiating (4) with respect to x twice and taking into account (3), we find that

σ1y(x) +
n∑

k=1

Akλ
2
kIk = f ′′xx(x), σ1 = 2

n∑
k=1

Akλk. (5)

Eliminating the integral In from (4) and (5) yields

σ1y(x) +
n–1∑
k=1

Ak(λ2
k – λ2

n)Ik = f ′′xx(x) – λ2
nf (x). (6)

Differentiating (6) with respect to x twice and eliminating In–1 from the resulting equation
with the aid of (6), we obtain a similar equation whose right-hand side is a second-order

linear differential operator (acting on y) with constant coefficients plus the sum
n–2∑
k=1
BkIk.

If we successively eliminate In–2, In–3, . . . , with the aid of double differentiation, then we
finally arrive at a linear nonhomogeneous ordinary differential equation of order 2(n– 1) with
constant coefficients.

3◦. The right-hand side f (x) must satisfy certain conditions. To find these conditions, one
should set x = a in the integral equation and its derivatives. (Alternatively, these conditions
can be found by setting x = a and x = b in the integral equation and all its derivatives obtained
by means of double differentiation.)

11.
∫∫ b

0

∣∣sinhk x – sinhk t
∣∣ y(t) dt = f (x), 0 < k < 1.

This is a special case of equation 3.8.3 with g(x) = sinhk x.
Solution:

y(x) =
1

2k
d

dx

[
f ′x(x)

coshx sinhk–1 x

]
.

The right-hand side f (x) must satisfy certain conditions. As follows from item 3◦ of equation
3.8.3, the admissible general form of the right-hand side is given by

f (x) = F (x) +Ax +B, A = –F ′
x(b), B = 1

2

[
bF ′

x(b) – F (0) – F (b)
]
,

where F (x) is an arbitrary bounded twice differentiable function (with bounded first deriva-
tive).

12.
∫∫ b

a

y(t)

|sinh(λx) – sinh(λt)|k
dt = f (x), 0 < k < 1.

This is a special case of equation 3.8.7 with g(x) = sinh(λx) + β, where β is an arbitrary
number.
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13.
∫∫ a

0

∣∣k sinh(λx) – t
∣∣ y(t) dt = f (x).

This is a special case of equation 3.8.5 with g(x) = k sinh(λx).

14.
∫∫ a

0

∣∣x – k sinh(λt)
∣∣ y(t) dt = f (x).

This is a special case of equation 3.8.6 with g(x) = k sinh(λt).

3.3-3. Kernels Containing Hyperbolic Tangent

15.
∫∫ b

a

∣∣tanh(λx) – tanh(λt)
∣∣ y(t) dt = f (x).

This is a special case of equation 3.8.3 with g(x) = tanh(λx).
Solution:

y(x) =
1

2λ
d

dx

[
cosh2(λx)f ′x(x)

]
.

The right-hand side f (x) of the integral equation must satisfy certain relations (see item 2◦ of
equation 3.8.3).

16.
∫∫ a

0

∣∣tanh(βx) – tanh(µt)
∣∣ y(t) dt = f (x), β > 0, µ > 0.

This is a special case of equation 3.8.4 with g(x) = tanh(βx) and λ = µ/β.

17.
∫∫ b

0
| tanhk x – tanhk t| y(t) dt = f (x), 0 < k < 1.

This is a special case of equation 3.8.3 with g(x) = tanhk x.
Solution:

y(x) =
1

2k
d

dx

[
cosh2 x cothk–1 x f ′x(x)

]
.

The right-hand side f (x) must satisfy certain conditions. As follows from item 3◦ of equation
3.8.3, the admissible general form of the right-hand side is given by

f (x) = F (x) +Ax +B, A = –F ′
x(b), B = 1

2

[
bF ′

x(b) – F (0) – F (b)
]
,

where F (x) is an arbitrary bounded twice differentiable function (with bounded first deriva-
tive).

18.
∫∫ b

a

y(t)

|tanh(λx) – tanh(λt)|k
dt = f (x), 0 < k < 1.

This is a special case of equation 3.8.7 with g(x) = tanh(λx) + β, where β is an arbitrary
number.

19.
∫∫ a

0

∣∣k tanh(λx) – t
∣∣ y(t) dt = f (x).

This is a special case of equation 3.8.5 with g(x) = k tanh(λx).

20.
∫∫ a

0

∣∣x – k tanh(λt)
∣∣ y(t) dt = f (x).

This is a special case of equation 3.8.6 with g(x) = k tanh(λt).
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3.3-4. Kernels Containing Hyperbolic Cotangent

21.
∫∫ b

a

∣∣coth(λx) – coth(λt)
∣∣ y(t) dt = f (x).

This is a special case of equation 3.8.3 with g(x) = coth(λx).

22.
∫∫ b

0

∣∣cothk x – cothk t
∣∣ y(t) dt = f (x), 0 < k < 1.

This is a special case of equation 3.8.3 with g(x) = cothk x.

3.4. Equations Whose Kernels Contain Logarithmic
Functions

3.4-1. Kernels Containing Logarithmic Functions

1.
∫∫ b

a

∣∣ln(x/t)
∣∣ y(t) dt = f (x).

This is a special case of equation 3.8.3 with g(x) = lnx.
Solution:

y(x) =
1
2
d

dx

[
xf ′x(x)

]
.

The right-hand side f (x) of the integral equation must satisfy certain relations (see item 2◦ of
equation 3.8.3).

2.
∫∫ b

a

ln |x – t| y(t) dt = f (x).

Carleman’s equation.

1◦. Solution with b – a ≠ 4:

y(x) =
1

π2
√

(x – a)(b – x)

[∫ b

a

√
(t – a)(b – t) f ′t(t) dt

t – x
+

1

π ln
[

1
4 (b – a)

] ∫ b

a

f (t) dt√
(t – a)(b – t)

]
.

2◦. If b – a = 4, then for the equation to be solvable, the condition

∫ b

a

f (t)(t – a)–1/2(b – t)–1/2 dt = 0

must be satisfied. In this case, the solution has the form

y(x) =
1

π2
√

(x – a)(b – x)

[∫ b

a

√
(t – a)(b – t) f ′t(t) dt

t – x
+ C

]
,

where C is an arbitrary constant.

©• Reference: F. D. Gakhov (1977).
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3.
∫∫ b

a

(
ln |x – t| + β

)
y(t) dt = f (x).

By setting
x = e–βz, t = e–βτ , y(t) = Y (τ ), f (x) = e–βg(z),

we arrive at an equation of the form 3.4.2:∫ B

A

ln |z – τ |Y (τ ) dτ = g(z), A = aeβ , B = beβ .

4.
∫∫ a

–a

(
ln

A

|x – t|

)
y(t) dt = f (x), –a ≤ x ≤ a.

This is a special case of equation 3.4.3 with b = –a. Solution with 0 < a < 2A:

y(x) =
1

2M ′(a)

[
d

da

∫ a

–a

w(t, a)f (t) dt

]
w(x, a)

–
1
2

∫ a

|x|
w(x, ξ)

d

dξ

[
1

M ′(ξ)
d

dξ

∫ ξ

–ξ

w(t, ξ)f (t) dt

]
dξ

–
1
2
d

dx

∫ a

|x|

w(x, ξ)
M ′(ξ)

[∫ ξ

–ξ

w(t, ξ) df (t)

]
dξ,

where

M (ξ) =

(
ln

2A
ξ

)–1

, w(x, ξ) =
M (ξ)

π
√
ξ2 – x2

,

and the prime stands for the derivative.

©• Reference: I. C. Gohberg and M. G. Krein (1967).

5.
∫∫ a

0
ln

∣∣∣∣ x + t

x – t

∣∣∣∣ y(t) dt = f (x).

Solution:

y(x) = –
2
π2

d

dx

∫ a

x

F (t) dt√
t2 – x2

, F (t) =
d

dt

∫ t

0

sf (s) ds√
t2 – s2

.

©• Reference: P. P. Zabreyko, A. I. Koshelev, et al. (1975).

6.
∫∫ b

a

∣∣∣∣ln 1 + λx

1 + λt

∣∣∣∣ y(t) dt = f (x).

This is a special case of equation 3.8.3 with g(x) = ln(1 + λx).
Solution:

y(x) =
1

2λ
d

dx

[
(1 + λx)f ′x(x)

]
.

The right-hand side f (x) of the integral equation must satisfy certain relations (see item 2◦

of equation 3.8.3).

7.
∫∫ b

a

∣∣lnβ x – lnβ t
∣∣ y(t) dt = f (x), 0 < β < 1.

This is a special case of equation 3.8.3 with g(x) = lnβ x.

8.
∫∫ b

a

y(t)

|ln(x/t)|β
dt = f (x), 0 < β < 1.

This is a special case of equation 3.8.7 with g(x) = lnx +A, where A is an arbitrary number.

Page 218

© 1998 by CRC Press LLC



3.4-2. Kernels Containing Power-Law and Logarithmic Functions

9.
∫∫ a

0

∣∣k ln(1 + λx) – t
∣∣ y(t) dt = f (x).

This is a special case of equation 3.8.5 with g(x) = k ln(1 + λx).

10.
∫∫ a

0

∣∣x – k ln(1 + λt)
∣∣ y(t) dt = f (x).

This is a special case of equation 3.8.6 with g(x) = k ln(1 + λt).

11.
∫∫ ∞

0

1

t
ln

∣∣∣∣ x + t

x – t

∣∣∣∣ y(t) dt = f (x).

Solution:

y(x) =
x

π2

d

dx

∫ ∞

0

df (t)
dt

ln

∣∣∣∣1 –
x2

t2

∣∣∣∣ dt.
©• Reference: P. P. Zabreyko, A. I. Koshelev, et al. (1975).

12.
∫∫ ∞

0

ln x – ln t

x – t
y(t) dt = f (x).

The left-hand side of this equation is the iterated Stieltjes transform.
Under some assumptions, the solution of the integral equation can be represented in the

form

y(x) =
1

4π2
lim

n→∞

( e
n

)4n

Dnx2nD2nx2nDnf (x), D =
d

dx
.

To calculate the solution approximately, one should restrict oneself to a specific value of n in
this formula instead of taking the limit.

©• Reference: I. I. Hirschman and D. V. Widder (1955).

13.
∫∫ b

a

ln |xβ – tβ | y(t) dt = f (x), β > 0.

The transformation
z = xβ , τ = tβ , w(τ ) = t1–βy(t)

leads to Carleman’s equation 3.4.2:∫ B

A

ln |z – τ |w(τ ) dτ = F (z), A = aβ , B = bβ ,

where F (z) = βf
(
z1/β

)
.

14.
∫∫ 1

0
ln |xβ – tµ| y(t) dt = f (x), β > 0, µ > 0.

The transformation
z = xβ , τ = tµ, w(τ ) = t1–µy(t)

leads to an equation of the form 3.4.2:∫ 1

0
ln |z – τ |w(τ ) dτ = F (z), F (z) = µf

(
z1/β

)
.
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3.4-3. An Equation Containing the Unknown Function of a Complicated Argument

15.
∫∫ 1

0

(
A ln t + B)y(xt) dt = f (x).

The substitution ξ = xt leads to an equation of the form 1.9.3 with g(x) = –A lnx:∫ x

0

(
A ln ξ –A lnx +B

)
y(ξ) dξ = xf (x).

3.5. Equations Whose Kernels Contain Trigonometric
Functions

3.5-1. Kernels Containing Cosine

1.
∫∫ ∞

0
cos(xt)y(t) dt = f (x).

Solution: y(x) =
2
π

∫ ∞

0
cos(xt)f (t) dt.

Up to constant factors, the function f (x) and the solution y(t) are the Fourier cosine
transform pair.

©• References: H. Bateman and A. Erdélyi (vol. 1, 1954), V. A. Ditkin and A. P. Prudnikov (1965).

2.
∫∫ b

a

∣∣cos(λx) – cos(λt)
∣∣ y(t) dt = f (x).

This is a special case of equation 3.8.3 with g(x) = cos(λx).
Solution:

y(x) = –
1

2λ
d

dx

[
f ′x(x)

sin(λx)

]
.

The right-hand side f (x) of the integral equation must satisfy certain relations (see item 2◦ of
equation 3.8.3).

3.
∫∫ a

0

∣∣cos(βx) – cos(µt)
∣∣ y(t) dt = f (x), β > 0, µ > 0.

This is a special case of equation 3.8.4 with g(x) = cos(βx) and λ = µ/β.

4.
∫∫ b

a

∣∣cosk x – cosk t
∣∣ y(t) dt = f (x), 0 < k < 1.

This is a special case of equation 3.8.3 with g(x) = cosk x.
Solution:

y(x) = –
1

2k
d

dx

[
f ′x(x)

sinx cosk–1 x

]
.

The right-hand side f (x) of the integral equation must satisfy certain relations (see item 2◦ of
equation 3.8.3).

5.
∫∫ b

a

y(t)

|cos(λx) – cos(λt)|k
dt = f (x), 0 < k < 1.

This is a special case of equation 3.8.7 with g(x) = cos(λx) + β, where β is an arbitrary
number.
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3.5-2. Kernels Containing Sine

6.
∫∫ ∞

0
sin(xt)y(t) dt = f (x).

Solution: y(x) =
2
π

∫ ∞

0
sin(xt)f (t) dt.

Up to constant factors, the function f (x) and the solution y(t) are the Fourier sine transform
pair.

©• References: H. Bateman and A. Erdélyi (vol. 1, 1954), V. A. Ditkin and A. P. Prudnikov (1965).

7.
∫∫ b

a

sin
(
λ|x – t|

)
y(t) dt = f (x), –∞ < a < b < ∞.

1◦. Let us remove the modulus in the integrand:

∫ x

a

sin[λ(x – t)]y(t) dt +
∫ b

x

sin[λ(t – x)]y(t) dt = f (x). (1)

Differentiating (1) with respect to x twice yields

2λy(x) – λ2
∫ x

a

sin[λ(x – t)]y(t) dt – λ2
∫ b

x

sin[λ(t – x)]y(t) dt = f ′′xx(x). (2)

Eliminating the integral terms from (1) and (2), we obtain the solution

y(x) =
1

2λ

[
f ′′xx(x) + λ2f (x)

]
. (3)

2◦. The right-hand side f (x) of the integral equation must satisfy certain relations. By setting
x = a and x = b in (1), we obtain two corollaries

∫ b

a

sin[λ(t – a)]y(t) dt = f (a),
∫ b

a

sin[λ(b – t)]y(t) dt = f (b). (4)

Substituting solution (3) into (4) followed by integrating by parts yields the desired conditions
for f (x):

sin[λ(b – a)]f ′x(b) – λ cos[λ(b – a)]f (b) = λf (a),

sin[λ(b – a)]f ′x(a) + λ cos[λ(b – a)]f (a) = –λf (b).
(5)

The general form of the right-hand side of the integral equation is given by

f (x) = F (x) +Ax +B, (6)

whereF (x) is an arbitrary bounded twice differentiable function, and the coefficientsA andB
are expressed in terms of F (a), F (b), F ′

x(a), and F ′
x(b) and can be determined by substituting

formula (6) into conditions (5).
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8.
∫∫ b

a

{
A sin

(
λ|x – t|

)
+ B sin

(
µ|x – t|

)}
y(t) dt = f (x), –∞ < a < b < ∞.

Let us remove the modulus in the integrand and differentiate the equation with respect to x
twice to obtain

2(Aλ +Bµ)y(x) –
∫ b

a

{
Aλ2 sin

(
λ|x – t|

)
+Bµ2 sin

(
µ|x – t|

)}
y(t) dt = f ′′xx(x). (1)

Eliminating the integral term with sin
(
µ|x – t|

)
from (1) with the aid of the original equation,

we find that

2(Aλ +Bµ)y(x) +A(µ2 – λ2)
∫ b

a

sin
(
λ|x – t|

)
y(t) dt = f ′′xx(x) + µ2f (x). (2)

ForAλ+Bµ = 0, this is an equation of the form 3.5.7 and forAλ+Bµ ≠ 0, this is an equation
of the form 4.5.29.

The right-hand side f (x) must satisfy certain relations, which can be obtained by setting
x = a and x = b in the original equation (a similar procedure is used in 3.5.7).

9.
∫∫ b

a

∣∣sin(λx) – sin(λt)
∣∣ y(t) dt = f (x).

This is a special case of equation 3.8.3 with g(x) = sin(λx).
Solution:

y(x) =
1

2λ
d

dx

[
f ′x(x)

cos(λx)

]
.

The right-hand side f (x) of the integral equation must satisfy certain relations (see item 2◦ of
equation 3.8.3).

10.
∫∫ a

0

∣∣sin(βx) – sin(µt)
∣∣ y(t) dt = f (x), β > 0, µ > 0.

This is a special case of equation 3.8.4 with g(x) = sin(βx) and λ = µ/β.

11.
∫∫ b

a

sin3(λ|x – t|
)
y(t) dt = f (x).

Using the formula sin3 β = – 1
4 sin 3β + 3

4 sinβ, we arrive at an equation of the form 3.5.8:∫ b

a

[
– 1

4A sin
(
3λ|x – t|

)
+ 3

4A sin
(
λ|x – t|

)]
y(t) dt = f (x).

12.
∫∫ b

a

[ n∑
k=1

Ak sin
(
λk|x – t|

)]
y(t) dt = f (x), –∞ < a < b < ∞.

1◦. Let us remove the modulus in the kth summand of the integrand:

Ik(x) =
∫ b

a

sin
(
λk |x – t|

)
y(t) dt =

∫ x

a

sin[λk(x – t)]y(t) dt +
∫ b

x

sin[λk(t – x)]y(t) dt. (1)

Differentiating (1) with respect to x yields

I ′k = λk

∫ x

a

cos[λk(x – t)]y(t) dt – λk

∫ b

x

cos[λk(t – x)]y(t) dt,

I ′′k = 2λky(x) – λ2
k

∫ x

a

sin[λk(x – t)]y(t) dt – λ2
k

∫ b

x

sin[λk(t – x)]y(t) dt,

(2)
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where the primes denote the derivatives with respect to x. By comparing formulas (1) and (2),
we find the relation between I ′′k and Ik:

I ′′k = 2λky(x) – λ2
kIk, Ik = Ik(x). (3)

2◦. With the aid of (1), the integral equation can be rewritten in the form
n∑

k=1

AkIk = f (x). (4)

Differentiating (4) with respect to x twice and taking into account (3), we find that

σ1y(x) –
n∑

k=1

Akλ
2
kIk = f ′′xx(x), σ1 = 2

n∑
k=1

Akλk. (5)

Eliminating the integral In from (4) and (5) yields

σ1y(x) +
n–1∑
k=1

Ak(λ2
n – λ2

k)Ik = f ′′xx(x) + λ2
nf (x). (6)

Differentiating (6) with respect to x twice and eliminating In–1 from the resulting equation
with the aid of (6), we obtain a similar equation whose left-hand side is a second-order

linear differential operator (acting on y) with constant coefficients plus the sum
n–2∑
k=1
BkIk.

If we successively eliminate In–2, In–3, . . . , with the aid of double differentiation, then we
finally arrive at a linear nonhomogeneous ordinary differential equation of order 2(n– 1) with
constant coefficients.

3◦. The right-hand side f (x) must satisfy certain conditions. To find these conditions, one
should set x = a in the integral equation and its derivatives. (Alternatively, these conditions
can be found by setting x = a and x = b in the integral equation and all its derivatives obtained
by means of double differentiation.)

13.
∫∫ b

0

∣∣sink x – sink t
∣∣ y(t) dt = f (x), 0 < k < 1.

This is a special case of equation 3.8.3 with g(x) = sink x.
Solution:

y(x) =
1

2k
d

dx

[
f ′x(x)

cosx sink–1 x

]
.

The right-hand side f (x) must satisfy certain conditions. As follows from item 3◦ of equation
3.8.3, the admissible general form of the right-hand side is given by

f (x) = F (x) +Ax +B, A = –F ′
x(b), B = 1

2

[
bF ′

x(b) – F (0) – F (b)
]
,

where F (x) is an arbitrary bounded twice differentiable function (with bounded first deriva-
tive).

14.
∫∫ b

a

y(t)

|sin(λx) – sin(λt)|k
dt = f (x), 0 < k < 1.

This is a special case of equation 3.8.7 with g(x) = sin(λx)+β, where β is an arbitrary number.

15.
∫∫ a

0

∣∣k sin(λx) – t
∣∣ y(t) dt = f (x).

This is a special case of equation 3.8.5 with g(x) = k sin(λx).

16.
∫∫ a

0

∣∣x – k sin(λt)
∣∣ y(t) dt = f (x).

This is a special case of equation 3.8.6 with g(x) = k sin(λt).
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3.5-3. Kernels Containing Tangent

17.
∫∫ b

a

∣∣tan(λx) – tan(λt)
∣∣ y(t) dt = f (x).

This is a special case of equation 3.8.3 with g(x) = tan(λx).
Solution:

y(x) =
1

2λ
d

dx

[
cos2(λx)f ′x(x)

]
.

The right-hand side f (x) of the integral equation must satisfy certain relations (see item 2◦ of
equation 3.8.3).

18.
∫∫ a

0

∣∣tan(βx) – tan(µt)
∣∣ y(t) dt = f (x), β > 0, µ > 0.

This is a special case of equation 3.8.4 with g(x) = tan(βx) and λ = µ/β.

19.
∫∫ b

0

∣∣tank x – tank t
∣∣ y(t) dt = f (x), 0 < k < 1.

This is a special case of equation 3.8.3 with g(x) = tank x.
Solution:

y(x) =
1

2k
d

dx

[
cos2 x cotk–1 xf ′x(x)

]
.

The right-hand side f (x) must satisfy certain conditions. As follows from item 3◦ of equation
3.8.3, the admissible general form of the right-hand side is given by

f (x) = F (x) +Ax +B, A = –F ′
x(b), B = 1

2

[
bF ′

x(b) – F (0) – F (b)
]
,

where F (x) is an arbitrary bounded twice differentiable function (with bounded first deriva-
tive).

20.
∫∫ b

a

y(t)

|tan(λx) – tan(λt)|k
dt = f (x), 0 < k < 1.

This is a special case of equation 3.8.7 with g(x) = tan(λx)+β, where β is an arbitrary number.

21.
∫∫ a

0

∣∣k tan(λx) – t
∣∣ y(t) dt = f (x).

This is a special case of equation 3.8.5 with g(x) = k tan(λx).

22.
∫∫ a

0

∣∣x – k tan(λt)
∣∣ y(t) dt = f (x).

This is a special case of equation 3.8.6 with g(x) = k tan(λt).

3.5-4. Kernels Containing Cotangent

23.
∫∫ b

a

∣∣cot(λx) – cot(λt)
∣∣ y(t) dt = f (x).

This is a special case of equation 3.8.3 with g(x) = cot(λx).

24.
∫∫ b

a

∣∣cotk x – cotk t
∣∣ y(t) dt = f (x), 0 < k < 1.

This is a special case of equation 3.8.3 with g(x) = cotk x.
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3.5-5. Kernels Containing a Combination of Trigonometric Functions

25.
∫∫ ∞

–∞

[
cos(xt) + sin(xt)

]
y(t) dt = f (x).

Solution:

y(x) =
1

2π

∫ ∞

–∞

[
cos(xt) + sin(xt)

]
f (t) dt.

Up to constant factors, the function f (x) and the solution y(t) are the Hartley transform pair.

©• Reference: D. Zwillinger (1989).

26.
∫∫ ∞

0

[
sin(xt) – xt cos(xt)

]
y(t) dt = f (x).

This equation can be reduced to a special case of equation 3.7.1 with ν = 3
2 .

Solution:

y(x) =
2
π

∫ ∞

0

sin(xt) – xt cos(xt)
x2t2

f (t) dt.

3.5-6. Equations Containing the Unknown Function of a Complicated Argument

27.
∫∫ π/2

0
y(ξ) dt = f (x), ξ = x sin t.

Schlömilch equation.
Solution:

y(x) =
2
π

[
f (0) + x

∫ π/2

0
f ′ξ(ξ) dt

]
, ξ = x sin t.

©• References: E. T. Whittaker and G. N. Watson (1958), F. D. Gakhov (1977).

28.
∫∫ π/2

0
y(ξ) dt = f (x), ξ = x sink t.

Generalized Schlömilch equation.
This is a special case of equation 3.5.29 for n = 0 andm = 0.
Solution:

y(x) =
2k
π
x

k–1
k
d

dx

[
x

1
k

∫ x

0
sin t f (ξ) dt

]
, ξ = x sink t.

29.
∫∫ π/2

0
sinλ t y(ξ) dt = f (x), ξ = x sink t.

This is a special case of equation 3.5.29 form = 0.
Solution:

y(x) =
2k
π
x

k–λ–1
k

d

dx

[
x

λ+1
k

∫ x

0
sinλ+1 t f (ξ) dt

]
, ξ = x sink t.
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30.
∫∫ π/2

0
sinλ t cosm t y(ξ) dt = f (x), ξ = x sink t.

1◦. Let λ > –1,m > –1, and k > 0. The transformation

z = x
2
k , ζ = z sin2 t, w(ζ) = ζ

λ–1
2 y

(
ζ

k
2
)

leads to an equation of the form 1.1.43:

∫ z

0
(z – ζ)

m–1
2 w(ζ) dζ = F (z), F (z) = 2z

λ+m
2 f

(
z

k
2
)
.

2◦. Solution with –1 < m < 1:

y(x) =
2k
π

sin
[ π(1 –m)

2

]
x

k–λ–1
k

d

dx

[
x

λ+1
k

∫ π/2

0
sinλ+1 t tanm t f (ξ) dt

]
,

where ξ = x sink t.

3.5-7. A Singular Equation

31.
∫∫ 2π

0
cot

( t – x

2

)
y(t) dt = f (x), 0 ≤ x ≤ 2π.

Here the integral is understood in the sense of the Cauchy principal value and the right-hand

side is assumed to satisfy the condition
∫ 2π

0
f (t) dt = 0.

Solution:

y(x) = –
1

4π2

∫ 2π

0
cot

( t – x
2

)
f (t) dt + C,

where C is an arbitrary constant.

It follows from the solution that
∫ 2π

0
y(t) dt = 2πC.

The equation and its solution form a Hilbert transform pair (in the asymmetric form).

©• Reference: F. D. Gakhov (1977).

3.6. Equations Whose Kernels Contain Combinations of
Elementary Functions

3.6-1. Kernels Containing Hyperbolic and Logarithmic Functions

1.
∫∫ b

a

ln
∣∣cosh(λx) – cosh(λt)

∣∣ y(t) dt = f (x).

This is a special case of equation 1.8.9 with g(x) = cosh(λx).

2.
∫∫ b

a

ln
∣∣sinh(λx) – sinh(λt)

∣∣ y(t) dt = f (x).

This is a special case of equation 1.8.9 with g(x) = sinh(λx).
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3.
∫∫ a

–a

ln
[

sinh
( 1

2 A
)

2 sinh
( 1

2 |x – t|
) ]

y(t) dt = f (x), –a ≤ x ≤ a.

Solution with 0 < a < A:

y(x) =
1

2M ′(a)

[
d

da

∫ a

–a

w(t, a)f (t) dt

]
w(x, a)

–
1
2

∫ a

|x|
w(x, ξ)

d

dξ

[
1

M ′(ξ)
d

dξ

∫ ξ

–ξ

w(t, ξ)f (t) dt

]
dξ

–
1
2
d

dx

∫ a

|x|

w(x, ξ)
M ′(ξ)

[∫ ξ

–ξ

w(t, ξ) df (t)

]
dξ,

where the prime stands for the derivative with respect to the argument and

M (ξ) =

[
ln

(
sinh

(
1
2A

)
sinh

(
1
2 ξ

) )]–1

, w(x, ξ) =
cosh

(
1
2x

)
M (ξ)

π
√

2 cosh ξ – 2 coshx
.

©• Reference: I. C. Gohberg and M. G. Krein (1967).

4.
∫∫ b

a

ln
∣∣tanh(λx) – tanh(λt)

∣∣ y(t) dt = f (x).

This is a special case of equation 1.8.9 with g(x) = tanh(λx).

5.
∫∫ a

–a

ln
[
coth

( 1
4 |x – t|

)]
y(t) dt = f (x), –a ≤ x ≤ a.

Solution:

y(x) =
1

2M ′(a)

[
d

da

∫ a

–a

w(t, a)f (t) dt

]
w(x, a)

–
1
2

∫ a

|x|
w(x, ξ)

d

dξ

[
1

M ′(ξ)
d

dξ

∫ ξ

–ξ

w(t, ξ)f (t) dt

]
dξ

–
1
2
d

dx

∫ a

|x|

w(x, ξ)
M ′(ξ)

[∫ ξ

–ξ

w(t, ξ) df (t)

]
dξ,

where the prime stands for the derivative with respect to the argument and

M (ξ) =
P–1/2(cosh ξ)

Q–1/2(cosh ξ)
, w(x, ξ) =

1

πQ–1/2(cosh ξ)
√

2 cosh ξ – 2 coshx
,

and P–1/2(cosh ξ) and Q–1/2(cosh ξ) are the Legendre functions of the first and second kind,
respectively.

©• Reference: I. C. Gohberg and M. G. Krein (1967).

3.6-2. Kernels Containing Logarithmic and Trigonometric Functions

6.
∫∫ b

a

ln
∣∣cos(λx) – cos(λt)

∣∣ y(t) dt = f (x).

This is a special case of equation 1.8.9 with g(x) = cos(λx).
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7.
∫∫ b

a

ln
∣∣sin(λx) – sin(λt)

∣∣ y(t) dt = f (x).

This is a special case of equation 1.8.9 with g(x) = sin(λx).

8.
∫∫ a

–a

ln
[

sin
( 1

2 A
)

2 sin
( 1

2 |x – t|
) ]

y(t) dt = f (x), –a ≤ x ≤ a.

Solution with 0 < a < A:

y(x) =
1

2M ′(a)

[
d

da

∫ a

–a

w(t, a)f (t) dt

]
w(x, a)

–
1
2

∫ a

|x|
w(x, ξ)

d

dξ

[
1

M ′(ξ)
d

dξ

∫ ξ

–ξ

w(t, ξ)f (t) dt

]
dξ

–
1
2
d

dx

∫ a

|x|

w(x, ξ)
M ′(ξ)

[∫ ξ

–ξ

w(t, ξ) df (t)

]
dξ,

where the prime stands for the derivative with respect to the argument and

M (ξ) =

[
ln

(
sin

(
1
2A

)
sin

(
1
2 ξ

) )]–1

, w(x, ξ) =
cos

(
1
2 ξ

)
M (ξ)

π
√

2 cosx – 2 cos ξ
.

©• Reference: I. C. Gohberg and M. G. Krein (1967).

3.7. Equations Whose Kernels Contain Special
Functions

3.7-1. Kernels Containing Bessel Functions

1.
∫∫ ∞

0
tJν (xt)y(t) dt = f (x), ν > – 1

2 .

Here Jν is the Bessel function of the first kind.
Solution:

y(x) =
∫ ∞

0
tJν(xt)f (t) dt.

The function f (x) and the solution y(t) are the Hankel transform pair.

©• Reference: V. A. Ditkin and A. P. Prudnikov (1965).

2.
∫∫ b

a

∣∣Jν (λx) – Jν (λt)
∣∣ y(t) dt = f (x).

This is a special case of equation 3.8.3 with g(x) = Jν(λx), where Jν is the Bessel function
of the first kind.

3.
∫∫ b

a

∣∣Yν (λx) – Yν (λt)
∣∣ y(t) dt = f (x).

This is a special case of equation 3.8.3 with g(x) = Yν(λx), where Yν is the Bessel function
of the second kind.
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3.7-2. Kernels Containing Modified Bessel Functions

4.
∫∫ b

a

∣∣Iν (λx) – Iν (λt)
∣∣ y(t) dt = f (x).

This is a special case of equation 3.8.3 with g(x) = Iν(λx), where Iν is the modified Bessel
function of the first kind.

5.
∫∫ b

a

∣∣Kν (λx) – Kν (λt)
∣∣ y(t) dt = f (x).

This is a special case of equation 3.8.3 with g(x) =Kν(λx), whereKν is the modified Bessel
function of the second kind (the Macdonald function).

6.
∫∫ ∞

0

√
zt Kν (zt)y(t) dt = f (z).

HereKν is the modified Bessel function of the second kind.
Up to a constant factor, the left-hand side of this equation is the Meijer transform of y(t)

(z is treated as a complex variable).
Solution:

y(t) =
1
πi

∫ c+i∞

c–i∞

√
zt Iν(zt)f (z) dz.

For specific f (z), one may use tables of Meijer integral transforms to calculate the integral.

©• Reference: V. A. Ditkin and A. P. Prudnikov (1965).

7.
∫∫ ∞

–∞
K0

(
|x – t|

)
y(t) dt = f (x).

HereK0 is the modified Bessel function of the second kind.
Solution:

y(x) = –
1
π2

(
d2

dx2
– 1

) ∫ ∞

–∞
K0

(
|x – t|

)
f (t) dt.

©• Reference: D. Naylor (1986).

3.7-3. Other Kernels

8.
∫∫ a

0
K

(
2
√

xt

x + t

)
y(t) dt

x + t
= f (x).

HereK(z) =
∫ 1

0

dt√
(1 – t2)(1 – z2t2)

is the complete elliptic integral of the first kind.

Solution:

y(x) = –
4
π2

d

dx

∫ a

x

tF (t) dt√
t2 – x2

, F (t) =
d

dt

∫ t

0

sf (s) ds√
t2 – s2

.

©• Reference: P. P. Zabreyko, A. I. Koshelev, et al. (1975).
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9.
∫∫ a

0
F

(
β

2
,

β + 1

2
, µ;

4x2t2

(x2 + t2)2

)
y(t) dt

(x2 + t2)β
= f (x).

Here 0 < a ≤ ∞, 0 < β < µ < β + 1, and F (a, b, c; z) is the hypergeometric function.
Solution:

y(x) =
x2µ–2

Γ(1 + β – µ)
d

dx

∫ a

x

tg(t) dt
(t2 – x2)µ–β

,

g(t) =
2 Γ(β) sin[(β – µ)π]

πΓ(µ)
t1–2β d

dt

∫ t

0

s2µ–1f (s) ds
(t2 – s2)µ–β

.

If a = ∞ and f (x) is a differentiable function, then the solution can be represented in the
form

y(x) = A
d

dt

∫ ∞

0

(xt)2µf ′t(t)
(x2 + t2)2µ–β

F

(
µ –
β

2
, µ +

1 – β
2

, µ + 1;
4x2t2

(x2 + t2)2

)
dt,

where A =
Γ(β) Γ(2µ – β) sin[(β – µ)π]

πΓ(µ) Γ(1 + µ)
.

©• Reference: P. P. Zabreyko, A. I. Koshelev, et al. (1975).

3.8. Equations Whose Kernels Contain Arbitrary
Functions

3.8-1. Equations With Degenerate Kernel

1.
∫∫ b

a

[
g1(x)h1(t) + g2(x)h2(t)

]
y(t) dt = f (x).

This integral equation has solutions only if its right-hand side is representable in the form

f (x) = A1g1(x) +A2g2(x), A1 = const, A2 = const . (1)

In this case, any function y = y(x) satisfying the normalization type conditions∫ b

a

h1(t)y(t) dt = A1,
∫ b

a

h2(t)y(t) dt = A2 (2)

is a solution of the integral equation. Otherwise, the equation has no solutions.

2.
∫∫ b

a

[ n∑
k=0

gk(x)hk(t)
]
y(t) dt = f (x).

This integral equation has solutions only if its right-hand side is representable in the form

f (x) =
n∑

k=0

Akgk(x), (1)

where the Ak are some constants. In this case, any function y = y(x) satisfying the normal-
ization type conditions ∫ b

a

hk(t)y(t) dt = Ak (k = 1, . . . ,n) (2)

is a solution of the integral equation. Otherwise, the equation has no solutions.
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3.8-2. Equations Containing Modulus

3.
∫∫ b

a

|g(x) – g(t)| y(t) dt = f (x).

Let a ≤ x ≤ b and a ≤ t ≤ b; it is assumed in items 1◦ and 2◦ that 0 < g′x(x) < ∞.

1◦. Let us remove the modulus in the integrand:

∫ x

a

[
g(x) – g(t)

]
y(t) dt +

∫ b

x

[
g(t) – g(x)

]
y(t) dt = f (x). (1)

Differentiating (1) with respect to x yields

g′x(x)
∫ x

a

y(t) dt – g′x(x)
∫ b

x

y(t) dt = f ′x(x). (2)

Divide both sides of (2) by g′x(x) and differentiate the resulting equation to obtain the solution

y(x) =
1
2
d

dx

[
f ′x(x)
g′x(x)

]
. (3)

2◦. Let us demonstrate that the right-hand side f (x) of the integral equation must satisfy
certain relations. By setting x = a and x = b, in (1), we obtain two corollaries

∫ b

a

[
g(t) – g(a)

]
y(t) dt = f (a),

∫ b

a

[
g(b) – g(t)

]
y(t) dt = f (b). (4)

Substitute y(x) of (3) into (4). Integrating by parts yields the desired constraints for f (x):

[
g(b) – g(a)

] f ′x(b)
g′x(b)

= f (a) + f (b),

[
g(a) – g(b)

] f ′x(a)
g′x(a)

= f (a) + f (b).
(5)

Let us point out a useful property of these constraints: f ′x(b)g′x(a) + f ′x(a)g′x(b) = 0.
Conditions (5) make it possible to find the admissible general form of the right-hand side

of the integral equation:
f (x) = F (x) +Ax +B, (6)

where F (x) is an arbitrary bounded twice differentiable function (with bounded first deriva-
tive), and the coefficients A and B are given by

A = –
g′x(a)F ′

x(b) + g′x(b)F ′
x(a)

g′x(a) + g′x(b)
,

B = – 1
2A(a + b) – 1

2

[
F (a) + F (b)

]
–
g(b) – g(a)

2g′x(a)

[
A + F ′

x(a)
]
.

3◦. If g(x) is representable in the form g(x) = O(x – a)k with 0 < k < 1 in the vicinity of
the point x = a (in particular, the derivative g′x is unbounded as x→ a), then the solution of
the integral equation is given by formula (3) as well. In this case, the right-hand side of the
integral equation must satisfy the conditions

f (a) + f (b) = 0, f ′x(b) = 0. (7)
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As before, the right-hand side of the integral equation is given by (6), with

A = –F ′
x(b), B = 1

2

[
(a + b)F ′

x(b) – F (a) – F (b)
]
.

4◦. For g′x(a) = 0, the right-hand side of the integral equation must satisfy the conditions

f ′x(a) = 0,
[
g(b) – g(a)

]
f ′x(b) =

[
f (a) + f (b)

]
g′x(b).

As before, the right-hand side of the integral equation is given by (6), with

A = –F ′
x(a), B = 1

2

[
(a + b)F ′

x(a) – F (a) – F (b)
]

+
g(b) – g(a)

2g′x(b)

[
F ′

x(b) – F ′
x(a)

]
.

4.
∫∫ a

0

∣∣g(x) – g(λt)
∣∣ y(t) dt = f (x), λ > 0.

Assume that 0 ≤ x ≤ a, 0 ≤ t ≤ a and 0 < g′x(x) < ∞.

1◦. Let us remove the modulus in the integrand:∫ x/λ

0

[
g(x) – g(λt)

]
y(t) dt +

∫ a

x/λ

[
g(λt) – g(x)

]
y(t) dt = f (x). (1)

Differentiating (1) with respect to x yields

g′x(x)
∫ x/λ

0
y(t) dt – g′x(x)

∫ a

x/λ

y(t) dt = f ′x(x). (2)

Let us divide both sides of (2) by g′x(x) and differentiate the resulting equation to obtain
y(x/λ) = 1

2λ
[
f ′x(x)/g′x(x)

]′
x

. Substituting x by λx yields the solution

y(x) =
λ

2
d

dz

[
f ′z(z)
g′z(z)

]
, z = λx. (3)

2◦. Let us demonstrate that the right-hand side f (x) of the integral equation must satisfy
certain relations. By setting x = 0 in (1) and (2), we obtain two corollaries∫ a

0

[
g(λt) – g(0)

]
y(t) dt = f (0), g′x(0)

∫ a

0
y(t) dt = –f ′x(0). (4)

Substitute y(x) of (3) into (4). Integrating by parts yields the desired constraints for f (x):

f ′x(0)g′x(λa) + f ′x(λa)g′x(0) = 0,[
g(λa) – g(0)

] f ′x(λa)
g′x(λa)

= f (0) + f (λa).
(5)

Conditions (5) make it possible to find the admissible general form of the right-hand side
of the integral equation:

f (x) = F (x) +Ax +B, (6)

where F (x) is an arbitrary bounded twice differentiable function (with bounded first deriva-
tive), and the coefficients A and B are given by

A = –
g′x(0)F ′

x(λa) + g′x(λa)F ′
x(0)

g′x(0) + g′x(λa)
,

B = – 1
2Aaλ – 1

2

[
F (0) + F (λa)

]
–
g(λa) – g(0)

2g′x(0)

[
A + F ′

x(0)
]
.
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3◦. If g(x) is representable in the form g(x) = O(x)k with 0 < k < 1 in the vicinity of the
point x = 0 (in particular, the derivative g′x is unbounded as x → 0), then the solution of
the integral equation is given by formula (3) as well. In this case, the right-hand side of the
integral equation must satisfy the conditions

f (0) + f (λa) = 0, f ′x(λa) = 0. (7)

As before, the right-hand side of the integral equation is given by (6), with

A = –F ′
x(λa), B = 1

2

[
aλF ′

x(λa) – F (0) – F (λa)
]
.

5.
∫∫ a

0

∣∣g(x) – t
∣∣ y(t) dt = f (x).

Assume that 0 ≤ x ≤ a, 0 ≤ t ≤ a; g(0) = 0, and 0 < g′x(x) < ∞.

1◦. Let us remove the modulus in the integrand:

∫ g(x)

0

[
g(x) – t

]
y(t) dt +

∫ a

g(x)

[
t – g(x)

]
y(t) dt = f (x). (1)

Differentiating (1) with respect to x yields

g′x(x)
∫ g(x)

0
y(t) dt – g′x(x)

∫ a

g(x)
y(t) dt = f ′x(x). (2)

Let us divide both sides of (2) by g′x(x) and differentiate the resulting equation to obtain
2g′x(x)y

(
g(x)

)
=

[
f ′x(x)/g′x(x)

]′
x

. Hence, we find the solution:

y(x) =
1

2g′z(z)
d

dz

[
f ′z(z)
g′z(z)

]
, z = g–1(x), (3)

where g–1 is the inverse of g.

2◦. Let us demonstrate that the right-hand side f (x) of the integral equation must satisfy
certain relations. By setting x = 0 in (1) and (2), we obtain two corollaries

∫ a

0
ty(t) dt = f (0), g′x(0)

∫ a

0
y(t) dt = –f ′x(0). (4)

Substitute y(x) of (3) into (4). Integrating by parts yields the desired constraints for f (x):

f ′x(0)g′x(xa) + f ′x(xa)g′x(0) = 0, xa = g–1(a);

g(xa)
f ′x(xa)
g′x(xa)

= f (0) + f (xa).
(5)

Conditions (5) make it possible to find the admissible general form of the right-hand side
of the integral equation in question:

f (x) = F (x) +Ax +B, (6)
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where F (x) is an arbitrary bounded twice differentiable function (with bounded first deriva-
tive), and the coefficients A and B are given by

A = –
g′x(0)F ′

x(xa) + g′x(xa)F ′
x(0)

g′x(0) + g′x(xa)
, xa = g–1(a),

B = – 1
2Axa – 1

2

[
F (0) + F (xa)

]
–
g(xa)
2g′x(0)

[
A + F ′

x(0)
]
.

3◦. If g(x) is representable in the vicinity of the point x = 0 in the form g(x) = O(x)k with
0 < k < 1 (i.e., the derivative g′x is unbounded as x → 0), then the solution of the integral
equation is given by formula (3) as well. In this case, the right-hand side of the integral
equation must satisfy the conditions

f (0) + f (xa) = 0, f ′x(xa) = 0. (7)

As before, the right-hand side of the integral equation is given by (6), with

A = –F ′
x(xa), B = 1

2

[
xaF

′
x(xa) – F (0) – F (xa)

]
.

6.
∫∫ a

0

∣∣x – g(t)
∣∣ y(t) dt = f (x).

Assume that 0 ≤ x ≤ a, 0 ≤ t ≤ a; g(0) = 0, and 0 < g′x(x) < ∞.

1◦. Let us remove the modulus in the integrand:

∫ g–1(x)

0

[
x – g(t)

]
y(t) dt +

∫ a

g–1(x)

[
g(t) – x

]
y(t) dt = f (x), (1)

where g–1 is the inverse of g. Differentiating (1) with respect to x yields

∫ g–1(x)

0
y(t) dt –

∫ a

g–1(x)
y(t) dt = f ′x(x). (2)

Differentiating the resulting equation yields 2y
(
g–1(x)

)
= g′x(x)f ′′xx(x). Hence, we obtain the

solution
y(x) = 1

2 g
′
z(z)f ′′zz(z), z = g(x). (3)

2◦. Let us demonstrate that the right-hand side f (x) of the integral equation must satisfy
certain relations. By setting x = 0 in (1) and (2), we obtain two corollaries∫ a

0
g(t)y(t) dt = f (0),

∫ a

0
y(t) dt = –f ′x(0). (4)

Substitute y(x) of (3) into (4). Integrating by parts yields the desired constraints for f (x):

xaf
′
x(xa) = f (0) + f (xa), f ′x(0) + f ′x(xa) = 0, xa = g(a). (5)

Conditions (5) make it possible to find the admissible general form of the right-hand side
of the integral equation:

f (x) = F (x) +Ax +B,

A = – 1
2

[
F ′

x(0) + F ′
x(xa)

]
, B = 1

2

[
xaF

′
x(0) – F (xa) – F (0)

]
, xa = g(a),

where F (x) is an arbitrary bounded twice differentiable function (with bounded first deriva-
tive).
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7.
∫∫ b

a

y(t)

|g(x) – g(t)|k
dt = f (x), 0 < k < 1.

Let g′x ≠ 0. The transformation

z = g(x), τ = g(t), w(τ ) =
1
g′t(t)

y(t)

leads to an equation of the form 3.1.30:∫ B

A

w(τ )
|z – τ |k

dτ = F (z), A = g(a), B = g(b),

whereF =F (z) is the function which is obtained from z = g(x) andF = f (x) by eliminating x.

8.
∫∫ 1

0

y(t)

|g(x) – h(t)|k
dt = f (x), 0 < k < 1.

Let g(0) = 0, g(1) = 1, g′x > 0; h(0) = 0, h(1) = 1, and h′t > 0.
The transformation

z = g(x), τ = h(t), w(τ ) =
1
h′t(t)

y(t)

leads to an equation of the form 3.1.29:∫ 1

0

w(τ )
|z – τ |k

dτ = F (z),

whereF =F (z) is the function which is obtained from z = g(x) andF = f (x) by eliminating x.

9.
∫∫ b

a

y(t) ln |g(x) – g(t)| dt = f (x).

Let g′x ≠ 0. The transformation

z = g(x), τ = g(t), w(τ ) =
1
g′t(t)

y(t)

leads to Carleman’s equation 3.4.2:∫ B

A

ln |z – τ |w(τ ) dτ = F (z), A = g(a), B = g(b),

whereF =F (z) is the function which is obtained from z = g(x) andF = f (x) by eliminating x.

10.
∫∫ 1

0
y(t) ln |g(x) – h(t)| dt = f (x).

Let g(0) = 0, g(1) = 1, g′x > 0; h(0) = 0, h(1) = 1, and h′t > 0.
The transformation

z = g(x), τ = h(t), w(τ ) =
1
h′t(t)

y(t)

leads to an equation of the form 3.4.2:∫ 1

0
ln |z – τ |w(τ ) dτ = F (z),

whereF =F (z) is the function which is obtained from z = g(x) andF = f (x) by eliminating x.
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3.8-3. Equations With Difference Kernel: K(x, t) = K(x – t)

11.
∫∫ ∞

–∞
K(x – t)y(t) dt = Axn, n = 0, 1, 2, . . .

1◦. Solution with n = 0:

y(x) =
A

B
, B =

∫ ∞

–∞
K(x) dx.

2◦. Solution with n = 1:

y(x) =
A

B
x +
AC

B2
, B =

∫ ∞

–∞
K(x) dx, C =

∫ ∞

–∞
xK(x).

3◦. Solution with n ≥ 2:

y(x) =

{
dn

dλn

[
Aeλx

B(λ)

]}
λ=0

, B(λ) =
∫ ∞

–∞
K(x)e–λx dx.

12.
∫∫ ∞

–∞
K(x – t)y(t) dt = Aeλx.

Solution:

y(x) =
A

B
eλx, B =

∫ ∞

–∞
K(x)e–λx dx.

13.
∫∫ ∞

–∞
K(x – t)y(t) dt = Axneλx, n = 1, 2, . . .

1◦. Solution with n = 1:

y(x) =
A

B
xeλx +

AC

B2
eλx,

B =
∫ ∞

–∞
K(x)e–λx dx, C =

∫ ∞

–∞
xK(x)e–λx dx.

2◦. Solution with n ≥ 2:

y(x) =
dn

dλn

[
Aeλx

B(λ)

]
, B(λ) =

∫ ∞

–∞
K(x)e–λx dx.

14.
∫∫ ∞

–∞
K(x – t)y(t) dt = A cos(λx) + B sin(λx).

Solution:

y(x) =
AIc +BIs

I2
c + I2

s
cos(λx) +

BIc –AIs

I2
c + I2

s
sin(λx),

Ic =
∫ ∞

–∞
K(z) cos(λz) dz, Is =

∫ ∞

–∞
K(z) sin(λz) dz.
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15.
∫∫ ∞

–∞
K(x – t)y(t) dt = f (x).

The Fourier transform is used to solve this equation.

1◦. Solution:

y(x) =
1

2π

∫ ∞

–∞

f̃ (u)

K̃(u)
eiux du,

f̃ (u) =
1√
2π

∫ ∞

–∞
f (x)e–iux dx, K̃(u) =

1√
2π

∫ ∞

–∞
K(x)e–iux dx.

The following statement is valid. Let f (x) ∈ L2(–∞,∞) andK(x) ∈ L1(–∞,∞). Then
for a solution y(x) ∈ L2(–∞,∞) of the integral equation to exist, it is necessary and sufficient
that f̃ (u)/K̃(u) ∈ L2(–∞,∞).

2◦. Let the function P (s) defined by the formula

1
P (s)

=
∫ ∞

–∞
e–stK(t) dt

be a polynomial of degree n with real roots of the form

P (s) =
(

1 –
s

a1

)(
1 –

s

a2

)
. . .

(
1 –

s

an

)
.

Then the solution of the integral equation is given by

y(x) = P (D)f (x), D =
d

dx
.

©• References: I. I. Hirschman and D. V. Widder (1955), V. A. Ditkin and A. P. Prudnikov (1965).

16.
∫∫ ∞

0
K(x – t)y(t) dt = f (x).

The Wiener–Hopf equation of the first kind. This equation is discussed in Subsection 10.5-1
in detail.

3.8-4. Other Equations of the Form
∫ b

a
K(x, t)y(t) dt = F (x)

17.
∫∫ ∞

–∞
K(ax – t)y(t) dt = Aeλx.

Solution:

y(x) =
A

B
exp

( λ
a
x
)

, B =
∫ ∞

–∞
K(z) exp

(
–
λ

a
z
)
dz.

18.
∫∫ ∞

–∞
K(ax – t)y(t) dt = f (x).

The substitution z = ax leads to an equation of the form 3.8.15:

∫ ∞

–∞
K(z – t)y(t) dt = f (z/a).
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19.
∫∫ ∞

–∞
K(ax + t)y(t) dt = Aeλx.

Solution:

y(x) =
A

B
exp

(
–
λ

a
x
)

, B =
∫ ∞

–∞
K(z) exp

(
–
λ

a
z
)
dz.

20.
∫∫ ∞

–∞
K(ax + t)y(t) dt = f (x).

The transformation τ = –t, z = ax, y(t) = Y (τ ) leads to an equation of the form 3.8.15:∫ ∞

–∞
K(z – τ )Y (τ ) dt = f (z/a).

21.
∫∫ ∞

–∞
[eβtK(ax + t) + eµtM (ax – t)]y(t) dt = Aeλx.

Solution:

y(x) = A
Ik(q)epx – Im(p)eqx

Ik(p)Ik(q) – Im(p)Im(q)
, p = –

λ

a
– β, q =

λ

a
– µ,

where

Ik(q) =
∫ ∞

–∞
K(z)e(β+q)z dz, Im(q) =

∫ ∞

–∞
M (z)e–(µ+q)z dz.

22.
∫∫ ∞

0
g(xt)y(t) dt = f (x).

By setting

x = ez , t = e–τ , y(t) = eτw(τ ), g(ξ) = G(ln ξ), f (ξ) = F (ln ξ),

we arrive at an integral equation with difference kernel of the form 3.8.15:∫ ∞

–∞
G(z – τ )w(τ ) dτ = F (z).

23.
∫∫ ∞

0
g
( x

t

)
y(t) dt = f (x).

By setting

x = ez , t = eτ , y(t) = e–τw(τ ), g(ξ) = G(ln ξ), f (ξ) = F (ln ξ),

we arrive at an integral equation with difference kernel of the form 3.8.15:∫ ∞

–∞
G(z – τ )w(τ ) dτ = F (z).

24.
∫∫ ∞

0
g
(
xβtλ

)
y(t) dt = f (x), β > 0, λ > 0.

By setting

x = ez/β , t = e–τ/λ, y(t) = eτ/λw(τ ), g(ξ) = G(ln ξ), f (ξ) = 1
λF (β ln ξ),

we arrive at an integral equation with difference kernel of the form 3.8.15:∫ ∞

–∞
G(z – τ )w(τ ) dτ = F (z).
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25.
∫∫ ∞

0
g

(
xβ

tλ

)
y(t) dt = f (x), β > 0, λ > 0.

By setting

x = ez/β , t = eτ/λ, y(t) = e–τ/λw(τ ), g(ξ) = G(ln ξ), f (ξ) = 1
λF (β ln ξ),

we arrive at an integral equation with difference kernel of the form 3.8.15:∫ ∞

–∞
G(z – τ )w(τ ) dτ = F (z).

3.8-5. Equations of the Form
∫ b

a
K(x, t)y(· · ·) dt = F (x)

26.
∫∫ b

a

f (t)y(xt) dt = Ax + B.

Solution:

y(x) =
A

I1
x +

B

I0
, I0 =

∫ b

a

f (t) dt, I1 =
∫ b

a

tf (t) dt.

27.
∫∫ b

a

f (t)y(xt) dt = Axβ.

Solution:

y(x) =
A

B
xβ , B =

∫ b

a

f (t)tβ dt.

28.
∫∫ b

a

f (t)y(xt) dt = A ln x + B.

Solution:
y(x) = p lnx + q,

where

p =
A

I0
, q =

B

I0
–
AIl
I2

0

, I0 =
∫ b

a

f (t) dt, Il =
∫ b

a

f (t) ln t dt.

29.
∫∫ b

a

f (t)y(xt) dt = Axβ ln x.

Solution:
y(x) = pxβ lnx + qxβ ,

where

p =
A

I1
, q = –

AI2

I2
1

, I1 =
∫ b

a

f (t)tβdt, I2 =
∫ b

a

f (t)tβ ln t dt.

30.
∫∫ b

a

f (t)y(xt) dt = A cos(ln x).

Solution:

y(x) =
AIc

I2
c + I2

s
cos(lnx) +

AIs

I2
c + I2

s
sin(lnx),

Ic =
∫ b

a

f (t) cos(ln t) dt, Is =
∫ b

a

f (t) sin(ln t) dt.
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31.
∫∫ b

a

f (t)y(xt) dt = A sin(ln x).

Solution:

y(x) = –
AIs

I2
c + I2

s
cos(lnx) +

AIc

I2
c + I2

s
sin(lnx),

Ic =
∫ b

a

f (t) cos(ln t) dt, Is =
∫ b

a

f (t) sin(ln t) dt.

32.
∫∫ b

a

f (t)y(xt) dt = Axβ cos(ln x) + Bxβ sin(ln x).

Solution:
y(x) = pxβ cos(lnx) + qxβ sin(lnx),

where

p =
AIc –BIs

I2
c + I2

s
, q =

AIs +BIc

I2
c + I2

s
,

Ic =
∫ b

a

f (t)tβ cos(ln t) dt, Is =
∫ b

a

f (t)tβ sin(ln t) dt.

33.
∫∫ b

a

f (t)y(x – t) dt = Ax + B.

Solution:
y(x) = px + q,

where

p =
A

I0
, q =

AI1

I2
0

+
B

I0
, I0 =

∫ b

a

f (t) dt, I1 =
∫ b

a

tf (t) dt.

34.
∫∫ b

a

f (t)y(x – t) dt = Aeλx.

Solution:

y(x) =
A

B
eλx, B =

∫ b

a

f (t) exp(–λt) dt.

35.
∫∫ b

a

f (t)y(x – t) dt = A cos(λx).

Solution:

y(x) = –
AIs

I2
c + I2

s
sin(λx) +

AIc

I2
c + I2

s
cos(λx),

Ic =
∫ b

a

f (t) cos(λt) dt, Is =
∫ b

a

f (t) sin(λt) dt.

36.
∫∫ b

a

f (t)y(x – t) dt = A sin(λx).

Solution:

y(x) =
AIc

I2
c + I2

s
sin(λx) +

AIs

I2
c + I2

s
cos(λx),

Ic =
∫ b

a

f (t) cos(λt) dt, Is =
∫ b

a

f (t) sin(λt) dt.
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37.
∫∫ b

a

f (t)y(x – t) dt = eµx(A sin λx + B cos λx).

Solution:
y(x) = eµx(p sinλx + q cosλx),

where

p =
AIc –BIs

I2
c + I2

s
, q =

AIs +BIc

I2
c + I2

s
,

Ic =
∫ b

a

f (t)e–µt cos(λt) dt, Is =
∫ b

a

f (t)e–µt sin(λt) dt.

38.
∫∫ b

a

f (t)y(x – t) dt = g(x).

1◦. For g(x) =
n∑

k=1
Ak exp(λkx), the solution of the equation has the form

y(x) =
n∑

k=1

Ak

Bk
exp(λkx), Bk =

∫ b

a

f (t) exp(–λkt) dt.

2◦. For a polynomial right-hand side, g(x) =
n∑

k=0
Akx

k, the solution has the form

y(x) =
n∑

k=0

Bkx
k,

where the constants Bk are found by the method of undetermined coefficients.

3◦. For g(x) = eλx
n∑

k=0
Akx

k, the solution has the form

y(x) = eλx
n∑

k=0

Bkx
k,

where the constants Bk are found by the method of undetermined coefficients.

4◦. For g(x) =
n∑

k=1
Ak cos(λkx), the solution has the form

y(x) =
n∑

k=1

Bk cos(λkx) +
n∑

k=1

Ck sin(λkx),

where the constants Bk and Ck are found by the method of undetermined coefficients.

5◦. For g(x) =
n∑

k=1
Ak sin(λkx), the solution has the form

y(x) =
n∑

k=1

Bk cos(λkx) +
n∑

k=1

Ck sin(λkx),

where the constants Bk and Ck are found by the method of undetermined coefficients.
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6◦. For g(x) = cos(λx)
n∑

k=0
Akx

k, the solution has the form

y(x) = cos(λx)
n∑

k=0

Bkx
k + sin(λx)

n∑
k=0

Ckx
k,

where the constants Bk and Ck are found by the method of undetermined coefficients.

7◦. For g(x) = sin(λx)
n∑

k=0
Akx

k, the solution has the form

y(x) = cos(λx)
n∑

k=0

Bkx
k + sin(λx)

n∑
k=0

Ckx
k,

where the constants Bk and Ck are found by the method of undetermined coefficients.

8◦. For g(x) = eµx
n∑

k=1
Ak cos(λkx), the solution has the form

y(x) = eµx
n∑

k=1

Bk cos(λkx) + eµx
n∑

k=1

Ck sin(λkx),

where the constants Bk and Ck are found by the method of undetermined coefficients.

9◦. For g(x) = eµx
n∑

k=1
Ak sin(λkx), the solution has the form

y(x) = eµx
n∑

k=1

Bk cos(λkx) + eµx
n∑

k=1

Ck sin(λkx),

where the constants Bk and Ck are found by the method of undetermined coefficients.

10◦. For g(x) = cos(λx)
n∑

k=1
Ak exp(µkx), the solution has the form

y(x) = cos(λx)
n∑

k=1

Bk exp(µkx) + sin(λx)
n∑

k=1

Bk exp(µkx),

where the constants Bk and Ck are found by the method of undetermined coefficients.

11◦. For g(x) = sin(λx)
n∑

k=1
Ak exp(µkx), the solution has the form

y(x) = cos(λx)
n∑

k=1

Bk exp(µkx) + sin(λx)
n∑

k=1

Bk exp(µkx),

where the constants Bk and Ck are found by the method of undetermined coefficients.

39.
∫∫ b

a

f (t)y(x + βt) dt = Ax + B.

Solution:
y(x) = px + q,

where

p =
A

I0
, q =

B

I0
–
AI1β

I2
0

, I0 =
∫ b

a

f (t) dt, I1 =
∫ b

a

tf (t) dt.
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40.
∫∫ b

a

f (t)y(x + βt) dt = Aeλx.

Solution:

y(x) =
A

B
eλx, B =

∫ b

a

f (t) exp(λβt) dt.

41.
∫∫ b

a

f (t)y(x + βt) dt = A sin λx + B cos λx.

Solution:
y(x) = p sinλx + q cosλx,

where

p =
AIc +BIs

I2
c + I2

s
, q =

BIc –AIs

I2
c + I2

s
,

Ic =
∫ b

a

f (t) cos(λβt) dt, Is =
∫ b

a

f (t) sin(λβt) dt.

42.
∫∫ 1

0
y(ξ) dt = f (x), ξ = g(x)t.

Assume that g(0) = 0, g(1) = 1, and g′x ≥ 0.

1◦. The substitution z = g(x) leads to an equation of the form 3.1.41:
∫ 1

0
y(zt) dt = F (z),

where the function F (z) is obtained from z = g(x) and F = f (x) by eliminating x.

2◦. Solution y = y(z) in the parametric form:

y(z) =
g(x)
g′x(x)

f ′x(x) + f (x), z = g(x).

43.
∫∫ 1

0
tλy(ξ) dt = f (x), ξ = g(x)t.

Assume that g(0) = 0, g(1) = 1, and g′x ≥ 0.

1◦. The substitution z = g(x) leads to an equation of the form 3.1.42:
∫ 1

0
tλy(zt) dt = F (z),

where the function F (z) is obtained from z = g(x) and F = f (x) by eliminating x.

2◦. Solution y = y(z) in the parametric form:

y(z) =
g(x)
g′x(x)

f ′x(x) + (λ + 1)f (x), z = g(x).

44.
∫∫ b

a

f (t)y(ξ) dt = Axβ, ξ = xϕ(t).

Solution:

y(x) =
A

B
xβ , B =

∫ b

a

f (t)
[
ϕ(t)

]β
dt. (1)
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45.
∫∫ b

a

f (t)y(ξ) dt = g(x), ξ = xϕ(t).

1◦. For g(x) =
n∑

k=0
Akx

k, the solution of the equation has the form

y(x) =
n∑

k=0

Ak

Bk
xk, Bk =

∫ b

a

f (t)
[
ϕ(t)

]k
dt.

2◦. For g(x) =
n∑

k=0
Akx

λk , the solution has the form

y(x) =
n∑

k=0

Ak

Bk
xλk , Bk =

∫ b

a

f (t)
[
ϕ(t)

]λk dt.

3◦. For g(x) = lnx
n∑

k=0
Akx

k, the solution has the form

y(x) = lnx
n∑

k=0

Bkx
k +

n∑
k=0

Ckx
k,

where the constants Bk and Ck are found by the method of undetermined coefficients.

4◦. For g(x) =
n∑

k=0
Ak

(
lnx)k, the solution has the form

y(x) =
n∑

k=0

Bk

(
lnx)k,

where the constants Bk are found by the method of undetermined coefficients.

5◦. For g(x) =
n∑

k=1
Ak cos(λk lnx), the solution has the form

y(x) =
n∑

k=1

Bk cos(λk lnx) +
n∑

k=1

Ck sin(λk lnx),

where the constants Bk and Ck are found by the method of undetermined coefficients.

6◦. For g(x) =
n∑

k=1
Ak sin(λk lnx), the solution has the form

y(x) =
n∑

k=1

Bk cos(λk lnx) +
n∑

k=1

Ck sin(λk lnx),

where the constants Bk and Ck are found by the method of undetermined coefficients.
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46.
∫∫ b

a

f (t)y(ξ) dt = g(x), ξ = x + ϕ(t).

1◦. For g(x) =
n∑

k=1
Ak exp(λkx), the solution of the equation has the form

y(x) =
n∑

k=1

Ak

Bk
exp(λkx), Bk =

∫ b

a

f (t) exp
[
λkϕ(t)

]
dt.

2◦. For a polynomial right-hand side, g(x) =
n∑

k=0
Akx

k, the solution has the form

y(x) =
n∑

k=0

Bkx
k,

where the constants Bk are found by the method of undetermined coefficients.

3◦. For g(x) = eλx
n∑

k=0
Akx

k, the solution has the form

y(x) = eλx
n∑

k=0

Bkx
k,

where the constants Bk are found by the method of undetermined coefficients.

4◦. For g(x) =
n∑

k=1
Ak cos(λkx) the solution has the form

y(x) =
n∑

k=1

Bk cos(λkx) +
n∑

k=1

Ck sin(λkx),

where the constants Bk and Ck are found by the method of undetermined coefficients.

5◦. For g(x) =
n∑

k=1
Ak sin(λkx), the solution has the form

y(x) =
n∑

k=1

Bk cos(λkx) +
n∑

k=1

Ck sin(λkx),

where the constants Bk and Ck are found by the method of undetermined coefficients.

6◦. For g(x) = cos(λx)
n∑

k=0
Akx

k, the solution has the form

y(x) = cos(λx)
n∑

k=0

Bkx
k + sin(λx)

n∑
k=0

Ckx
k,

where the constants Bk and Ck are found by the method of undetermined coefficients.

7◦. For g(x) = sin(λx)
n∑

k=0
Akx

k, the solution has the form

y(x) = cos(λx)
n∑

k=0

Bkx
k + sin(λx)

n∑
k=0

Ckx
k,

where the constants Bk and Ck are found by the method of undetermined coefficients.
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8◦. For g(x) = eµx
n∑

k=1
Ak cos(λkx), the solution has the form

y(x) = eµx
n∑

k=1

Bk cos(λkx) + eµx
n∑

k=1

Ck sin(λkx),

where the constants Bk and Ck are found by the method of undetermined coefficients.

9◦. For g(x) = eµx
n∑

k=1
Ak sin(λkx), the solution has the form

y(x) = eµx
n∑

k=1

Bk cos(λkx) + eµx
n∑

k=1

Ck sin(λkx),

where the constants Bk and Ck are found by the method of undetermined coefficients.

10◦. For g(x) = cos(λx)
n∑

k=1
Ak exp(µkx), the solution has the form

y(x) = cos(λx)
n∑

k=1

Bk exp(µkx) + sin(λx)
n∑

k=1

Bk exp(µkx),

where the constants Bk and Ck are found by the method of undetermined coefficients.

11◦. For g(x) = sin(λx)
n∑

k=1
Ak exp(µkx), the solution has the form

y(x) = cos(λx)
n∑

k=1

Bk exp(µkx) + sin(λx)
n∑

k=1

Bk exp(µkx),

where the constants Bk and Ck are found by the method of undetermined coefficients.
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Chapter 4

Linear Equations of the Second Kind
With Constant Limits of Integration

� Notation: f = f (x), g = g(x), h = h(x), v = v(x), w = w(x),K = K(x) are arbitrary functions;
A, B, C, D, E, a, b, c, l, α, β, γ, δ, µ, and ν are arbitrary parameters; n is a nonnegative integer;
and i is the imaginary unit.

� Preliminary remarks. A number λ is called a characteristic value of the integral equation

y(x) – λ
∫ b

a

K(x, t)y(t) dt = f (x)

if there exist nontrivial solutions of the corresponding homogeneous equation (with f (x) ≡ 0). The
nontrivial solutions themselves are called the eigenfunctions of the integral equation corresponding to
the characteristic value λ. If λ is a characteristic value, the number 1/λ is called an eigenvalue of the
integral equation. A value of the parameter λ is said to be regular if for this value the homogeneous
equation has only the trivial solution. Sometimes the characteristic values and the eigenfunctions
of a Fredholm integral equation are called the characteristic values and the eigenfunctions of the
kernelK(x, t). In the above equation, it is usually assumed that a ≤ x ≤ b.

4.1. Equations Whose Kernels Contain Power-Law
Functions

4.1-1. Kernels Linear in the Arguments x and t

1. y(x) – λ

∫∫ b

a

(x – t)y(t) dt = f (x).

Solution:
y(x) = f (x) + λ(A1x +A2),

where

A1 =
12f1 + 6λ (f1∆2 – 2f2∆1)

λ2∆4
1 + 12

, A2 =
–12f2 + 2λ (3f2∆2 – 2f1∆3)

λ2∆4
1 + 12

,

f1 =
∫ b

a

f (x) dx, f2 =
∫ b

a

xf (x) dx, ∆n = bn – an.
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2. y(x) – λ

∫∫ b

a

(x + t)y(t) dt = f (x).

The characteristic values of the equation:

λ1 =
6(b + a) + 4

√
3(a2 + ab + b2)

(a – b)3
, λ2 =

6(b + a) – 4
√

3(a2 + ab + b2)
(a – b)3

.

1◦. Solution with λ ≠ λ1,2:
y(x) = f (x) + λ(A1x +A2),

where

A1 =
12f1 – 6λ(f1∆2 – 2f2∆1)

12 – 12λ∆2 – λ2∆4
1

, A2 =
12f2 – 2λ(3f2∆2 – 2f1∆3)

12 – 12λ∆2 – λ2∆4
1

,

f1 =
∫ b

a

f (x) dx, f2 =
∫ b

a

xf (x) dx, ∆n = bn – an.

2◦. Solution with λ = λ1 ≠ λ2 and f1 = f2 = 0:

y(x) = f (x) + Cy1(x),

where C is an arbitrary constant and y1(x) is an eigenfunction of the equation corresponding
to the characteristic value λ1:

y1(x) = x +
1

λ1(b – a)
–
b + a

2
.

3◦. Solution with λ = λ2 ≠ λ1 and f1 = f2 = 0 is given by the formulas of item 2◦ in which
one must replace λ1 and y1(x) by λ2 and y2(x), respectively.

4◦. The equation has no multiple characteristic values.

3. y(x) – λ

∫∫ b

a

(Ax + Bt)y(t) dt = f (x).

The characteristic values of the equation:

λ1,2 =
3(A +B)(b + a) ±

√
9(A –B)2(b + a)2 + 48AB(a2 + ab + b2)
AB(a – b)3

.

1◦. Solution with λ ≠ λ1,2:
y(x) = f (x) + λ(A1x +A2),

where the constants A1 and A2 are given by

A1 =
12Af1 – 6ABλ(f1∆2 – 2f2∆1)
12 – 6(A +B)λ∆2 –ABλ2∆4

1

, A2 =
12Bf2 – 2ABλ(3f2∆2 – 2f1∆3)
12 – 6(A +B)λ∆2 –ABλ2∆4

1

,

f1 =
∫ b

a

f (x) dx, f2 =
∫ b

a

xf (x) dx, ∆n = bn – an.

2◦. Solution with λ = λ1 ≠ λ2 and f1 = f2 = 0:

y(x) = f (x) + Cy1(x),

where C is an arbitrary constant and y1(x) is an eigenfunction of the equation corresponding
to the characteristic value λ1:

y1(x) = x +
1

λ1A(b – a)
–
b + a

2
.

3◦. Solution with λ = λ2 ≠ λ1 and f1 = f2 = 0 is given by the formulas of item 2◦ in which
one must replace λ1 and y1(x) by λ2 and y2(x), respectively.
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4◦. Solution with λ = λ1,2 = λ∗ and f1 = f2 = 0, where the characteristic value λ∗ =
4

(A +B)(b2 – a2)
is double:

y(x) = f (x) + Cy∗(x),

where C is an arbitrary constant and y∗(x) is an eigenfunction of the equation corresponding
to λ∗:

y∗(x) = x –
(A –B)(b + a)

4A
.

4. y(x) – λ

∫∫ b

a

[A + B(x – t)]y(t) dt = f (x).

This is a special case of equation 4.9.8 with h(t) = 1.
Solution:

y(x) = f (x) + λ(A1 +A2x),

where A1 and A2 are the constants determined by the formulas presented in 4.9.8.

5. y(x) – λ

∫∫ b

a

(Ax + Bt + C)y(t) dt = f (x).

This is a special case of equation 4.9.7 with g(x) = x and h(t) = 1.
Solution:

y(x) = f (x) + λ(A1x +A2),

where A1 and A2 are the constants determined by the formulas presented in 4.9.7.

6. y(x) + A

∫∫ b

a

|x – t| y(t) dt = f (x).

This is a special case of equation 4.9.36 with g(t) = A.

1◦. The function y = y(x) obeys the following second-order linear nonhomogeneous ordinary
differential equation with constant coefficients:

y′′xx + 2Ay = f ′′xx(x). (1)

The boundary conditions for (1) have the form (see 4.9.36)

y′x(a) + y′x(b) = f ′x(a) + f ′x(b),

y(a) + y(b) + (b – a)y′x(a) = f (a) + f (b) + (b – a)f ′x(a).
(2)

Equation (1) under the boundary conditions (2) determines the solution of the original
integral equation.

2◦. For A < 0, the general solution of equation (1) is given by

y(x) = C1 cosh(kx) + C2 sinh(kx) + f (x) + k
∫ x

a

sinh[k(x – t)]f (t) dt, k =
√

–2A, (3)

where C1 and C2 are arbitrary constants.
For A > 0, the general solution of equation (1) is given by

y(x) = C1 cos(kx) + C2 sin(kx) + f (x) – k
∫ x

a

sin[k(x – t)]f (t) dt, k =
√

2A. (4)

The constants C1 and C2 in solutions (3) and (4) are determined by conditions (2).
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3◦. In the special case a = 0 and A > 0, the solution of the integral equation is given by
formula (4) with

C1 = k
Is(1 + cosλ) – Ic(λ + sinλ)

2 + 2 cosλ + λ sinλ
, C2 = k

Is sinλ + Ic(1 + cosλ)
2 + 2 cosλ + λ sinλ

,

k =
√

2A, λ = bk, Is =
∫ b

0
sin[k(b – t)]f (t) dt, Ic =

∫ b

0
cos[k(b – t)]f (t) dt.

4.1-2. Kernels Quadratic in the Arguments x and t

7. y(x) – λ

∫∫ b

a

(x2 + t2)y(t) dt = f (x).

The characteristic values of the equation:

λ1 =
1

1
3 (b3 – a3) +

√
1
5 (b5 – a5)(b – a)

, λ2 =
1

1
3 (b3 – a3) –

√
1
5 (b5 – a5)(b – a)

.

1◦. Solution with λ ≠ λ1,2:

y(x) = f (x) + λ(A1x
2 +A2),

where the constants A1 and A2 are given by

A1 =
f1 – λ

(
1
3 f1∆3 – f2∆1

)
λ2

(
1
9 ∆2

3 – 1
5 ∆1∆5

)
– 2

3λ∆3 + 1
, A2 =

f2 – λ
(

1
3 f2∆3 – 1

5 f1∆5
)

λ2
(

1
9 ∆2

3 – 1
5 ∆1∆5

)
– 2

3λ∆3 + 1
,

f1 =
∫ b

a

f (x) dx, f2 =
∫ b

a

x2f (x) dx, ∆n = bn – an.

2◦. Solution with λ = λ1 ≠ λ2 and f1 = f2 = 0:

y(x) = f (x) + Cy1(x), y1(x) = x2 +

√
b5 – a5

5(b – a)
,

where C is an arbitrary constant and y1(x) is an eigenfunction of the equation corresponding
to the characteristic value λ1.

3◦. Solution with λ = λ2 ≠ λ1 and f1 = f2 = 0:

y(x) = f (x) + Cy2(x), y2(x) = x2 –

√
b5 – a5

5(b – a)
.

where C is an arbitrary constant and y2(x) is an eigenfunction of the equation corresponding
to the characteristic value λ2.

4◦. The equation has no multiple characteristic values.
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8. y(x) – λ

∫∫ b

a

(x2 – t2)y(t) dt = f (x).

The characteristic values of the equation:

λ1,2 = ± 1√
1
9 (b3 – a3)2 – 1

5 (b5 – a5)(b – a)
.

1◦. Solution with λ ≠ λ1,2:

y(x) = f (x) + λ(A1x
2 +A2),

where the constants A1 and A2 are given by

A1 =
f1 + λ

(
1
3 f1∆3 – f2∆1

)
λ2

(
1
5 ∆1∆5 – 1

9 ∆2
2

)
+ 1

, A2 =
–f2 + λ

(
1
3 f2∆3 – 1

5 f1∆5
)

λ2
(

1
5 ∆1∆5 – 1

9 ∆2
2

)
+ 1

,

f1 =
∫ b

a

f (x) dx, f2 =
∫ b

a

x2f (x) dx, ∆n = bn – an.

2◦. Solution with λ = λ1 ≠ λ2 and f1 = f2 = 0:

y(x) = f (x) + Cy1(x), y1(x) = x2 +
3 – λ1(b3 – a3)

3λ1(b – a)
,

where C is an arbitrary constant and y1(x) is an eigenfunction of the equation corresponding
to the characteristic value λ1.

3◦. The solution with λ = λ2 ≠ λ1 and f1 = f2 = 0 is given by the formulas of item 2◦ in
which one must replace λ1 and y1(x) by λ2 and y2(x), respectively.

4◦. The equation has no multiple characteristic values.

9. y(x) – λ

∫∫ b

a

(Ax2 + Bt2)y(t) dt = f (x).

The characteristic values of the equation:

λ1,2 =
1
3 (A +B)∆3 ±

√
1
9 (A –B)2∆2

3 + 4
5AB∆1∆5

2AB
(

1
9 ∆2

3 – 1
5 ∆1∆5

) , ∆n = bn – an.

1◦. Solution with λ ≠ λ1,2:

y(x) = f (x) + λ(A1x
2 +A2),

where the constants A1 and A2 are given by

A1 =
Af1 –ABλ

(
1
3 f1∆3 – f2∆1

)
ABλ2

(
1
9 ∆2

3 – 1
5 ∆1∆5

)
– 1

3 (A +B)λ∆3 + 1
,

A2 =
Bf2 –ABλ

(
1
3 f2∆3 – 1

5 f1∆5
)

ABλ2
(

1
9 ∆2

3 – 1
5 ∆1∆5

)
– 1

3 (A +B)λ∆3 + 1
,

f1 =
∫ b

a

f (x) dx, f2 =
∫ b

a

x2f (x) dx.

2◦. Solution with λ = λ1 ≠ λ2 and f1 = f2 = 0:

y(x) = f (x) + Cy1(x), y1(x) = x2 +
3 – λ1A(b3 – a3)

3λ1A(b – a)
,

where C is an arbitrary constant and y1(x) is an eigenfunction of the equation corresponding
to the characteristic value λ1.
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3◦. The solution with λ = λ2 ≠ λ1 and f1 = f2 = 0 is given by the formulas of item 2◦ in
which one must replace λ1 and y1(x) by λ2 and y2(x), respectively.

4◦. Solution with λ = λ1,2 = λ∗ and f1 = f2 = 0, where λ∗ =
6

(A +B)(b3 – a3)
is the double

characteristic value:
y(x) = f (x) + C1y∗(x),

where C1 is an arbitrary constant and y∗(x) is an eigenfunction of the equation corresponding
to λ∗:

y∗(x) = x2 –
(A –B)(b3 – a3)

6A(b – a)
.

10. y(x) – λ

∫∫ b

a

(xt – t2)y(t) dt = f (x).

This is a special case of equation 4.9.8 with A = 0, B = 1, and h(t) = t.
Solution:

y(x) = f (x) + λ(A1 +A2x),

where A1 and A2 are the constants determined by the formulas presented in 4.9.8.

11. y(x) – λ

∫∫ b

a

(x2 – xt)y(t) dt = f (x).

This is a special case of equation 4.9.10 with A = 0, B = 1, and h(x) = x.
Solution:

y(x) = f (x) + λ(E1x
2 + E2x),

where E1 and E2 are the constants determined by the formulas presented in 4.9.10.

12. y(x) – λ

∫∫ b

a

(Bxt + Ct2)y(t) dt = f (x).

This is a special case of equation 4.9.9 with A = 0 and h(t) = t.
Solution:

y(x) = f (x) + λ(A1 +A2x),

where A1 and A2 are the constants determined by the formulas presented in 4.9.9.

13. y(x) – λ

∫∫ b

a

(Bx2 + Cxt)y(t) dt = f (x).

This is a special case of equation 4.9.11 with A = 0 and h(x) = x.
Solution:

y(x) = f (x) + λ(A1x
2 +A2x),

where A1 and A2 are the constants determined by the formulas presented in 4.9.11.

14. y(x) – λ

∫∫ b

a

(Axt + Bx2 + Cx + D)y(t) dt = f (x).

This is a special case of equation 4.9.18 with g1(x) = Bx2 + Cx +D, h1(t) = 1, g2(x) = x,
and h2(t) = At.

Solution:
y(x) = f (x) + λ[A1(Bx2 + Cx +D) +A2x],

where A1 and A2 are the constants determined by the formulas presented in 4.9.18.
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15. y(x) – λ

∫∫ b

a

(Ax2 + Bt2 + Cx + Dt + E)y(t) dt = f (x).

This is a special case of equation 4.9.18 with g1(x) = Ax2 + Cx, h1(t) = 1, g2(x) = 1, and
h2(t) = Bt2 +Dt + E.

Solution:
y(x) = f (x) + λ[A1(Ax2 + Cx) +A2],

where A1 and A2 are the constants determined by the formulas presented in 4.9.18.

16. y(x) – λ

∫∫ b

a

[Ax + B + (Cx + D)(x – t)]y(t) dt = f (x).

This is a special case of equation 4.9.18 with g1(x) = Cx2 + (A + D)x + B, h1(t) = 1,
g2(x) = Cx +D, and h2(t) = –t.

Solution:

y(x) = f (x) + λ[A1(Cx2 +Ax +Dx +B) +A2(Cx +D)],

where A1 and A2 are the constants determined by the formulas presented in 4.9.18.

17. y(x) – λ

∫∫ b

a

[At + B + (Ct + D)(t – x)]y(t) dt = f (x).

This is a special case of equation 4.9.18 with g1(x) = 1, h1(t) = Ct2 + (A+D)t+B, g2(x) = x,
and h2(t) = –(Ct +D).

Solution:
y(x) = f (x) + λ(A1 +A2x),

where A1 and A2 are the constants determined by the formulas presented in 4.9.18.

18. y(x) – λ

∫∫ b

a

(x – t)2y(t) dt = f (x).

This is a special case of equation 4.9.19 with g(x) = x, h(t) = –t, andm = 2.

19. y(x) – λ

∫∫ b

a

(Ax + Bt)2y(t) dt = f (x).

This is a special case of equation 4.9.19 with g(x) = Ax, h(t) = Bt, andm = 2.

4.1-3. Kernels Cubic in the Arguments x and t

20. y(x) – λ

∫∫ b

a

(x3 + t3)y(t) dt = f (x).

The characteristic values of the equation:

λ1 =
1

1
4 (b4 – a4) +

√
1
7 (b7 – a7)(b – a)

, λ2 =
1

1
4 (b4 – a4) –

√
1
7 (b7 – a7)(b – a)

.

1◦. Solution with λ ≠ λ1,2:

y(x) = f (x) + λ(A1x
3 +A2),
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where the constants A1 and A2 are given by

A1 =
f1 – λ

(
1
4 f1∆4 – f2∆1

)
λ2

(
1
16 ∆2

4 – 1
7 ∆1∆7

)
– 1

2λ∆4 + 1
, A2 =

f2 – λ
(

1
4 f2∆4 – 1

7 f1∆7
)

λ2
(

1
16 ∆2

4 – 1
7 ∆1∆7

)
– 1

2λ∆4 + 1
,

f1 =
∫ b

a

f (x) dx, f2 =
∫ b

a

x3f (x) dx, ∆n = bn – an.

2◦. Solution with λ = λ1 ≠ λ2 and f1 = f2 = 0:

y(x) = f (x) + Cy1(x), y1(x) = x3 +

√
b7 – a7

7(b – a)
,

where C is an arbitrary constant and y1(x) is an eigenfunction of the equation corresponding
to the characteristic value λ1.

3◦. Solution with λ = λ2 ≠ λ1 and f1 = f2 = 0:

y(x) = f (x) + Cy2(x), y2(x) = x3 –

√
b7 – a7

7(b – a)
,

where C is an arbitrary constant and y2(x) is an eigenfunction of the equation corresponding
to the characteristic value λ2.

4◦. The equation has no multiple characteristic values.

21. y(x) – λ

∫∫ b

a

(x3 – t3)y(t) dt = f (x).

The characteristic values of the equation:

λ1,2 = ± 1√
1
4 (a4 – b4)2 – 1

7 (a7 – b7)(b – a)
.

1◦. Solution with λ ≠ λ1,2:

y(x) = f (x) + λ(A1x
3 +A2),

where the constants A1 and A2 are given by

A1 =
f1 + λ

(
1
4 f1∆4 – f2∆1

)
λ2

(
1
7 ∆1∆7 – 1

16 ∆2
4

)
+ 1

, A2 =
–f2 + λ

(
1
4 f2∆4 – 1

7 f1∆7
)

λ2
(

1
7 ∆1∆7 – 1

16 ∆2
4

)
+ 1

,

f1 =
∫ b

a

f (x) dx, f2 =
∫ b

a

x3f (x) dx, ∆n = bn – an.

2◦. Solution with λ = λ1 ≠ λ2 and f1 = f2 = 0:

y(x) = f (x) + Cy1(x), y1(x) = x3 +
4 – λ1(b4 – a4)

4λ1(b – a)
,

where C is an arbitrary constant and y1(x) is an eigenfunction of the equation corresponding
to the characteristic value λ1.

3◦. The solution with λ = λ2 ≠ λ1 and f1 = f2 = 0 is given by the formulas of item 2◦ in
which one must replace λ1 and y1(x) by λ2 and y2(x), respectively.

4◦. The equation has no multiple characteristic values.
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22. y(x) – λ

∫∫ b

a

(Ax3 + Bt3)y(t) dt = f (x).

The characteristic values of the equation:

λ1,2 =
1
4 (A +B)∆4 ±

√
1
16 (A –B)2∆2

4 + 4
7AB∆1∆7

2AB
(

1
16 ∆2

4 – 1
7 ∆1∆7

) , ∆n = bn – an.

1◦. Solution with λ ≠ λ1,2:

y(x) = f (x) + λ(A1x
3 +A2),

where the constants A1 and A2 are given by

A1 =
Af1 –ABλ

(
1
4 f1∆4 – f2∆1

)
ABλ2

(
1
16 ∆2

4 – 1
7 ∆1∆7

)
– 1

4λ(A +B)∆4 + 1
,

A2 =
Bf2 –ABλ

(
1
4 f2∆4 – 1

7 f1∆7
)

ABλ2
(

1
16 ∆2

4 – 1
7 ∆1∆7

)
– 1

4λ(A +B)∆4 + 1
,

f1 =
∫ b

a

f (x) dx, f2 =
∫ b

a

x3f (x) dx.

2◦. Solution with λ = λ1 ≠ λ2 and f1 = f2 = 0:

y(x) = f (x) + Cy1(x), y1(x) = x3 +
4 – λ1A(b4 – a4)

4λ1A(b – a)
,

where C is an arbitrary constant and y1(x) is an eigenfunction of the equation corresponding
to the characteristic value λ1.

3◦. The solution with λ = λ2 ≠ λ1 and f1 = f2 = 0 is given by the formulas of item 2◦ in
which one must replace λ1 and y1(x) by λ2 and y2(x), respectively.

4◦. Solution with λ = λ1,2 = λ∗ and f1 = f2 = 0, where λ∗ =
8

(A +B)(b4 – a4)
is the double

characteristic value:

y(x) = f (x) + Cy∗(x), y∗(x) = x3 –
(A –B)(b4 – a4)

8A(b – a)
,

where C is an arbitrary constant and y∗(x) is an eigenfunction of the equation corresponding
to λ∗.

23. y(x) – λ

∫∫ b

a

(xt2 – t3)y(t) dt = f (x).

This is a special case of equation 4.9.8 with A = 0, B = 1, and h(t) = t2.
Solution:

y(x) = f (x) + λ(A1 +A2x),

where A1 and A2 are the constants determined by the formulas presented in 4.9.8.
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24. y(x) – λ

∫∫ b

a

(Bxt2 + Ct3)y(t) dt = f (x).

This is a special case of equation 4.9.9 with A = 0 and h(t) = t2.
Solution:

y(x) = f (x) + λ(A1 +A2x),

where A1 and A2 are the constants determined by the formulas presented in 4.9.9.

25. y(x) – λ

∫∫ b

a

(Ax2t + Bxt2)y(t) dt = f (x).

This is a special case of equation 4.9.17 with g(x) = x2 and h(x) = x.
Solution:

y(x) = f (x) + λ(A1x
2 +A2x),

where A1 and A2 are the constants determined by the formulas presented in 4.9.17.

26. y(x) – λ

∫∫ b

a

(Ax3 + Bxt2)y(t) dt = f (x).

This is a special case of equation 4.9.18 with g1(x) = x3, h1(t) =A, g2(x) = x, and h2(t) =Bt2.
Solution:

y(x) = f (x) + λ(A1x
3 +A2x),

where A1 and A2 are the constants determined by the formulas presented in 4.9.18.

27. y(x) – λ

∫∫ b

a

(Ax3 + Bx2t + Cx2 + D)y(t) dt = f (x).

This is a special case of equation 4.9.18 with g1(x) = Ax3 + Cx2 +D, h1(t) = 1, g2(x) = x2,
and h2(t) = Bt.

Solution:
y(x) = f (x) + λ[A1(Ax3 + Cx2 +D) +A2x

2],

where A1 and A2 are the constants determined by the formulas presented in 4.9.18.

28. y(x) – λ

∫∫ b

a

(Axt2 + Bt3 + Ct2 + D)y(t) dt = f (x).

This is a special case of equation 4.9.18 with g1(x) = x, h1(t) = At2, g2(x) = 1, and h2(t) =
Bt3 + Ct2 +D.

Solution:
y(x) = f (x) + λ(A1x +A2),

where A1 and A2 are the constants determined by the formulas presented in 4.9.18.

29. y(x) – λ

∫∫ b

a

(x – t)3y(t) dt = f (x).

This is a special case of equation 4.9.19 with g(x) = x, h(t) = –t, andm = 3.

30. y(x) – λ

∫∫ b

a

(Ax + Bt)3y(t) dt = f (x).

This is a special case of equation 4.9.19 with g(x) = Ax, h(t) = Bt, andm = 3.
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4.1-4. Kernels Containing Higher-Order Polynomials in x and t

31. y(x) – λ

∫∫ b

a

(xn + tn)y(t) dt = f (x), n = 1, 2, . . .

The characteristic values of the equation:

λ1,2 =
1

∆n ±
√

∆0∆2n
, where ∆n =

1
n + 1

(bn+1 – an+1).

1◦. Solution with λ ≠ λ1,2:

y(x) = f (x) + λ(A1x
n +A2),

where the constants A1 and A2 are given by

A1 =
f1 – λ(f1∆n – f2∆0)

λ2(∆2
n – ∆0∆2n) – 2λ∆n + 1

, A2 =
f2 – λ(f2∆n – f1∆2n)

λ2(∆2
n – ∆0∆2n) – 2λ∆n + 1

,

f1 =
∫ b

a

f (x) dx, f2 =
∫ b

a

xnf (x) dx, ∆n =
1
n + 1

(bn+1 – an+1).

2◦. Solution with λ = λ1 ≠ λ2 and f1 = f2 = 0:

y(x) = f (x) + Cy1(x), y1(x) = xn +
√

∆2n/∆0,

where C is an arbitrary constant and y1(x) is an eigenfunction of the equation corresponding
to the characteristic value λ1.

3◦. Solution with λ = λ2 ≠ λ1 and f1 = f2 = 0:

y(x) = f (x) + Cy2(x), y2(x) = xn –
√

∆2n/∆0,

where C is an arbitrary constant and y2(x) is an eigenfunction of the equation corresponding
to the characteristic value λ2.

4◦. The equation has no multiple characteristic values.

32. y(x) – λ

∫∫ b

a

(xn – tn)y(t) dt = f (x), n = 1, 2, . . .

The characteristic values of the equation:

λ1,2 = ±
[

1
(n + 1)2

(bn+1 – an+1)2 –
1

2n + 1
(b2n+1 – a2n+1)(b – a)

]–1/2

.

1◦. Solution with λ ≠ λ1,2:

y(x) = f (x) + λ(A1x
n +A2),

where the constants A1 and A2 are given by

A1 =
f1 + λ(f1∆n – f2∆0)
λ2(∆0∆2n – ∆2

n) + 1
, A2 =

–f2 + λ(f2∆n – f1∆2n)
λ2(∆0∆2n – ∆2

n) + 1
,

f1 =
∫ b

a

f (x) dx, f2 =
∫ b

a

xnf (x) dx, ∆n =
1
n + 1

(bn+1 – an+1).

2◦. Solution with λ = λ1 ≠ λ2 and f1 = f2 = 0:

y(x) = f (x) + Cy1(x), y1(x) = xn +
1 – λ1∆n

λ1∆0
,

where C is an arbitrary constant and y1(x) is an eigenfunction of the equation corresponding
to the characteristic value λ1.

3◦. The solution with λ = λ2 ≠ λ1 and f1 = f2 = 0 is given by the formulas of item 2◦ in
which one must replace λ1 and y1(x) by λ2 and y2(x), respectively.

4◦. The equation has no multiple characteristic values.
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33. y(x) – λ

∫∫ b

a

(Axn + Btn)y(t) dt = f (x), n = 1, 2, . . .

The characteristic values of the equation:

λ1,2 =
(A +B)∆n ±

√
(A –B)2∆2

n + 4AB∆0∆2n

2AB(∆2
n – ∆0∆2n)

, ∆n =
1
n + 1

(bn+1 – an+1).

1◦. Solution with λ ≠ λ1,2:

y(x) = f (x) + λ(A1x
n +A2),

where the constants A1 and A2 are given by

A1 =
Af1 –ABλ(f1∆n – f2∆0)

ABλ2(∆2
n – ∆0∆2n) – (A +B)λ∆n + 1

,

A2 =
Bf2 –ABλ(f2∆n – f1∆2n)

ABλ2(∆2
n – ∆0∆2n) – (A +B)λ∆n + 1

,

f1 =
∫ b

a

f (x) dx, f2 =
∫ b

a

xnf (x) dx.

2◦. Solution with λ = λ1 ≠ λ2 and f1 = f2 = 0:

y(x) = f (x) + Cy1(x), y1(x) = xn +
1 –Aλ1∆n

Aλ1∆0
,

where C is an arbitrary constant and y1(x) is an eigenfunction of the equation corresponding
to the characteristic value λ1.

3◦. The solution with λ = λ2 ≠ λ1 and f1 = f2 = 0 is given by the formulas of item 2◦ in
which one must replace λ1 and y1(x) by λ2 and y2(x), respectively.

4◦. Solution withλ=λ1,2 =λ∗ and f1 = f2 = 0, where the characteristic valueλ∗ =
2

(A +B)∆n
is double:

y(x) = f (x) + Cy∗(x), y∗(x) = xn –
(A –B)∆n

2A∆0
.

Here C is an arbitrary constant and y∗(x) is an eigenfunction of the equation corresponding
to λ∗.

34. y(x) – λ

∫∫ b

a

(x – t)tmy(t) dt = f (x), m = 1, 2, . . .

This is a special case of equation 4.9.8 with A = 0, B = 1, and h(t) = tm.
Solution:

y(x) = f (x) + λ(A1 +A2x),

where A1 and A2 are the constants determined by the formulas presented in 4.9.8.

35. y(x) – λ

∫∫ b

a

(x – t)xmy(t) dt = f (x), m = 1, 2, . . .

This is a special case of equation 4.9.10 with A = 0, B = 1, and h(x) = xm.
Solution:

y(x) = f (x) + λ(A1x
m+1 +A2x

m),

where A1 and A2 are the constants determined by the formulas presented in 4.9.10.
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36. y(x) – λ

∫∫ b

a

(Axm+1 + Bxmt + Cxm + D)y(t) dt = f (x), m = 1, 2, . . .

This is a special case of equation 4.9.18 with g1(x) =Axm+1 +Cxm+D, h1(t) = 1, g2(x) = xm,
and h2(t) = Bt.

Solution:
y(x) = f (x) + λ[A1(Axm+1 + Cxm +D) +A2x

m],

where A1 and A2 are the constants determined by the formulas presented in 4.9.18.

37. y(x) – λ

∫∫ b

a

(Axtm + Btm+1 + Ctm + D)y(t) dt = f (x), m = 1, 2, . . .

This is a special case of equation 4.9.18 with g1(x) = x, h1(t) = Atm, g2(x) = 1, and
h2(t) = Btm+1 + Ctm +D.

Solution:
y(x) = f (x) + λ(A1x +A2),

where A1 and A2 are the constants determined by the formulas presented in 4.9.18.

38. y(x) – λ

∫∫ b

a

(Axntn + Bxmtm)y(t) dt = f (x), n,m = 1, 2, . . . , n ≠ m.

This is a special case of equation 4.9.14 with g(x) = xn and h(t) = tm.
Solution:

y(x) = f (x) + λ(A1x
n +A2x

m),

where A1 and A2 are the constants determined by the formulas presented in 4.9.14.

39. y(x) – λ

∫∫ b

a

(Axntm + Bxmtn)y(t) dt = f (x), n,m = 1, 2, . . . , n ≠ m.

This is a special case of equation 4.9.17 with g(x) = xn and h(t) = tm.
Solution:

y(x) = f (x) + λ(A1x
n +A2x

m),

where A1 and A2 are the constants determined by the formulas presented in 4.9.17.

40. y(x) – λ

∫∫ b

a

(x – t)my(t) dt = f (x), m = 1, 2, . . .

This is a special case of equation 4.9.19 with g(x) = x and h(t) = –t.

41. y(x) – λ

∫∫ b

a

(Ax + Bt)my(t) dt = f (x), m = 1, 2, . . .

This is a special case of equation 4.9.19 with g(x) = Ax and h(t) = Bt.

42. y(x) + A

∫∫ b

a

|x – t|tky(t) dt = f (x).

This is a special case of equation 4.9.36 with g(t) = Atk. Solving the integral equation
is reduced to solving the ordinary differential equation y′′xx + 2Axky = f ′′xx(x), the general
solution of which can be expressed via Bessel functions or modified Bessel functions (the
boundary conditions are given in 4.9.36).

Page 259

© 1998 by CRC Press LLC



43. y(x) + A

∫∫ b

a

|x – t|2n+1y(t) dt = f (x), n = 0, 1, 2, . . .

Let us remove the modulus in the integrand:

y(x) +A
∫ x

a

(x – t)2n+1y(t) dt +A
∫ b

x

(t – x)2n+1y(t) dt = f (x). (1)

The k-fold differentiation of (1) with respect to x yields

y(k)
x (x) +ABk

∫ x

a

(x – t)2n+1–ky(t) dt + (–1)kABk

∫ b

x

(t – x)2n+1–ky(t) dt = f (k)
x (x),

Bk = (2n + 1)(2n) . . . (2n + 2 – k), k = 1, 2, . . . , 2n + 1.

(2)

Differentiating (2) with k = 2n + 1, we arrive at the following linear nonhomogeneous
differential equation with constant coefficients for y = y(x):

y(2n+2)
x + 2(2n + 1)!Ay = f (2n+2)

x (x). (3)

Equation (3) must satisfy the initial conditions which can be obtained by setting x = a in (1)
and (2):

y(a) +A
∫ b

a

(t – a)2n+1y(t) dt = f (a),

y(k)
x (a) + (–1)kABk

∫ b

a

(t – a)2n+1–ky(t) dt = f (k)
x (a), k = 1, 2, . . . , 2n + 1.

(4)

These conditions can be reduced to a more habitual form containing no integrals. To this end,
y must be expressed from equation (3) in terms of y(2n+2)

x and f (2n+2)
x and substituted into (4),

and then one must integrate the resulting expressions by parts (sufficiently many times).

4.1-5. Kernels Containing Rational Functions

44. y(x) – λ

∫∫ b

a

(
1

x
+

1

t

)
y(t) dt = f (x).

This is a special case of equation 4.9.2 with g(x) = 1/x.
Solution:

y(x) = f (x) + λ

(
A1

x
+A2

)
,

where A1 and A2 are the constants determined by the formulas presented in 4.9.2.

45. y(x) – λ

∫∫ b

a

(
1

x
–

1

t

)
y(t) dt = f (x).

This is a special case of equation 4.9.3 with g(x) = 1/x.
Solution:

y(x) = f (x) + λ

(
A1

x
+A2

)
,

where A1 and A2 are the constants determined by the formulas presented in 4.9.3.
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46. y(x) – λ

∫∫ b

a

(
A

x
+
B

t

)
y(t) dt = f (x).

This is a special case of equation 4.9.4 with g(x) = 1/x.
Solution:

y(x) = f (x) + λ

(
A1

x
+A2

)
,

where A1 and A2 are the constants determined by the formulas presented in 4.9.4.

47. y(x) – λ

∫∫ b

a

(
A

x + α
+

B

t + β

)
y(t) dt = f (x).

This is a special case of equation 4.9.5 with g(x) =
A

x + α
and h(t) =

B

t + β
.

Solution:

y(x) = f (x) + λ

(
A1

A

x + α
+A2

)
,

where A1 and A2 are the constants determined by the formulas presented in 4.9.5.

48. y(x) – λ

∫∫ b

a

(
x

t
–
t

x

)
y(t) dt = f (x).

This is a special case of equation 4.9.16 with g(x) = x and h(t) = 1/t.
Solution:

y(x) = f (x) + λ

(
A1x +

A2

x

)
,

where A1 and A2 are the constants determined by the formulas presented in 4.9.16.

49. y(x) – λ

∫∫ b

a

(
Ax

t
+
Bt

x

)
y(t) dt = f (x).

This is a special case of equation 4.9.17 with g(x) = x and h(t) = 1/t.
Solution:

y(x) = f (x) + λ

(
A1x +

A2

x

)
,

where A1 and A2 are the constants determined by the formulas presented in 4.9.17.

50. y(x) – λ

∫∫ b

a

(
A
x + α

t + β
+ B

t + α

x + β

)
y(t) dt = f (x).

This is a special case of equation 4.9.17 with g(x) = x + α and h(t) =
1
t + β

.

Solution:

y(x) = f (x) + λ

[
A1(x + α) +

A2

x + β

]
,

where A1 and A2 are the constants determined by the formulas presented in 4.9.17.

51. y(x) – λ

∫∫ b

a

[
A

(x + α)n

(t + β)m
+ B

(t + α)n

(x + β)m

]
y(t) dt = f (x), n,m = 0, 1, 2, . . .

This is a special case of equation 4.9.17 with g(x) = (x + α)n and h(t) = (t + β)–m.
Solution:

y(x) = f (x) + λ

[
A1(x + α)n +

A2

(x + β)m

]
,

where A1 and A2 are the constants determined by the formulas presented in 4.9.17.
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52. y(x) – λ

∫∫ ∞

1

y(t)

x + t
dt = f (x), 1 ≤ x < ∞, –∞ < πλ < 1.

Solution:

y(x) =
∫ ∞

0

τ sinh(πτ )F (τ )
cosh(πτ ) – πλ

P– 1
2 +iτ (x) dτ ,

F (τ ) =
∫ ∞

1
f (x)P– 1

2 +iτ (x) dx,

where Pν(x) = F
(
–ν, ν + 1, 1; 1

2 (1 – x)
)

is the Legendre spherical function of the first kind,
for which the integral representation

P– 1
2 +iτ (coshα) =

2
π

∫ α

0

cos(τs) ds√
2(coshα – cosh s)

(α ≥ 0)

can be used.

©• Reference: V. A. Ditkin and A. P. Prudnikov (1965).

53. (x2 + b2)y(x) =
λ

π

∫∫ ∞

–∞

a3y(t)

a2 + (x – t)2
dt.

This equation is encountered in atomic and nuclear physics.
We seek the solution in the form

y(x) =
∞∑
m=0

Amx

x2 + (am + b)2
. (1)

The coefficients Am obey the equations

mAm

(
m + 2b
a

)
+ λAm–1 = 0,

∞∑
m=0

Am = 0. (2)

Using the first equation of (2) to express all Am via A0 (A0 can be chosen arbitrarily),
substituting the result into the second equation of (2), and dividing by A0, we obtain

1 +
∞∑
m=1

(–λ)m

m!
1

(1 + 2b/a)(2 + 2b/a) . . . (m + 2b/a)
= 0. (3)

It follows from the definitions of the Bessel functions of the first kind that equation (3)
can be rewritten in the form

λ–b/aJ2b/a

(
2
√
λ

)
= 0. (4)

In this sort of problem, a andλ are usually assumed to be given and b, which is proportional
to the system energy, to be unknown. The quantity b can be determined by tables of zeros of
Bessel functions. In some cases, b and a are given and λ is unknown.

©• Reference: I. Sneddon (1951).
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4.1-6. Kernels Containing Arbitrary Powers

54. y(x) – λ

∫∫ b

a

(x – t)tµy(t) dt = f (x).

This is a special case of equation 4.9.8 with A = 0, B = 1, and h(t) = tµ.
Solution:

y(x) = f (x) + λ(A1 +A2x),

where A1 and A2 are the constants determined by the formulas presented in 4.9.8.

55. y(x) – λ

∫∫ b

a

(x – t)xνy(t) dt = f (x).

This is a special case of equation 4.9.10 with A = 0, B = 1, and h(x) = xν .
Solution:

y(x) = f (x) + λ(E1x
ν+1 + E2x

ν),

where E1 and E2 are the constants determined by the formulas presented in 4.9.10.

56. y(x) – λ

∫∫ b

a

(xµ – tµ)y(t) dt = f (x).

This is a special case of equation 4.9.3 with g(x) = xµ.
Solution:

y(x) = f (x) + λ(A1x
µ +A2),

where A1 and A2 are the constants determined by the formulas presented in 4.9.3.

57. y(x) – λ

∫∫ b

a

(Axν + Btν )tµy(t) dt = f (x).

This is a special case of equation 4.9.6 with g(x) = xν and h(t) = tµ.
Solution:

y(x) = f (x) + λ(A1x
ν +A2),

where A1 and A2 are the constants determined by the formulas presented in 4.9.6.

58. y(x) – λ

∫∫ b

a

(Dxν + Etµ)xγy(t) dt = f (x).

This is a special case of equation 4.9.18 with g1(x) = xν+γ , h1(t) = D, g2(x) = xγ , and
h2(t) = Etµ.

Solution:
y(x) = f (x) + λ(A1x

ν+γ +A2x
γ),

where A1 and A2 are the constants determined by the formulas presented in 4.9.18.

59. y(x) – λ

∫∫ b

a

(Axνtµ + Bxγtδ)y(t) dt = f (x).

This is a special case of equation 4.9.18 with g1(x) = xν , h1(t) = Atµ, g2(x) = xγ , and
h2(t) = Btδ .

Solution:
y(x) = f (x) + λ(A1x

ν +A2x
γ),

where A1 and A2 are the constants determined by the formulas presented in 4.9.18.

Page 263

© 1998 by CRC Press LLC



60. y(x) – λ

∫∫ b

a

(A + Bxtµ + Ctµ+1)y(t) dt = f (x).

This is a special case of equation 4.9.9 with h(t) = tµ.
Solution:

y(x) = f (x) + λ(A1 +A2x),

where A1 and A2 are the constants determined by the formulas presented in 4.9.9.

61. y(x) – λ

∫∫ b

a

(Atα + Bxβtµ + Ctµ+γ)y(t) dt = f (x).

This is a special case of equation 4.9.18 with g1(x) = 1, h1(t) = Atα +Ctµ+γ , g2(x) = xβ , and
h2(t) = Btµ.

Solution:

y(x) = f (x) + λ(A1 +A2x
β),

where A1 and A2 are the constants determined by the formulas presented in 4.9.18.

62. y(x) – λ

∫∫ b

a

(Axαtγ + Bxβtγ + Cxµtν )y(t) dt = f (x).

This is a special case of equation 4.9.18 with g1(x) = Axα +Bxβ , h1(t) = tγ , g2(x) = xµ, and
h2(t) = Ctν .

Solution:

y(x) = f (x) + λ[A1(Axα +Bxβ) +A2x
µ],

where A1 and A2 are the constants determined by the formulas presented in 4.9.18.

63. y(x) – λ

∫∫ b

a

[
A

(x + p1)β

(t + q1)γ
+ B

(x + p2)µ

(t + q2)δ

]
y(t) dt = f (x).

This is a special case of equation 4.9.18 with g1(x) = (x + p1)β , h1(t) = A(t + q1)–γ , g2(x) =
(x + p2)µ, and h2(t) = B(t + q2)–δ .

Solution:

y(x) = f (x) + λ
[
A1(x + p1)β +A2(x + p2)µ

]
,

where A1 and A2 are the constants determined by the formulas presented in 4.9.18.

64. y(x) – λ

∫∫ b

a

(
A
xµ + a

tν + b
+ B

xγ + c

tδ + d

)
y(t) dt = f (x).

This is a special case of equation 4.9.18 with g1(x) = xµ + a, h1(t) =
A

tν + b
, g2(x) = xγ + c,

and h2(t) =
B

tδ + d
.

Solution:

y(x) = f (x) + λ[A1(xµ + a) +A2(xγ + c)],

where A1 and A2 are the constants determined by the formulas presented in 4.9.18.
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4.1-7. Singular Equations

In this subsection, all singular integrals are understood in the sense of the Cauchy principal value.

65. Ay(x) +
B

π

∫∫ 1

–1

y(t) dt

t – x
= f (x), –1 < x < 1.

Without loss of generality we may assume that A2 +B2 = 1.

1◦. The solution bounded at the endpoints:

y(x) = Af (x) –
B

π

∫ 1

–1

g(x)
g(t)

f (t) dt
t – x

, g(x) = (1 + x)α(1 – x)1–α, (1)

where α is the solution of the trigonometric equation

A +B cot(πα) = 0 (2)

on the interval 0 < α < 1. This solution y(x) exists if and only if
∫ 1

–1

f (t)
g(t)

dt = 0.

2◦. The solution bounded at the endpoint x = 1 and unbounded at the endpoint x = –1:

y(x) = Af (x) –
B

π

∫ 1

–1

g(x)
g(t)

f (t) dt
t – x

, g(x) = (1 + x)α(1 – x)–α, (3)

where α is the solution of the trigonometric equation (2) on the interval –1 < α < 0.

3◦. The solution unbounded at the endpoints:

y(x) = Af (x) –
B

π

∫ 1

–1

g(x)
g(t)

f (t) dt
t – x

+ Cg(x), g(x) = (1 + x)α(1 – x)–1–α, (4)

where C is an arbitrary constant and α is the solution of the trigonometric equation (2) on the
interval –1 < α < 0.

©• Reference: I. K. Lifanov (1996).

66. y(x) – λ

∫∫ 1

0

(
1

t – x
–

1

x + t – 2xt

)
y(t) dt = f (x), 0 < x < 1.

Tricomi’s equation.
Solution:

y(x) =
1

1 + λ2π2

[
f (x) +

∫ 1

0

tα(1 – x)α

xα(1 – t)α

(
1
t – x

–
1

x + t – 2xt

)
f (t) dt

]
+
C(1 – x)β

x1+β
,

α =
2
π

arctan(λπ) (–1 < α < 1), tan
βπ

2
= λπ (–2 < β < 0),

where C is an arbitrary constant.

©• References: P. P. Zabreyko, A. I. Koshelev, et al. (1975), F. G. Tricomi (1985).
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4.2. Equations Whose Kernels Contain Exponential
Functions

4.2-1. Kernels Containing Exponential Functions

1. y(x) – λ

∫∫ b

a

(eβx + eβt)y(t) dt = f (x).

The characteristic values of the equation:

λ1,2 =
β

eβb – eβa ±
√

1
2β(b – a)(e2βb – e2βa)

.

1◦. Solution with λ ≠ λ1,2:

y(x) = f (x) + λ(A1e
βx +A2),

where the constants A1 and A2 are given by

A1 =
f1 – λ

[
f1∆β – (b – a)f2

]
λ2

[
∆2
β – (b – a)∆2β

]
– 2λ∆β + 1

, A2 =
f2 – λ(f2∆β – f1∆2β)

λ2
[
∆2
β – (b – a)∆2β

]
– 2λ∆β + 1

,

f1 =
∫ b

a

f (x) dx, f2 =
∫ b

a

f (x)eβx dx, ∆β =
1
β

(eβb – eβa).

2◦. Solution with λ = λ1 ≠ λ2 and f1 = f2 = 0:

y(x) = f (x) + Cy1(x), y1(x) = eβx +

√
e2βb – e2βa

2β(b – a)
,

where C is an arbitrary constant and y1(x) is an eigenfunction of the equation corresponding
to the characteristic value λ1.

3◦. Solution with λ = λ2 ≠ λ1 and f1 = f2 = 0:

y(x) = f (x) + Cy2(x), y2(x) = eβx –

√
e2βb – e2βa

2β(b – a)
,

where C is an arbitrary constant and y2(x) is an eigenfunction of the equation corresponding
to the characteristic value λ2.

4◦. The equation has no multiple characteristic values.

2. y(x) – λ

∫∫ b

a

(eβx – eβt)y(t) dt = f (x).

The characteristic values of the equation:

λ1,2 = ± β√
(eβb – eβa)2 – 1

2β(b – a)(e2βb – e2βa)
.
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1◦. Solution with λ ≠ λ1,2:

y(x) = f (x) + λ(A1e
βx +A2),

where the constants A1 and A2 are given by

A1 =
f1 + λ

[
f1∆β – (b – a)f2

]
λ2

[
(b – a)∆2β – ∆2

β

]
+ 1

, A2 =
–f2 + λ(f2∆β – f1∆2β)

λ2
[
(b – a)∆2β – ∆2

β

]
+ 1

,

f1 =
∫ b

a

f (x) dx, f2 =
∫ b

a

f (x)eβx dx, ∆β =
1
β

(eβb – eβa).

2◦. Solution with λ = λ1 ≠ λ2 and f1 = f2 = 0:

y(x) = f (x) + Cy1(x), y1(x) = eβx +
1 – λ1∆β

λ1(b – a)
,

where C is an arbitrary constant and y1(x) is an eigenfunction of the equation corresponding
to the characteristic value λ1.

3◦. The solution with λ = λ2 ≠ λ1 and f1 = f2 = 0 is given by the formulas of item 2◦ in
which one must replace λ1 and y1(x) by λ2 and y2(x), respectively.

4◦. The equation has no multiple characteristic values.

3. y(x) – λ

∫∫ b

a

(Aeβx + Beβt)y(t) dt = f (x).

The characteristic values of the equation:

λ1,2 =
(A +B)∆β ±

√
(A –B)2∆2

β + 4AB(b – a)∆2β

2AB
[
∆2
β – (b – a)∆2β

] , ∆β =
1
β

(eβb – eβa).

1◦. Solution with λ ≠ λ1,2:

y(x) = f (x) + λ(A1e
βx +A2),

where the constants A1 and A2 are given by

A1 =
Af1 –ABλ

[
f1∆β – (b – a)f2

]
ABλ2

[
∆2
β – (b – a)∆2β

]
– (A +B)λ∆β + 1

,

A2 =
Bf2 –ABλ(f2∆β – f1∆2β)

ABλ2
[
∆2
β – (b – a)∆2β

]
– (A +B)λ∆β + 1

,

f1 =
∫ b

a

f (x) dx, f2 =
∫ b

a

f (x)eβx dx.

2◦. Solution with λ = λ1 ≠ λ2 and f1 = f2 = 0:

y(x) = f (x) + Cy1(x), y1(x) = eβx +
1 –Aλ1∆β

A(b – a)λ1
,

where C is an arbitrary constant and y1(x) is an eigenfunction of the equation corresponding
to the characteristic value λ1.

3◦. The solution with λ = λ2 ≠ λ1 and f1 = f2 = 0 is given by the formulas of item 2◦ in
which one must replace λ1 and y1(x) by λ2 and y2(x), respectively.

4◦. Solution withλ=λ1,2 =λ∗ and f1 = f2 = 0, where the characteristic valueλ∗ =
2

(A +B)∆β

is double:

y(x) = f (x) + Cy∗(x), y∗(x) = eβx –
(A –B)∆β

2A(b – a)
,

where C is an arbitrary constant and y∗(x) is an eigenfunction of the equation corresponding
to λ∗.
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4. y(x) – λ

∫∫ b

a

[
Aeβ(x–t) + B

]
y(t) dt = f (x).

This is a special case of equation 4.9.18 with g1(x) = eβx, h1(t) = Ae–βt, g2(x) = 1, and
h2(t) = B.

Solution:
y(x) = f (x) + λ(A1e

βx +A2),

where A1 and A2 are the constants determined by the formulas presented in 4.9.18.

5. y(x) – λ

∫∫ b

a

[
Aeβx+µt + Be(β+µ)t]y(t) dt = f (x).

This is a special case of equation 4.9.6 with g(x) = eβx and h(t) = eµt.
Solution:

y(x) = f (x) + λ(A1e
βx +A2),

where A1 and A2 are the constants determined by the formulas presented in 4.9.6.

6. y(x) – λ

∫∫ b

a

[
Aeα(x+t) + Beβ(x+t)]y(t) dt = f (x).

This is a special case of equation 4.9.14 with g(x) = eαx and h(t) = eβt.
Solution:

y(x) = f (x) + λ(A1e
αx +A2e

βx),

where A1 and A2 are the constants determined by the formulas presented in 4.9.14.

7. y(x) – λ

∫∫ b

a

(
Aeαx+βt + Beβx+αt

)
y(t) dt = f (x).

This is a special case of equation 4.9.17 with g(x) = eαx and h(t) = eβt.
Solution:

y(x) = f (x) + λ(A1e
αx +A2e

βx),

where A1 and A2 are the constants determined by the formulas presented in 4.9.17.

8. y(x) – λ

∫∫ b

a

[
De(γ+µ)x + Eeνt+µx

]
y(t) dt = f (x).

This is a special case of equation 4.9.18 with g1(x) = e(γ+µ)x, h1(t) = D, g2(x) = eµx, and
h2(t) = Eeνt.

Solution:
y(x) = f (x) + λ[A1e

(γ+µ)x +A2e
µx],

where A1 and A2 are the constants determined by the formulas presented in 4.9.18.

9. y(x) – λ

∫∫ b

a

(Aeαx+βt + Beγx+δt)y(t) dt = f (x).

This is a special case of equation 4.9.18 with g1(x) = eαx, h1(t) = Aeβt, g2(x) = eγx, and
h2(t) = Beδt.

Solution:
y(x) = f (x) + λ(A1e

αx +A2e
γx),

where A1 and A2 are the constants determined by the formulas presented in 4.9.18.

Page 268

© 1998 by CRC Press LLC



10. y(x) – λ

∫∫ b

a

[ n∑
k=1

Ake
γk(x–t)

]
y(t) dt = f (x).

This is a special case of equation 4.9.20 with gk(x) = eγkx and hk(t) = Ake–γkt.

11. y(x) –
1

2

∫∫ ∞

0
e–|x–t|y(t) dt = Aeµx, 0 < µ < 1.

Solution:
y(x) = C(1 + x) +Aµ–2

[
(µ2 – 1)eµx – µ + 1

]
,

where C is an arbitrary constant.

©• Reference: P. P. Zabreyko, A. I. Koshelev, et al. (1975).

12. y(x) + λ

∫∫ ∞

0
e–|x–t|y(t) dt = f (x).

Solution:

y(x) = f (x) –
λ√

1 + 2λ

∫ ∞

0
exp

(
–
√

1 + 2λ |x – t|
)
f (t) dt

+

(
1 –

λ + 1√
1 + 2λ

) ∫ ∞

0
exp

[
–
√

1 + 2λ (x + t)
]
f (t) dt,

where λ > – 1
2 .

©• Reference: F. D. Gakhov and Yu. I. Cherskii (1978).

13. y(x) – λ

∫∫ ∞

–∞
e–|x–t|y(t) dt = 0, λ > 0.

The Lalesco–Picard equation.
Solution:

y(x) =


C1 exp

(
x
√

1 – 2λ
)

+ C2 exp
(
–x

√
1 – 2λ

)
for 0 < λ < 1

2 ,

C1 + C2x for λ = 1
2 ,

C1 cos
(
x
√

2λ – 1
)

+ C2 sin
(
x
√

2λ – 1
)

for λ > 1
2 ,

where C1 and C2 are arbitrary constants.

©• Reference: M. L. Krasnov, A. I. Kisilev, and G. I. Makarenko (1971).

14. y(x) + λ

∫∫ ∞

–∞
e–|x–t|y(t) dt = f (x).

1◦. Solution with λ > – 1
2 :

y(x) = f (x) –
λ√

1 + 2λ

∫ ∞

–∞
exp

(
–
√

1 + 2λ |x – t|
)
f (t) dt.

2◦. If λ ≤ – 1
2 , for the equation to be solvable the conditions∫ ∞

–∞
f (x) cos(ax) dx = 0,

∫ ∞

–∞
f (x) sin(ax) dx = 0,
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where a =
√

–1 – 2λ, must be satisfied. In this case, the solution has the form

y(x) = f (x) –
a2 + 1

2a

∫ ∞

0
sin(at)f (x + t) dt, (–∞ < x < ∞).

In the class of solutions not belonging to L2(–∞,∞), the homogeneous equation (with
f (x) ≡ 0) has a nontrivial solution. In this case, the general solution of the corresponding
nonhomogeneous equation with λ ≤ – 1

2 has the form

y(x) = C1 sin(ax) + C2 cos(ax) + f (x) –
a2 + 1

4a

∫ ∞

–∞
sin(a|x – t|)f (t) dt.

©• Reference: F. D. Gakhov and Yu. I. Cherskii (1978).

15. y(x) + A

∫∫ b

a

eλ|x–t|y(t) dt = f (x).

This is a special case of equation 4.9.37 with g(t) = A.

1◦. The function y = y(x) obeys the following second-order linear nonhomogeneous ordinary
differential equation with constant coefficients:

y′′xx + λ(2A – λ)y = f ′′xx(x) – λ2f (x). (1)

The boundary conditions for (1) have the form (see 4.9.37)

y′x(a) + λy(a) = f ′x(a) + λf (a),

y′x(b) – λy(b) = f ′x(b) – λf (b).
(2)

Equation (1) under the boundary conditions (2) determines the solution of the original
integral equation.

2◦. For λ(2A – λ) < 0, the general solution of equation (1) is given by

y(x) = C1 cosh(kx) + C2 sinh(kx) + f (x) –
2Aλ
k

∫ x

a

sinh[k(x – t)] f (t) dt,

k =
√
λ(λ – 2A),

(3)

where C1 and C2 are arbitrary constants.
For λ(2A – λ) > 0, the general solution of equation (1) is given by

y(x) = C1 cos(kx) + C2 sin(kx) + f (x) –
2Aλ
k

∫ x

a

sin[k(x – t)] f (t) dt,

k =
√
λ(2A – λ).

(4)

For λ = 2A, the general solution of equation (1) is given by

y(x) = C1 + C2x + f (x) – 4A2
∫ x

a

(x – t)f (t) dt. (5)

The constants C1 and C2 in solutions (3)–(5) are determined by conditions (2).

3◦. In the special case a = 0 and λ(2A – λ) > 0, the solution of the integral equation is given
by formula (4) with

C1 =
A(kIc – λIs)

(λ –A) sinµ – k cosµ
, C2 = –

λ

k

A(kIc – λIs)
(λ –A) sinµ – k cosµ

,

k =
√
λ(2A – λ), µ = bk, Is =

∫ b

0
sin[k(b – t)]f (t) dt, Ic =

∫ b

0
cos[k(b – t)]f (t) dt.
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16. y(x) +
∫∫ b

a

[ n∑
k=1

Ak exp(λk|x – t|)
]
y(t) dt = f (x), –∞ < a < b < ∞.

1◦. Let us remove the modulus in the kth summand of the integrand:

Ik(x) =
∫ b

a

exp(λk |x – t|)y(t) dt =
∫ x

a

exp[λk(x – t)]y(t) dt +
∫ b

x

exp[λk(t – x)]y(t) dt. (1)

Differentiating (1) with respect to x twice yields

I ′k = λk

∫ x

a

exp[λk(x – t)]y(t) dt – λk

∫ b

x

exp[λk(t – x)]y(t) dt,

I ′′k = 2λky(x) + λ2
k

∫ x

a

exp[λk(x – t)]y(t) dt + λ2
k

∫ b

x

exp[λk(t – x)]y(t) dt,

(2)

where the primes denote the derivatives with respect to x. By comparing formulas (1) and (2),
we find the relation between I ′′k and Ik:

I ′′k = 2λky(x) + λ2
kIk, Ik = Ik(x). (3)

2◦. With the aid of (1), the integral equation can be rewritten in the form

y(x) +
n∑
k=1

AkIk = f (x). (4)

Differentiating (4) with respect to x twice and taking into account (3), we find that

y′′xx(x) + σny(x) +
n∑
k=1

Akλ
2
kIk = f ′′xx(x), σn = 2

n∑
k=1

Akλk. (5)

Eliminating the integral In from (4) and (5) yields

y′′xx(x) + (σn – λ2
n)y(x) +

n–1∑
k=1

Ak(λ2
k – λ2

n)Ik = f ′′xx(x) – λ2
nf (x). (6)

Differentiating (6) with respect to x twice and eliminating In–1 from the resulting equation
with the aid of (6), we obtain a similar equation whose left-hand side is a second-order linear

differential operator (acting on y) with constant coefficients plus the sum
n–2∑
k=1
BkIk. If we

successively eliminate In–2, In–3, . . . , with the aid of double differentiation, then we finally
arrive at a linear nonhomogeneous ordinary differential equation of order 2n with constant
coefficients.

3◦. The boundary conditions for y(x) can be found by setting x = a in the integral equation
and all its derivatives. (Alternatively, these conditions can be found by setting x = a and x = b
in the integral equation and all its derivatives obtained by means of double differentiation.)

4.2-2. Kernels Containing Power-Law and Exponential Functions

17. y(x) – λ

∫∫ b

a

(x – t)eγty(t) dt = f (x).

This is a special case of equation 4.9.8 with A = 0, B = 1, and h(t) = eγt.
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18. y(x) – λ

∫∫ b

a

(x – t)eγxy(t) dt = f (x).

This is a special case of equation 4.9.10 with A = 0, B = 1, and h(x) = eγx.

19. y(x) – λ

∫∫ b

a

(x – t)eγx+µty(t) dt = f (x).

This is a special case of equation 4.9.18 with g1(x) = xeγx, h1(t) = eµt, g2(x) = eγx, and
h2(t) = –teµt.

20. y(x) – λ

∫∫ b

a

[A + (Bx + Ct)eγx]y(t) dt = f (x).

This is a special case of equation 4.9.11 with h(x) = eγx.

21. y(x) – λ

∫∫ b

0
(x2 + t2)eγ(x+t)y(t) dt = f (x).

This is a special case of equation 4.9.15 with g(x) = x2eγx and h(t) = eγt.

22. y(x) – λ

∫∫ b

0
(x2 – t2)eγ(x–t)y(t) dt = f (x).

This is a special case of equation 4.9.18 with g1(x) = x2eγx, h1(t) = e–γt, g2(x) = eγx, and
h2(t) = –t2e–γt.

23. y(x) – λ

∫∫ b

0
(Axn + Btn)eαx+βty(t) dt = f (x), n = 1, 2, . . .

This is a special case of equation 4.9.18 with g1(x) = xneαx, h1(t) = Aeβt, g2(x) = eαx, and
h2(t) = Btneβt.

24. y(x) – λ

∫∫ b

a

[ n∑
k=1

Akt
νkeαkx+βkt

]
y(t) dt = f (x), n = 1, 2, . . .

This is a special case of equation 4.9.20 with gk(x) = eαkx and hk(t) = Aktνkeβkt.

25. y(x) – λ

∫∫ b

a

[ n∑
k=1

Akx
νkeαkx+βkt

]
y(t) dt = f (x), n = 1, 2, . . .

This is a special case of equation 4.9.20 with gk(x) = Akxνkeαkx and hk(t) = eβkt.

26. y(x) – λ

∫∫ b

a

(x – t)neγ(x–t)y(t) dt = f (x), n = 1, 2, . . .

This is a special case of equation 4.9.20.

27. y(x) – λ

∫∫ b

a

(x – t)neαx+βty(t) dt = f (x), n = 1, 2, . . .

This is a special case of equation 4.9.20.

28. y(x) – λ

∫∫ b

a

(Ax + Bt)neαx+βty(t) dt = f (x), n = 1, 2, . . .

This is a special case of equation 4.9.20.

Page 272

© 1998 by CRC Press LLC



29. y(x) + A

∫∫ b

a

teλ|x–t|y(t) dt = f (x).

This is a special case of equation 4.9.37 with g(t) = At. The solution of the integral equation
can be written via the Bessel functions (or modified Bessel functions) of order 1/3.

30. y(x) +
∫∫ ∞

0
(a + b|x – t|) exp(–|x – t|)y(t) dt = f (x).

Let the biquadratic polynomial P (k) = k4 + 2(a – b + 1)k2 + 2a + 2b + 1 have no real roots and
let k = α + iβ be a root of the equation P (k) = 0 such that α > 0 and β > 0. In this case, the
solution has the form

y(x) = f (x) + ρ
∫ ∞

0
exp(–β|x – t|) cos(θ + α|x – t|)f (t) dt

+
[α + (β – 1)2]2

4α2β

∫ ∞

0
exp[–β(x + t)] cos[α(x – t)]f (t) dt

+
R

4α2

∫ ∞

0
exp[–β(x + t)] cos[ψ + α(x + t)]f (t) dt,

where the parameters ρ, θ, R, and ψ are determined from the system of algebraic equations
obtained by separating real and imaginary parts in the relations

ρeiθ =
µ

β – iα
, Reiψ =

(β – 1 – iα)4

8α2(β – iα)
.

©• Reference: F. D. Gakhov and Yu. I. Cherskii (1978).

4.3. Equations Whose Kernels Contain Hyperbolic
Functions

4.3-1. Kernels Containing Hyperbolic Cosine

1. y(x) – λ

∫∫ b

a

cosh(βx)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = cosh(βx) and h(t) = 1.

2. y(x) – λ

∫∫ b

a

cosh(βt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = 1 and h(t) = cosh(βt).

3. y(x) – λ

∫∫ b

a

cosh[β(x – t)]y(t) dt = f (x).

This is a special case of equation 4.9.13 with g(x) = cosh(βx) and h(t) = sinh(βt).
Solution:

y(x) = f (x) + λ
[
A1 cosh(βx) +A2 sinh(βx)

]
,

where A1 and A2 are the constants determined by the formulas presented in 4.9.13.
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4. y(x) – λ

∫∫ b

a

cosh[β(x + t)]y(t) dt = f (x).

This is a special case of equation 4.9.12 with g(x) = cosh(βx) and h(t) = sinh(βt).
Solution:

y(x) = f (x) + λ
[
A1 cosh(βx) +A2 sinh(βx)

]
,

where A1 and A2 are the constants determined by the formulas presented in 4.9.12.

5. y(x) – λ

∫∫ b

a

{ n∑
k=1

Ak cosh[βk(x – t)]
}
y(t) dt = f (x), n = 1, 2, . . .

This is a special case of equation 4.9.20.

6. y(x) – λ

∫∫ b

a

cosh(βx)

cosh(βt)
y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = cosh(βx) and h(t) =
1

cosh(βt)
.

7. y(x) – λ

∫∫ b

a

cosh(βt)

cosh(βx)
y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) =
1

cosh(βx)
and h(t) = cosh(βt).

8. y(x) – λ

∫∫ b

a

coshk(βx) coshm(µt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = coshk(βx) and h(t) = coshm(µt).

9. y(x) – λ

∫∫ b

a

tk coshm(βx)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = coshm(βx) and h(t) = tk.

10. y(x) – λ

∫∫ b

a

xk coshm(βt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = xk and h(t) = coshm(βt).

11. y(x) – λ

∫∫ b

a

[A + B(x – t) cosh(βx)]y(t) dt = f (x).

This is a special case of equation 4.9.10 with h(x) = cosh(βx).

12. y(x) – λ

∫∫ b

a

[A + B(x – t) cosh(βt)]y(t) dt = f (x).

This is a special case of equation 4.9.8 with h(t) = cosh(βt).

13. y(x) + λ

∫∫ ∞

–∞

y(t) dt

cosh[b(x – t)]
= f (x).

Solution with b > π|λ|:

y(x) = f (x) –
2λb√
b2 – π2λ2

∫ ∞

–∞

sinh[2k(x – t)]
sinh[2b(x – t)]

f (t) dt, k =
b

π
arccos

( πλ
b

)
.

©• Reference: F. D. Gakhov and Yu. I. Cherskii (1978).
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4.3-2. Kernels Containing Hyperbolic Sine

14. y(x) – λ

∫∫ b

a

sinh(βx)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = sinh(βx) and h(t) = 1.

15. y(x) – λ

∫∫ b

a

sinh(βt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = 1 and h(t) = sinh(βt).

16. y(x) – λ

∫∫ b

a

sinh[β(x – t)]y(t) dt = f (x).

This is a special case of equation 4.9.16 with g(x) = sinh(βx) and h(t) = cosh(βt).
Solution:

y(x) = f (x) + λ
[
A1 sinh(βx) +A2 cosh(βx)

]
,

where A1 and A2 are the constants determined by the formulas presented in 4.9.16.

17. y(x) – λ

∫∫ b

a

sinh[β(x + t)]y(t) dt = f (x).

This is a special case of equation 4.9.15 with g(x) = sinh(βx) and h(t) = cosh(βt).
Solution:

y(x) = f (x) + λ
[
A1 sinh(βx) +A2 cosh(βx)

]
,

where A1 and A2 are the constants determined by the formulas presented in 4.9.15.

18. y(x) – λ

∫∫ b

a

{ n∑
k=1

Ak sinh[βk(x – t)]
}
y(t) dt = f (x), n = 1, 2, . . .

This is a special case of equation 4.9.20.

19. y(x) – λ

∫∫ b

a

sinh(βx)

sinh(βt)
y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = sinh(βx) and h(t) =
1

sinh(βt)
.

20. y(x) – λ

∫∫ b

a

sinh(βt)

sinh(βx)
y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) =
1

sinh(βx)
and h(t) = sinh (βt).

21. y(x) – λ

∫∫ b

a

sinhk(βx) sinhm(µt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = sinhk (βx) and h(t) = sinhm(µt).

22. y(x) – λ

∫∫ b

a

tk sinhm(βx)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = sinhm (βx) and h(t) = tk.
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23. y(x) – λ

∫∫ b

a

xk sinhm(βt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = xk and h(t) = sinhm(βt).

24. y(x) – λ

∫∫ b

a

[A + B(x – t) sinh(βt)]y(t) dt = f (x).

This is a special case of equation 4.9.8 with h(t) = sinh(βt).

25. y(x) – λ

∫∫ b

a

[A + B(x – t) sinh(βx)]y(t) dt = f (x).

This is a special case of equation 4.9.10 with h(x) = sinh(βx).

26. y(x) + A

∫∫ b

a

sinh(λ|x – t|)y(t) dt = f (x).

This is a special case of equation 4.9.38 with g(t) = A.

1◦. The function y = y(x) obeys the following second-order linear nonhomogeneous ordinary
differential equation with constant coefficients:

y′′xx + λ(2A – λ)y = f ′′xx(x) – λ2f (x). (1)

The boundary conditions for (1) have the form (see 4.9.38)

sinh[λ(b – a)]ϕ′x(b) – λ cosh[λ(b – a)]ϕ(b) = λϕ(a),

sinh[λ(b – a)]ϕ′x(a) + λ cosh[λ(b – a)]ϕ(a) = –λϕ(b),
ϕ(x) = y(x) – f (x). (2)

Equation (1) under the boundary conditions (2) determines the solution of the original
integral equation.

2◦. For λ(2A – λ) = –k2 < 0, the general solution of equation (1) is given by

y(x) = C1 cosh(kx) + C2 sinh(kx) + f (x) –
2Aλ
k

∫ x

a

sinh[k(x – t)]f (t) dt, (3)

where C1 and C2 are arbitrary constants.
For λ(2A – λ) = k2 > 0, the general solution of equation (1) is given by

y(x) = C1 cos(kx) + C2 sin(kx) + f (x) –
2Aλ
k

∫ x

a

sin[k(x – t)]f (t) dt. (4)

For λ = 2A, the general solution of equation (1) is given by

y(x) = C1 + C2x + f (x) – 4A2
∫ x

a

(x – t)f (t) dt. (5)

The constants C1 and C2 in solutions (3)–(5) are determined by conditions (2).

27. y(x) + A

∫∫ b

a

t sinh(λ|x – t|)y(t) dt = f (x).

This is a special case of equation 4.9.38 with g(t) = At. The solution of the integral equation
can be written via the Bessel functions (or modified Bessel functions) of order 1/3.
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28. y(x) + A

∫∫ b

a

sinh3(λ|x – t|)y(t) dt = f (x).

Using the formula sinh3 β = 1
4 sinh 3β – 3

4 sinhβ, we arrive at an equation of the form 4.3.29
with n = 2:

y(x) +
∫ b

a

[
1
4A sinh(3λ|x – t|) – 3

4A sinh(λ|x – t|)
]
y(t) dt = f (x).

29. y(x) +
∫∫ b

a

[ n∑
k=1

Ak sinh(λk|x – t|)
]
y(t) dt = f (x), –∞ < a < b < ∞.

1◦. Let us remove the modulus in the kth summand of the integrand:

Ik(x) =
∫ b

a

sinh(λk |x– t|)y(t) dt =
∫ x

a

sinh[λk(x– t)]y(t) dt+
∫ b

x

sinh[λk(t–x)]y(t) dt. (1)

Differentiating (1) with respect to x twice yields

I ′k = λk

∫ x

a

cosh[λk(x – t)]y(t) dt – λk

∫ b

x

cosh[λk(t – x)]y(t) dt,

I ′′k = 2λky(x) + λ2
k

∫ x

a

sinh[λk(x – t)]y(t) dt + λ2
k

∫ b

x

sinh[λk(t – x)]y(t) dt,

(2)

where the primes denote the derivatives with respect to x. By comparing formulas (1) and (2),
we find the relation between I ′′k and Ik:

I ′′k = 2λky(x) + λ2
kIk, Ik = Ik(x). (3)

2◦. With the aid of (1), the integral equation can be rewritten in the form

y(x) +
n∑
k=1

AkIk = f (x). (4)

Differentiating (4) with respect to x twice and taking into account (3), we find that

y′′xx(x) + σny(x) +
n∑
k=1

Akλ
2
kIk = f ′′xx(x), σn = 2

n∑
k=1

Akλk. (5)

Eliminating the integral In from (4) and (5) yields

y′′xx(x) + (σn – λ2
n)y(x) +

n–1∑
k=1

Ak(λ2
k – λ2

n)Ik = f ′′xx(x) – λ2
nf (x). (6)

Differentiating (6) with respect to x twice and eliminating In–1 from the resulting equation
with the aid of (6), we obtain a similar equation whose left-hand side is a second-order linear

differential operator (acting on y) with constant coefficients plus the sum
n–2∑
k=1
BkIk. If we

successively eliminate In–2, In–3, . . . , with the aid of double differentiation, then we finally
arrive at a linear nonhomogeneous ordinary differential equation of order 2n with constant
coefficients.

3◦. The boundary conditions for y(x) can be found by setting x = a in the integral equation
and its derivatives. (Alternatively, these conditions can be found by setting x = a and x = b
in the integral equation and all its derivatives obtained by means of double differentiation.)
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4.3-3. Kernels Containing Hyperbolic Tangent

30. y(x) – λ

∫∫ b

a

tanh(βx)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = tanh(βx) and h(t) = 1.

31. y(x) – λ

∫∫ b

a

tanh(βt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = 1 and h(t) = tanh(βt).

32. y(x) – λ

∫∫ b

a

[A tanh(βx) + B tanh(βt)]y(t) dt = f (x).

This is a special case of equation 4.9.4 with g(x) = tanh(βx).

33. y(x) – λ

∫∫ b

a

tanh(βx)

tanh(βt)
y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = tanh(βx) and h(t) =
1

tanh(βt)
.

34. y(x) – λ

∫∫ b

a

tanh(βt)

tanh(βx)
y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) =
1

tanh(βx)
and h(t) = tanh(βt).

35. y(x) – λ

∫∫ b

a

tanhk(βx) tanhm(µt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = tanhk(βx) and h(t) = tanhm(µt).

36. y(x) – λ

∫∫ b

a

tk tanhm(βx)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = tanhm(βx) and h(t) = tk.

37. y(x) – λ

∫∫ b

a

xk tanhm(βt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = xk and h(t) = tanhm(βt).

38. y(x) – λ

∫∫ b

a

[A + B(x – t) tanh(βt)]y(t) dt = f (x).

This is a special case of equation 4.9.8 with h(t) = tanh(βt).

39. y(x) – λ

∫∫ b

a

[A + B(x – t) tanh(βx)]y(t) dt = f (x).

This is a special case of equation 4.9.10 with h(x) = tanh(βx).
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4.3-4. Kernels Containing Hyperbolic Cotangent

40. y(x) – λ

∫∫ b

a

coth(βx)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = coth(βx) and h(t) = 1.

41. y(x) – λ

∫∫ b

a

coth(βt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = 1 and h(t) = coth(βt).

42. y(x) – λ

∫∫ b

a

[A coth(βx) + B coth(βt)]y(t) dt = f (x).

This is a special case of equation 4.9.4 with g(x) = coth(βx).

43. y(x) – λ

∫∫ b

a

coth(βx)

coth(βt)
y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = coth(βx) and h(t) =
1

coth(βt)
.

44. y(x) – λ

∫∫ b

a

coth(βt)

coth(βx)
y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) =
1

coth(βx)
and h(t) = coth(βt).

45. y(x) – λ

∫∫ b

a

cothk(βx) cothm(µt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = cothk(βx) and h(t) = cothm(µt).

46. y(x) – λ

∫∫ b

a

tk cothm(βx)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = cothm(βx) and h(t) = tk.

47. y(x) – λ

∫∫ b

a

xk cothm(βt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = xk and h(t) = cothm(βt).

48. y(x) – λ

∫∫ b

a

[A + B(x – t) coth(βt)]y(t) dt = f (x).

This is a special case of equation 4.9.8 with h(t) = coth(βt).

49. y(x) – λ

∫∫ b

a

[A + B(x – t) coth(βx)]y(t) dt = f (x).

This is a special case of equation 4.9.10 with h(x) = coth(βx).
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4.3-5. Kernels Containing Combination of Hyperbolic Functions

50. y(x) – λ

∫∫ b

a

coshk(βx) sinhm(µt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = coshk(βx) and h(t) = sinhm(µt).

51. y(x) – λ

∫∫ b

a

[A sinh(αx) cosh(βt) + B sinh(γx) cosh(δt)]y(t) dt = f (x).

This is a special case of equation 4.9.18 with g1(x) = sinh(αx), h1(t) = A cosh(βt), g2(x) =
sinh(γx), and h2(t) = B cosh(δt).

52. y(x) – λ

∫∫ b

a

tanhk(γx) cothm(µt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = tanhk(γx) and h(t) = cothm(µt).

53. y(x) – λ

∫∫ b

a

[A tanh(αx) coth(βt) + B tanh(γx) coth(δt)]y(t) dt = f (x).

This is a special case of equation 4.9.18 with g1(x) = tanh(αx), h1(t) = A coth(βt), g2(x) =
tanh(γx), and h2(t) = B coth(δt).

4.4. Equations Whose Kernels Contain Logarithmic
Functions

4.4-1. Kernels Containing Logarithmic Functions

1. y(x) – λ

∫∫ b

a

ln(γx)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = ln(γx) and h(t) = 1.

2. y(x) – λ

∫∫ b

a

ln(γt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = 1 and h(t) = ln(γt).

3. y(x) – λ

∫∫ b

a

(lnx – ln t)y(t) dt = f (x).

This is a special case of equation 4.9.3 with g(x) = lnx.

4. y(x) – λ

∫∫ b

a

ln(γx)

ln(γt)
y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = ln(γx) and h(t) =
1

ln(γt)
.

5. y(x) – λ

∫∫ b

a

ln(γt)

ln(γx)
y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) =
1

ln(γx)
and h(t) = ln(γt).
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6. y(x) – λ

∫∫ b

a

lnk(γx) lnm(µt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = lnk(γx) and h(t) = lnm(µt).

4.4-2. Kernels Containing Power-Law and Logarithmic Functions

7. y(x) – λ

∫∫ b

a

tk lnm(γx)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = lnm(γx) and h(t) = tk.

8. y(x) – λ

∫∫ b

a

xk lnm(γt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = xk and h(t) = lnm(γt).

9. y(x) – λ

∫∫ b

a

[A + B(x – t) ln(γt)]y(t) dt = f (x).

This is a special case of equation 4.9.8 with h(t) = ln(γt).

10. y(x) – λ

∫∫ b

a

[A + B(x – t) ln(γx)]y(t) dt = f (x).

This is a special case of equation 4.9.10 with h(x) = ln(γx).

11. y(x) – λ

∫∫ b

a

[A + (Bx + Ct) ln(γt)]y(t) dt = f (x).

This is a special case of equation 4.9.9 with h(t) = ln(γt).

12. y(x) – λ

∫∫ b

a

[A + (Bx + Ct) ln(γx)]y(t) dt = f (x).

This is a special case of equation 4.9.11 with h(x) = ln(γx).

13. y(x) – λ

∫∫ b

a

[Atn lnm(βx) + Bxk lnl(γt)]y(t) dt = f (x).

This is a special case of equation 4.9.18 with g1(x) = lnm(βx), h1(t) = Atn, g2(x) = xk, and
h2(t) = B lnl(γt).

4.5. Equations Whose Kernels Contain Trigonometric
Functions

4.5-1. Kernels Containing Cosine

1. y(x) – λ

∫∫ b

a

cos(βx)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = cos(βx) and h(t) = 1.
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2. y(x) – λ

∫∫ b

a

cos(βt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = 1 and h(t) = cos(βt).

3. y(x) – λ

∫∫ b

a

cos[β(x – t)]y(t) dt = f (x).

This is a special case of equation 4.9.12 with g(x) = cos(βx) and h(t) = sin(βt).
Solution:

y(x) = f (x) + λ
[
A1 cos(βx) +A2 sin(βx)

]
,

where A1 and A2 are the constants determined by the formulas presented in 4.9.12.

4. y(x) – λ

∫∫ b

a

cos[β(x + t)]y(t) dt = f (x).

This is a special case of equation 4.9.13 with g(x) = cos(βx) and h(t) = sin(βt).
Solution:

y(x) = f (x) + λ
[
A1 cos(βx) +A2 sin(βx)

]
,

where A1 and A2 are the constants determined by the formulas presented in 4.9.13.

5. y(x) – λ

∫∫ ∞

0
cos(xt)y(t) dt = 0.

Characteristic values: λ = ±
√

2/π. For the characteristic values, the integral equation has
infinitely many linearly independent eigenfunctions.

Eigenfunctions for λ = +
√

2/π have the form

y+(x) = f (x) +

√
2
π

∫ ∞

0
f (t) cos(xt) dt, (1)

where f = f (x) is any continuous function absolutely integrable on the interval [0,∞).
Eigenfunctions for λ = –

√
2/π have the form

y–(x) = f (x) –

√
2
π

∫ ∞

0
f (t) cos(xt) dt, (2)

where f = f (x) is any continuous function absolutely integrable on the interval [0,∞).
In particular, from (1) and (2) with f (x) = e–ax we obtain

y+(x) = e–ax +

√
2
π

a

a2 + x2
for λ = +

√
2
π

,

y–(x) = e–ax –

√
2
π

a

a2 + x2
for λ = –

√
2
π

,

where a is any positive number.

©• Reference: M. L. Krasnov, A. I. Kisilev, and G. I. Makarenko (1971).
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6. y(x) – λ

∫∫ ∞

0
cos(xt)y(t) dt = f (x).

Solution:

y(x) =
f (x)

1 – π
2 λ

2
+

λ

1 – π
2 λ

2

∫ ∞

0
cos(xt)f (t) dt,

where λ ≠ ±
√

2/π.

©• Reference: M. L. Krasnov, A. I. Kisilev, and G. I. Makarenko (1971).

7. y(x) – λ

∫∫ b

a

{ n∑
k=1

Ak cos[βk(x – t)]
}
y(t) dt = f (x), n = 1, 2, . . .

This equation can be reduced to a special case of equation 4.9.20; the formula cos[β(x – t)] =
cos(βx) cos(βt) + sin(βx) sin(βt) must be used.

8. y(x) – λ

∫∫ b

a

cos(βx)

cos(βt)
y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = cos(βx) and h(t) =
1

cos(βt)
.

9. y(x) – λ

∫∫ b

a

cos(βt)

cos(βx)
y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) =
1

cos(βx)
and h(t) = cos(βt).

10. y(x) – λ

∫∫ b

a

cosk(βx) cosm(µt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = cosk(βx) and h(t) = cosm(µt).

11. y(x) – λ

∫∫ b

a

tk cosm(βx)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = cosm(βx) and h(t) = tk.

12. y(x) – λ

∫∫ b

a

xk cosm(βt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = xk and h(t) = cosm(βt).

13. y(x) – λ

∫∫ b

a

[A + B(x – t) cos(βx)]y(t) dt = f (x).

This is a special case of equation 4.9.10 with h(x) = cos(βx).

14. y(x) – λ

∫∫ b

a

[A + B(x – t) cos(βt)]y(t) dt = f (x).

This is a special case of equation 4.9.8 with h(t) = cos(βt).
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4.5-2. Kernels Containing Sine

15. y(x) – λ

∫∫ b

a

sin(βx)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = sin(βx) and h(t) = 1.

16. y(x) – λ

∫∫ b

a

sin(βt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = 1 and h(t) = sin(βt).

17. y(x) – λ

∫∫ b

a

sin[β(x – t)]y(t) dt = f (x).

This is a special case of equation 4.9.16 with g(x) = sin(βx) and h(t) = cos(βt).
Solution:

y(x) = f (x) + λ
[
A1 sin(βx) +A2 cos(βx)

]
,

where A1 and A2 are the constants determined by the formulas presented in 4.9.16.

18. y(x) – λ

∫∫ b

a

sin[β(x + t)]y(t) dt = f (x).

This is a special case of equation 4.9.15 with g(x) = sin(βx) and h(t) = cos(βt).
Solution:

y(x) = f (x) + λ
[
A1 sin(βx) +A2 cos(βx)

]
,

where A1 and A2 are the constants determined by the formulas presented in 4.9.15.

19. y(x) – λ

∫∫ ∞

0
sin(xt)y(t) dt = 0.

Characteristic values: λ = ±
√

2/π. For the characteristic values, the integral equation has
infinitely many linearly independent eigenfunctions.

Eigenfunctions for λ = +
√

2/π have the form

y+(x) = f (x) +

√
2
π

∫ ∞

0
f (t) sin(xt) dt,

where f = f (x) is any continuous function absolutely integrable on the interval [0,∞).
Eigenfunctions for λ = –

√
2/π have the form

y–(x) = f (x) –

√
2
π

∫ ∞

0
f (t) sin(xt) dt,

where f = f (x) is any continuous function absolutely integrable on the interval [0,∞).

©• Reference: M. L. Krasnov, A. I. Kisilev, and G. I. Makarenko (1971).

20. y(x) – λ

∫∫ ∞

0
sin(xt)y(t) dt = f (x).

Solution:

y(x) =
f (x)

1 – π
2 λ

2
+

λ

1 – π
2 λ

2

∫ ∞

0
sin(xt)f (t) dt,

where λ ≠ ±
√

2/π.

©• References: M. L. Krasnov, A. I. Kisilev, and G. I. Makarenko (1971), F. D. Gakhov and Yu. I. Cherskii (1978).
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21. y(x) – λ

∫∫ b

a

{ n∑
k=1

Ak sin[βk(x – t)]
}
y(t) dt = f (x), n = 1, 2, . . .

This equation can be reduced to a special case of equation 4.9.20; the formula sin[β(x – t)] =
sin(βx) cos(βt) – sin(βt) cos(βx) must be used.

22. y(x) – λ

∫∫ b

a

sin(βx)

sin(βt)
y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = sin(βx) and h(t) =
1

sin(βt)
.

23. y(x) – λ

∫∫ b

a

sin(βt)

sin(βx)
y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) =
1

sin(βx)
and h(t) = sin (βt).

24. y(x) – λ

∫∫ b

a

sink(βx) sinm(µt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = sink (βx) and h(t) = sinm(µt).

25. y(x) – λ

∫∫ b

a

tk sinm(βx)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = sinm (βx) and h(t) = tk.

26. y(x) – λ

∫∫ b

a

xk sinm(βt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = xk and h(t) = sinm(βt).

27. y(x) – λ

∫∫ b

a

[A + B(x – t) sin(βt)]y(t) dt = f (x).

This is a special case of equation 4.9.8 with h(t) = sin(βt).

28. y(x) – λ

∫∫ b

a

[A + B(x – t) sin(βx)]y(t) dt = f (x).

This is a special case of equation 4.9.10 with h(x) = sin(βx).

29. y(x) + A

∫∫ b

a

sin(λ|x – t|)y(t) dt = f (x).

This is a special case of equation 4.9.39 with g(t) = A.

1◦. The function y = y(x) obeys the following second-order linear nonhomogeneous ordinary
differential equation with constant coefficients:

y′′xx + λ(2A + λ)y = f ′′xx(x) + λ2f (x). (1)

The boundary conditions for (1) have the form (see 4.9.39)

sin[λ(b – a)]ϕ′x(b) – λ cos[λ(b – a)]ϕ(b) = λϕ(a),

sin[λ(b – a)]ϕ′x(a) + λ cos[λ(b – a)]ϕ(a) = –λϕ(b),
ϕ(x) = y(x) – f (x). (2)

Equation (1) under the boundary conditions (2) determines the solution of the original
integral equation.
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2◦. For λ(2A + λ) = –k2 < 0, the general solution of equation (1) is given by

y(x) = C1 cosh(kx) + C2 sinh(kx) + f (x) –
2Aλ
k

∫ x

a

sinh[k(x – t)] f (t) dt, (3)

where C1 and C2 are arbitrary constants.
For λ(2A + λ) = k2 > 0, the general solution of equation (1) is given by

y(x) = C1 cos(kx) + C2 sin(kx) + f (x) –
2Aλ
k

∫ x

a

sin[k(x – t)] f (t) dt. (4)

For λ = 2A, the general solution of equation (1) is given by

y(x) = C1 + C2x + f (x) + 4A2
∫ x

a

(x – t)f (t) dt. (5)

The constants C1 and C2 in solutions (3)–(5) are determined by conditions (2).

30. y(x) + A

∫∫ b

a

t sin(λ|x – t|)y(t) dt = f (x).

This is a special case of equation 4.9.39 with g(t) = At. The solution of the integral equation
can be written via the Bessel functions (or modified Bessel functions) of order 1/3.

31. y(x) + A

∫∫ b

a

sin3(λ|x – t|)y(t) dt = f (x).

Using the formula sin3 β = – 1
4 sin 3β + 3

4 sinβ, we arrive at an equation of the form 4.5.32
with n = 2:

y(x) +
∫ b

a

[
– 1

4A sin(3λ|x – t|) + 3
4A sin(λ|x – t|)

]
y(t) dt = f (x).

32. y(x) +
∫∫ b

a

[ n∑
k=1

Ak sin(λk|x – t|)
]
y(t) dt = f (x), –∞ < a < b < ∞.

1◦. Let us remove the modulus in the kth summand of the integrand:

Ik(x) =
∫ b

a

sin(λk |x – t|)y(t) dt =
∫ x

a

sin[λk(x – t)]y(t) dt +
∫ b

x

sin[λk(t – x)]y(t) dt. (1)

Differentiating (1) with respect to x twice yields

I ′k = λk

∫ x

a

cos[λk(x – t)]y(t) dt – λk

∫ b

x

cos[λk(t – x)]y(t) dt,

I ′′k = 2λky(x) – λ2
k

∫ x

a

sin[λk(x – t)]y(t) dt – λ2
k

∫ b

x

sin[λk(t – x)]y(t) dt,

(2)

where the primes denote the derivatives with respect to x. By comparing formulas (1) and (2),
we find the relation between I ′′k and Ik:

I ′′k = 2λky(x) – λ2
kIk, Ik = Ik(x). (3)
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2◦. With the aid of (1), the integral equation can be rewritten in the form

y(x) +
n∑
k=1

AkIk = f (x). (4)

Differentiating (4) with respect to x twice and taking into account (3), we find that

y′′xx(x) + σny(x) –
n∑
k=1

Akλ
2
kIk = f ′′xx(x), σn = 2

n∑
k=1

Akλk. (5)

Eliminating the integral In from (4) and (5) yields

y′′xx(x) + (σn + λ2
n)y(x) +

n–1∑
k=1

Ak(λ2
n – λ2

k)Ik = f ′′xx(x) + λ2
nf (x). (6)

Differentiating (6) with respect to x twice and eliminating In–1 from the resulting equation
with the aid of (6), we obtain a similar equation whose left-hand side is a second-order linear

differential operator (acting on y) with constant coefficients plus the sum
n–2∑
k=1
BkIk. If we

successively eliminate In–2, In–3, . . . , with the aid of double differentiation, then we finally
arrive at a linear nonhomogeneous ordinary differential equation of order 2n with constant
coefficients.

3◦. The boundary conditions for y(x) can be found by setting x = a in the integral equation
and all its derivatives. (Alternatively, these conditions can be found by setting x = a and x = b
in the integral equation and all its derivatives obtained by means of double differentiation.)

33. y(x) – λ

∫∫ ∞

–∞

sin(x – t)

x – t
y(t) dt = f (x).

Solution:

y(x) = f (x) +
λ√

2π – πλ

∫ ∞

–∞

sin(x – t)
x – t

f (t) dt, λ ≠
√

2
π

.

©• Reference: F. D. Gakhov and Yu. I. Cherskii (1978).

4.5-3. Kernels Containing Tangent

34. y(x) – λ

∫∫ b

a

tan(βx)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = tan(βx) and h(t) = 1.

35. y(x) – λ

∫∫ b

a

tan(βt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = 1 and h(t) = tan(βt).

36. y(x) – λ

∫∫ b

a

[A tan(βx) + B tan(βt)]y(t) dt = f (x).

This is a special case of equation 4.9.4 with g(x) = tan(βx).
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37. y(x) – λ

∫∫ b

a

tan(βx)

tan(βt)
y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = tan(βx) and h(t) =
1

tan(βt)
.

38. y(x) – λ

∫∫ b

a

tan(βt)

tan(βx)
y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) =
1

tan(βx)
and h(t) = tan(βt).

39. y(x) – λ

∫∫ b

a

tank(βx) tanm(µt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = tank(βx) and h(t) = tanm(µt).

40. y(x) – λ

∫∫ b

a

tk tanm(βx)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = tanm(βx) and h(t) = tk.

41. y(x) – λ

∫∫ b

a

xk tanm(βt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = xk and h(t) = tanm(βt).

42. y(x) – λ

∫∫ b

a

[A + B(x – t) tan(βt)]y(t) dt = f (x).

This is a special case of equation 4.9.8 with h(t) = tan(βt).

43. y(x) – λ

∫∫ b

a

[A + B(x – t) tan(βx)]y(t) dt = f (x).

This is a special case of equation 4.9.10 with h(x) = tan(βx).

4.5-4. Kernels Containing Cotangent

44. y(x) – λ

∫∫ b

a

cot(βx)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = cot(βx) and h(t) = 1.

45. y(x) – λ

∫∫ b

a

cot(βt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = 1 and h(t) = cot(βt).

46. y(x) – λ

∫∫ b

a

[A cot(βx) + B cot(βt)]y(t) dt = f (x).

This is a special case of equation 4.9.4 with g(x) = cot(βx).
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47. y(x) – λ

∫∫ b

a

cot(βx)

cot(βt)
y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = cot(βx) and h(t) =
1

cot(βt)
.

48. y(x) – λ

∫∫ b

a

cot(βt)

cot(βx)
y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) =
1

cot(βx)
and h(t) = cot(βt).

49. y(x) – λ

∫∫ b

a

cotk(βx) cotm(µt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = cotk(βx) and h(t) = cotm(µt).

50. y(x) – λ

∫∫ b

a

tk cotm(βx)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = cotm(βx) and h(t) = tk.

51. y(x) – λ

∫∫ b

a

xk cotm(βt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = xk and h(t) = cotm(βt).

52. y(x) – λ

∫∫ b

a

[A + B(x – t) cot(βt)]y(t) dt = f (x).

This is a special case of equation 4.9.8 with h(t) = cot(βt).

53. y(x) – λ

∫∫ b

a

[A + B(x – t) cot(βx)]y(t) dt = f (x).

This is a special case of equation 4.9.10 with h(x) = cot(βx).

4.5-5. Kernels Containing Combinations of Trigonometric Functions

54. y(x) – λ

∫∫ b

a

cosk(βx) sinm(µt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = cosk(βx) and h(t) = sinm(µt).

55. y(x) – λ

∫∫ b

a

[A sin(αx) cos(βt) + B sin(γx) cos(δt)]y(t) dt = f (x).

This is a special case of equation 4.9.18 with g1(x)=sin(αx), h1(t)=A cos(βt), g2(x)=sin(γx),
and h2(t) = B cos(δt).

56. y(x) – λ

∫∫ b

a

tank(γx) cotm(µt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = tank(γx) and h(t) = cotm(µt).

57. y(x) – λ

∫∫ b

a

[A tan(αx) cot(βt) + B tan(γx) cot(δt)]y(t) dt = f (x).

This is a special case of equation 4.9.18 with g1(x)= tan(αx), h1(t)=A cot(βt), g2(x)= tan(γx),
and h2(t) = B cot(δt).
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4.5-6. A Singular Equation

58. Ay(x) –
B

2π

∫∫ 2π

0
cot

( t – x

2

)
y(t) dt = f (x), 0 ≤ x ≤ 2π.

Here the integral is understood in the sense of the Cauchy principal value. Without loss of
generality we may assume that A2 +B2 = 1.

Solution:

y(x) = Af (x) +
B

2π

∫ 2π

0
cot

( t – x
2

)
f (t) dt +

B2

2πA

∫ 2π

0
f (t) dt.

©• Reference: I. K. Lifanov (1996).

4.6. Equations Whose Kernels Contain Inverse
Trigonometric Functions

4.6-1. Kernels Containing Arccosine

1. y(x) – λ

∫∫ b

a

arccos(βx)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = arccos(βx) and h(t) = 1.

2. y(x) – λ

∫∫ b

a

arccos(βt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = 1 and h(t) = arccos(βt).

3. y(x) – λ

∫∫ b

a

arccos(βx)

arccos(βt)
y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = arccos(βx) and h(t) =
1

arccos(βt)
.

4. y(x) – λ

∫∫ b

a

arccos(βt)

arccos(βx)
y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) =
1

arccos(βx)
and h(t) = arccos(βt).

5. y(x) – λ

∫∫ b

a

arccosk(βx) arccosm(µt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = arccosk(βx) and h(t) = arccosm(µt).

6. y(x) – λ

∫∫ b

a

tk arccosm(βx)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = arccosm(βx) and h(t) = tk.

7. y(x) – λ

∫∫ b

a

xk arccosm(βt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = xk and h(t) = arccosm(βt).
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8. y(x) – λ

∫∫ b

a

[A + B(x – t) arccos(βx)]y(t) dt = f (x).

This is a special case of equation 4.9.10 with h(x) = arccos(βx).

9. y(x) – λ

∫∫ b

a

[A + B(x – t) arccos(βt)]y(t) dt = f (x).

This is a special case of equation 4.9.8 with h(t) = arccos(βt).

4.6-2. Kernels Containing Arcsine

10. y(x) – λ

∫∫ b

a

arcsin(βx)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = arcsin(βx) and h(t) = 1.

11. y(x) – λ

∫∫ b

a

arcsin(βt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = 1 and h(t) = arcsin(βt).

12. y(x) – λ

∫∫ b

a

arcsin(βx)

arcsin(βt)
y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = arcsin(βx) and h(t) =
1

arcsin(βt)
.

13. y(x) – λ

∫∫ b

a

arcsin(βt)

arcsin(βx)
y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) =
1

arcsin(βx)
and h(t) = arcsin (βt).

14. y(x) – λ

∫∫ b

a

arcsink(βx) arcsinm(µt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = arcsink (βx) and h(t) = arcsinm(µt).

15. y(x) – λ

∫∫ b

a

tk arcsinm(βx)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = arcsinm (βx) and h(t) = tk.

16. y(x) – λ

∫∫ b

a

xk arcsinm(βt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = xk and h(t) = arcsinm(βt).

17. y(x) – λ

∫∫ b

a

[A + B(x – t) arcsin(βt)]y(t) dt = f (x).

This is a special case of equation 4.9.8 with h(t) = arcsin(βt).

18. y(x) – λ

∫∫ b

a

[A + B(x – t) arcsin(βx)]y(t) dt = f (x).

This is a special case of equation 4.9.10 with h(x) = arcsin(βx).
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4.6-3. Kernels Containing Arctangent

19. y(x) – λ

∫∫ b

a

arctan(βx)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = arctan(βx) and h(t) = 1.

20. y(x) – λ

∫∫ b

a

arctan(βt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = 1 and h(t) = arctan(βt).

21. y(x) – λ

∫∫ b

a

[A arctan(βx) + B arctan(βt)]y(t) dt = f (x).

This is a special case of equation 4.9.4 with g(x) = arctan(βx).

22. y(x) – λ

∫∫ b

a

arctan(βx)

arctan(βt)
y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = arctan(βx) and h(t) =
1

arctan(βt)
.

23. y(x) – λ

∫∫ b

a

arctan(βt)

arctan(βx)
y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) =
1

arctan(βx)
and h(t) = arctan(βt).

24. y(x) – λ

∫∫ b

a

arctank(βx) arctanm(µt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = arctank(βx) and h(t) = arctanm(µt).

25. y(x) – λ

∫∫ b

a

tk arctanm(βx)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = arctanm(βx) and h(t) = tk.

26. y(x) – λ

∫∫ b

a

xk arctanm(βt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = xk and h(t) = arctanm(βt).

27. y(x) – λ

∫∫ b

a

[A + B(x – t) arctan(βt)]y(t) dt = f (x).

This is a special case of equation 4.9.8 with h(t) = arctan(βt).

28. y(x) – λ

∫∫ b

a

[A + B(x – t) arctan(βx)]y(t) dt = f (x).

This is a special case of equation 4.9.10 with h(x) = arctan(βx).
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4.6-4. Kernels Containing Arccotangent

29. y(x) – λ

∫∫ b

a

arccot(βx)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = arccot(βx) and h(t) = 1.

30. y(x) – λ

∫∫ b

a

arccot(βt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = 1 and h(t) = arccot(βt).

31. y(x) – λ

∫∫ b

a

[A arccot(βx) + B arccot(βt)]y(t) dt = f (x).

This is a special case of equation 4.9.4 with g(x) = arccot(βx).

32. y(x) – λ

∫∫ b

a

arccot(βx)

arccot(βt)
y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = arccot(βx) and h(t) =
1

arccot(βt)
.

33. y(x) – λ

∫∫ b

a

arccot(βt)

arccot(βx)
y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) =
1

arccot(βx)
and h(t) = arccot(βt).

34. y(x) – λ

∫∫ b

a

arccotk(βx) arccotm(µt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = arccotk(βx) and h(t) = arccotm(µt).

35. y(x) – λ

∫∫ b

a

tk arccotm(βx)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = arccotm(βx) and h(t) = tk.

36. y(x) – λ

∫∫ b

a

xk arccotm(βt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = xk and h(t) = arccotm(βt).

37. y(x) – λ

∫∫ b

a

[A + B(x – t) arccot(βt)]y(t) dt = f (x).

This is a special case of equation 4.9.8 with h(t) = arccot(βt).

38. y(x) – λ

∫∫ b

a

[A + B(x – t) arccot(βx)]y(t) dt = f (x).

This is a special case of equation 4.9.10 with h(x) = arccot(βx).
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4.7. Equations Whose Kernels Contain Combinations of
Elementary Functions

4.7-1. Kernels Containing Exponential and Hyperbolic Functions

1. y(x) – λ

∫∫ b

a

eµ(x–t) cosh[β(x – t)]y(t) dt = f (x).

This is a special case of equation 4.9.18 with g1(x) = eµx cosh(βx), h1(t) = e–µt cosh(βt),
g2(x) = eµx sinh(βx), and h2(t) = –e–µt sinh(βt).

2. y(x) – λ

∫∫ b

a

eµ(x–t) sinh[β(x – t)]y(t) dt = f (x).

This is a special case of equation 4.9.18 with g1(x) = eµx sinh(βx), h1(t) = e–µt cosh(βt),
g2(x) = eµx cosh(βx), and h2(t) = –e–µt sinh(βt).

3. y(x) – λ

∫∫ b

a

teµ(x–t) sinh[β(x – t)]y(t) dt = f (x).

This is a special case of equation 4.9.18 with g1(x) = eµx sinh(βx), h1(t) = te–µt cosh(βt),
g2(x) = eµx cosh(βx), and h2(t) = –te–µt sinh(βt).

4.7-2. Kernels Containing Exponential and Logarithmic Functions

4. y(x) – λ

∫∫ b

a

eµt ln(βx)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = ln(βx) and h(t) = eµt.

5. y(x) – λ

∫∫ b

a

eµx ln(βt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = eµx and h(t) = ln(βt).

6. y(x) – λ

∫∫ b

a

eµ(x–t) ln(βx)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = eµx ln(βx) and h(t) = e–µt.

7. y(x) – λ

∫∫ b

a

eµ(x–t) ln(βt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = eµx and h(t) = e–µt ln(βt).

8. y(x) – λ

∫∫ b

a

eµ(x–t)(lnx – ln t)y(t) dt = f (x).

This is a special case of equation 4.9.18 with g1(x) = eµx lnx, h1(t) = e–µt, g2(x) = eµx, and
h2(t) = –e–µt ln t.
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9. y(x) +
b2 – a2

2a

∫∫ ∞

0

1

t
exp

(
–a

∣∣∣ln x

t

∣∣∣ )
y(t) dt = f (x).

Solution with a > 0, b > 0, and x > 0:

y(x) = f (x) +
a2 – b2

2b

∫ ∞

0

1
t

exp
(

–b
∣∣∣ln x
t

∣∣∣ )
f (t) dt.

©• Reference: F. D. Gakhov and Yu. I. Cherskii (1978).

4.7-3. Kernels Containing Exponential and Trigonometric Functions

10. y(x) – λ

∫∫ b

a

eµt cos(βx)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = cos(βx) and h(t) = eµt.

11. y(x) – λ

∫∫ b

a

eµx cos(βt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = eµx and h(t) = cos(βt).

12. y(x) – λ

∫∫ ∞

0
eµ(x–t) cos(xt)y(t) dt = f (x).

Solution:

y(x) =
f (x)

1 – π
2 λ

2
+

λ

1 – π
2 λ

2

∫ ∞

0
eµ(x–t) cos(xt)f (t) dt, λ ≠ ±

√
2/π.

13. y(x) – λ

∫∫ b

a

eµ(x–t) cos[β(x – t)]y(t) dt = f (x).

This is a special case of equation 4.9.18 with g1(x) = eµx cos(βx), h1(t) = e–µt cos(βt),
g2(x) = eµx sin(βx), and h2(t) = e–µt sin(βt).

14. y(x) – λ

∫∫ b

a

eµt sin(βx)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = sin(βx) and h(t) = eµt.

15. y(x) – λ

∫∫ b

a

eµx sin(βt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = eµx and h(t) = sin(βt).

16. y(x) – λ

∫∫ ∞

0
eµ(x–t) sin(xt)y(t) dt = f (x).

Solution:

y(x) =
f (x)

1 – π
2 λ

2
+

λ

1 – π
2 λ

2

∫ ∞

0
eµ(x–t) sin(xt)f (t) dt, λ ≠ ±

√
2/π.
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17. y(x) – λ

∫∫ b

a

eµ(x–t) sin[β(x – t)]y(t) dt = f (x).

This is a special case of equation 4.9.18 with g1(x) = eµx sin(βx), h1(t) = e–µt cos(βt),
g2(x) = eµx cos(βx), and h2(t) = –e–µt sin(βt).

18. y(x) – λ

∫∫ b

a

eµ(x–t)
{ n∑

k=1

Ak sin[βk(x – t)]
}
y(t) dt = f (x), n = 1, 2, . . .

This is a special case of equation 4.9.20.

19. y(x) – λ

∫∫ b

a

teµ(x–t) sin[β(x – t)]y(t) dt = f (x).

This is a special case of equation 4.9.18 with g1(x) = eµx sin(βx), h1(t) = te–µt cos(βt),
g2(x) = eµx cos(βx), and h2(t) = –te–µt sin(βt).

20. y(x) – λ

∫∫ b

a

xeµ(x–t) sin[β(x – t)]y(t) dt = f (x).

This is a special case of equation 4.9.18 with g1(x) = xeµx sin(βx), h1(t) = e–µt cos(βt),
g2(x) = xeµx cos(βx), and h2(t) = –e–µt sin(βt).

21. y(x) – λ

∫∫ b

a

eµt tan(βx)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = tan(βx) and h(t) = eµt.

22. y(x) – λ

∫∫ b

a

eµx tan(βt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = eµx and h(t) = tan(βt).

23. y(x) – λ

∫∫ b

a

eµ(x–t)[tan(βx) – tan(βt)]y(t) dt = f (x).

This is a special case of equation 4.9.18 with g1(x) = eµx tan(βx), h1(t) = e–µt, g2(x) = eµx,
and h2(t) = –e–µt tan(βt).

24. y(x) – λ

∫∫ b

a

eµt cot(βx)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = cot(βx) and h(t) = eµt.

25. y(x) – λ

∫∫ b

a

eµx cot(βt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = eµx and h(t) = cot(βt).

4.7-4. Kernels Containing Hyperbolic and Logarithmic Functions

26. y(x) – λ

∫∫ b

a

coshk(βx) lnm(µt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = coshk(βx) and h(t) = lnm(µt).
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27. y(x) – λ

∫∫ b

a

coshk(βt) lnm(µx)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = lnm(µx) and h(t) = coshk(βt).

28. y(x) – λ

∫∫ b

a

sinhk(βx) lnm(µt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = sinhk(βx) and h(t) = lnm(µt).

29. y(x) – λ

∫∫ b

a

sinhk(βt) lnm(µx)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = lnm(µx) and h(t) = sinhk(βt).

30. y(x) – λ

∫∫ b

a

tanhk(βx) lnm(µt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = tanhk(βx) and h(t) = lnm(µt).

31. y(x) – λ

∫∫ b

a

tanhk(βt) lnm(µx)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = lnm(µx) and h(t) = tanhk(βt).

32. y(x) – λ

∫∫ b

a

cothk(βx) lnm(µt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = cothk(βx) and h(t) = lnm(µt).

33. y(x) – λ

∫∫ b

a

cothk(βt) lnm(µx)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = lnm(µx) and h(t) = cothk(βt).

4.7-5. Kernels Containing Hyperbolic and Trigonometric Functions

34. y(x) – λ

∫∫ b

a

coshk(βx) cosm(µt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = coshk(βx) and h(t) = cosm(µt).

35. y(x) – λ

∫∫ b

a

coshk(βt) cosm(µx)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = cosm(µx) and h(t) = coshk(βt).

36. y(x) – λ

∫∫ b

a

coshk(βx) sinm(µt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = coshk(βx) and h(t) = sinm(µt).
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37. y(x) – λ

∫∫ b

a

coshk(βt) sinm(µx)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = sinm(µx) and h(t) = coshk(βt).

38. y(x) – λ

∫∫ b

a

sinhk(βx) cosm(µt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = sinhk(βx) and h(t) = cosm(µt).

39. y(x) – λ

∫∫ b

a

sinhk(βt) cosm(µx)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = cosm(µx) and h(t) = sinhk(βt).

40. y(x) – λ

∫∫ b

a

sinhk(βx) sinm(µt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = sinhk(βx) and h(t) = sinm(µt).

41. y(x) – λ

∫∫ b

a

sinhk(βt) sinm(µx)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = sinm(µx) and h(t) = sinhk(βt).

42. y(x) – λ

∫∫ b

a

tanhk(βx) cosm(µt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = tanhk(βx) and h(t) = cosm(µt).

43. y(x) – λ

∫∫ b

a

tanhk(βt) cosm(µx)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = cosm(µx) and h(t) = tanhk(βt).

44. y(x) – λ

∫∫ b

a

tanhk(βx) sinm(µt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = tanhk(βx) and h(t) = sinm(µt).

45. y(x) – λ

∫∫ b

a

tanhk(βt) sinm(µx)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = sinm(µx) and h(t) = tanhk(βt).

4.7-6. Kernels Containing Logarithmic and Trigonometric Functions

46. y(x) – λ

∫∫ b

a

cosk(βx) lnm(µt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = cosk(βx) and h(t) = lnm(µt).
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47. y(x) – λ

∫∫ b

a

cosk(βt) lnm(µx)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = lnm(µx) and h(t) = cosk(βt).

48. y(x) – λ

∫∫ b

a

sink(βx) lnm(µt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = sink(βx) and h(t) = lnm(µt).

49. y(x) – λ

∫∫ b

a

sink(βt) lnm(µx)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = lnm(µx) and h(t) = sink(βt).

50. y(x) – λ

∫∫ b

a

tank(βx) lnm(µt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = tank(βx) and h(t) = lnm(µt).

51. y(x) – λ

∫∫ b

a

tank(βt) lnm(µx)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = lnm(µx) and h(t) = tank(βt).

52. y(x) – λ

∫∫ b

a

cotk(βx) lnm(µt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = cotk(βx) and h(t) = lnm(µt).

53. y(x) – λ

∫∫ b

a

cotk(βt) lnm(µx)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = lnm(µx) and h(t) = cotk(βt).

4.8. Equations Whose Kernels Contain Special
Functions

4.8-1. Kernels Containing Bessel Functions

1. y(x) – λ

∫∫ b

a

Jν (βx)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = Jν(βx) and h(t) = 1.

2. y(x) – λ

∫∫ b

a

Jν (βt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = 1 and h(t) = Jν(βt).

3. y(x) + λ

∫∫ ∞

0
tJν (xt)y(t) dt = f (x), ν > – 1

2 .

Solution:

y(x) =
f (x)

1 – λ2
–

λ

1 – λ2

∫ ∞

0
tJν(xt)f (t) dt, λ ≠ ±1.
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4. y(x) + λ

∫∫ ∞

0
Jν

(
2
√
xt

)
y(t) dt = f (x).

By setting x = 1
2 z

2, t = 1
2 τ

2, y(x) = Y (z), and f (x) = F (z), we arrive at an equation of the
form 4.8.3:

Y (z) + λ
∫ ∞

0
τJν(zτ )Y (τ ) dτ = F (z).

5. y(x) – λ

∫∫ b

a

[A + B(x – t)Jν (βt)]y(t) dt = f (x).

This is a special case of equation 4.9.8 with h(t) = Jν(βt).

6. y(x) – λ

∫∫ b

a

[A + B(x – t)Jν (βx)]y(t) dt = f (x).

This is a special case of equation 4.9.10 with h(x) = Jν(βx).

7. y(x) – λ

∫∫ b

a

[AJµ(αx) + BJν (βt)]y(t) dt = f (x).

This is a special case of equation 4.9.5 with g(x) = AJµ(αx) and h(t) = BJν(βt).

8. y(x) – λ

∫∫ b

a

[AJµ(x)Jν (t) + BJν (x)Jµ(t)]y(t) dt = f (x).

This is a special case of equation 4.9.17 with g(x) = Jµ(x) and h(t) = Jν(t).

9. y(x) – λ

∫∫ b

a

Yν (βx)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = Yν(βx) and h(t) = 1.

10. y(x) – λ

∫∫ b

a

Yν (βt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = 1 and h(t) = Yν(βt).

11. y(x) – λ

∫∫ b

a

[A + B(x – t)Yν (βt)]y(t) dt = f (x).

This is a special case of equation 4.9.8 with h(t) = Yν(βt).

12. y(x) – λ

∫∫ b

a

[A + B(x – t)Yν (βx)]y(t) dt = f (x).

This is a special case of equation 4.9.10 with h(x) = Yν(βx).

13. y(x) – λ

∫∫ b

a

[AYµ(αx) + BYν (βt)]y(t) dt = f (x).

This is a special case of equation 4.9.5 with g(x) = AYµ(αx) and h(t) = BYν(βt).

14. y(x) – λ

∫∫ b

a

[AYµ(x)Yµ(t) + BYν (x)Yν (t)]y(t) dt = f (x).

This is a special case of equation 4.9.14 with g(x) = Yµ(x) and h(t) = Yν(t).

15. y(x) – λ

∫∫ b

a

[AYµ(x)Yν (t) + BYν (x)Yµ(t)]y(t) dt = f (x).

This is a special case of equation 4.9.17 with g(x) = Yµ(x) and h(t) = Yν(t).
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4.8-2. Kernels Containing Modified Bessel Functions

16. y(x) – λ

∫∫ b

a

Iν (βx)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = Iν(βx) and h(t) = 1.

17. y(x) – λ

∫∫ b

a

Iν (βt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = 1 and h(t) = Iν(βt).

18. y(x) – λ

∫∫ b

a

[A + B(x – t)Iν (βt)]y(t) dt = f (x).

This is a special case of equation 4.9.8 with h(t) = Iν(βt).

19. y(x) – λ

∫∫ b

a

[A + B(x – t)Iν (βx)]y(t) dt = f (x).

This is a special case of equation 4.9.10 with h(x) = Iν(βx).

20. y(x) – λ

∫∫ b

a

[AIµ(αx) + BIν (βt)]y(t) dt = f (x).

This is a special case of equation 4.9.5 with g(x) = AIµ(αx) and h(t) = BIν(βt).

21. y(x) – λ

∫∫ b

a

[AIµ(x)Iµ(t) + BIν (x)Iν (t)]y(t) dt = f (x).

This is a special case of equation 4.9.14 with g(x) = Iµ(x) and h(t) = Iν(t).

22. y(x) – λ

∫∫ b

a

[AIµ(x)Iν (t) + BIν (x)Iµ(t)]y(t) dt = f (x).

This is a special case of equation 4.9.17 with g(x) = Iµ(x) and h(t) = Iν(t).

23. y(x) – λ

∫∫ b

a

Kν (βx)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = Kν(βx) and h(t) = 1.

24. y(x) – λ

∫∫ b

a

Kν (βt)y(t) dt = f (x).

This is a special case of equation 4.9.1 with g(x) = 1 and h(t) = Kν(βt).

25. y(x) – λ

∫∫ b

a

[A + B(x – t)Kν (βt)]y(t) dt = f (x).

This is a special case of equation 4.9.8 with h(t) = Kν(βt).

26. y(x) – λ

∫∫ b

a

[A + B(x – t)Kν (βx)]y(t) dt = f (x).

This is a special case of equation 4.9.10 with h(x) = Kν(βx).
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27. y(x) – λ

∫∫ b

a

[AKµ(αx) + BKν (βt)]y(t) dt = f (x).

This is a special case of equation 4.9.5 with g(x) = AKµ(αx) and h(t) = BKν(βt).

28. y(x) – λ

∫∫ b

a

[AKµ(x)Kµ(t) + BKν (x)Kν (t)]y(t) dt = f (x).

This is a special case of equation 4.9.14 with g(x) = Kµ(x) and h(t) = Kν(t).

29. y(x) – λ

∫∫ b

a

[AKµ(x)Kν (t) + BKν (x)Kµ(t)]y(t) dt = f (x).

This is a special case of equation 4.9.17 with g(x) = Kµ(x) and h(t) = Kν(t).

4.9. Equations Whose Kernels Contain Arbitrary
Functions

4.9-1. Equations With Degenerate Kernel: K(x, t) = g1(x)h1(t) + · · · + gn(x)hn(t)

1. y(x) – λ

∫∫ b

a

g(x)h(t)y(t) dt = f (x).

1◦. Assume that λ ≠
(∫ b

a
g(t)h(t) dt

)–1
.

Solution:

y(x) = f (x) + λkg(x), where k =

(
1 – λ

∫ b

a

g(t)h(t) dt

)–1 ∫ b

a

h(t)f (t) dt.

2◦. Assume that λ =
(∫ b

a
g(t)h(t) dt

)–1
.

For
∫ b

a
h(t)f (t) dt = 0, the solution has the form

y = f (x) + Cg(x),

where C is an arbitrary constant.

For
∫ b

a
h(t)f (t) dt ≠ 0, there is no solution.

The limits of integration may take the values a = –∞ and/or b = ∞, provided that the
corresponding improper integral converges.

2. y(x) – λ

∫∫ b

a

[g(x) + g(t)]y(t) dt = f (x).

The characteristic values of the equation:

λ1 =
1

g1 +
√

(b – a)g2
, λ2 =

1

g1 –
√

(b – a)g2
,

where

g1 =
∫ b

a

g(x) dx, g2 =
∫ b

a

g2(x) dx.
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1◦. Solution with λ ≠ λ1,2:

y(x) = f (x) + λ[A1g(x) +A2],

where the constants A1 and A2 are given by

A1 =
f1 – λ[f1g1 – (b – a)f2]

[g2
1 – (b – a)g2]λ2 – 2g1λ + 1

, A2 =
f2 – λ(f2g1 – f1g2)

[g2
1 – (b – a)g2]λ2 – 2g1λ + 1

,

f1 =
∫ b

a

f (x) dx, f2 =
∫ b

a

f (x)g(x) dx.

2◦. Solution with λ = λ1 ≠ λ2 and f1 = f2 = 0:

y(x) = f (x) + Cy1(x), y1(x) = g(x) +

√
g2

b – a
,

where C is an arbitrary constant and y1(x) is an eigenfunction of the equation corresponding
to the characteristic value λ1.

3◦. Solution with λ = λ2 ≠ λ1 and f1 = f2 = 0:

y(x) = f (x) + Cy2(x), y2(x) = g(x) –

√
g2

b – a
,

where C is an arbitrary constant and y2(x) is an eigenfunction of the equation corresponding
to the characteristic value λ2.

4◦. The equation has no multiple characteristic values.

3. y(x) – λ

∫∫ b

a

[g(x) – g(t)]y(t) dt = f (x).

The characteristic values of the equation:

λ1 =
1√

g2
1 – (b – a)g2

, λ2 = –
1√

g2
1 – (b – a)g2

,

where

g1 =
∫ b

a

g(x) dx, g2 =
∫ b

a

g2(x) dx.

1◦. Solution with λ ≠ λ1,2:

y(x) = f (x) + λ[A1g(x) +A2],

where the constants A1 and A2 are given by

A1 =
f1 + λ[f1g1 – (b – a)f2]
[(b – a)g2 – g2

1]λ2 + 1
, A2 =

–f2 + λ(f2g1 – f1g2)
[(b – a)g2 – g2

1]λ2 + 1
,

f1 =
∫ b

a

f (x) dx, f2 =
∫ b

a

f (x)g(x) dx.

2◦. Solution with λ = λ1 ≠ λ2 and f1 = f2 = 0:

y(x) = f (x) + Cy1(x), y1(x) = g(x) +
1 – λ1g1

λ1(b – a)
,

where C is an arbitrary constant and y1(x) is an eigenfunction of the equation corresponding
to the characteristic value λ1.

3◦. The solution with λ = λ2 ≠ λ1 and f1 = f2 = 0 is given by the formulas of item 2◦ in
which one must replace λ1 and y1(x) by λ2 and y2(x), respectively.

4◦. The equation has no multiple characteristic values.
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4. y(x) – λ

∫∫ b

a

[Ag(x) + Bg(t)]y(t) dt = f (x).

The characteristic values of the equation:

λ1,2 =
(A +B)g1 ±

√
(A –B)2g2

1 + 4AB(b – a)g2

2AB[g2
1 – (b – a)g2]

,

where

g1 =
∫ b

a

g(x) dx, g2 =
∫ b

a

g2(x) dx.

1◦. Solution with λ ≠ λ1,2:

y(x) = f (x) + λ[A1g(x) +A2],

where the constants A1 and A2 are given by

A1 =
Af1 –λAB[f1g1 – (b–a)f2]

AB[g2
1 – (b–a)g2]λ2 – (A+B)g1λ+1

, A2 =
Bf2 –λAB(f2g1 –f1g2)

AB[g2
1 – (b–a)g2]λ2 – (A+B)g1λ+1

,

f1 =
∫ b

a

f (x) dx, f2 =
∫ b

a

f (x)g(x) dx.

2◦. Solution with λ = λ1 ≠ λ2 and f1 = f2 = 0:

y(x) = f (x) + Cy1(x), y1(x) = g(x) +
1 – λ1Ag1

λ1A(b – a)
,

where C is an arbitrary constant and y1(x) is an eigenfunction of the equation corresponding
to the characteristic value λ1.

3◦. The solution with λ = λ2 ≠ λ1 and f1 = f2 = 0 is given by the formulas of item 2◦ in
which one must replace λ1 and y1(x) by λ2 and y2(x), respectively.

4◦. Solution with λ = λ1,2 = λ∗ and f1 = f2 = 0, where the characteristic value λ∗ =
2

(A +B)g1
is double:

y(x) = f (x) + Cy∗(x), y∗(x) = g(x) –
(A –B)g1

2A(b – a)
.

Here C is an arbitrary constant and y∗(x) is an eigenfunction of the equation corresponding
to λ∗.

5. y(x) – λ

∫∫ b

a

[g(x) + h(t)]y(t) dt = f (x).

The characteristic values of the equation:

λ1,2 =
s1 + s3 ±

√
(s1 – s3)2 + 4(b – a)s2

2[s1s3 – (b – a)s2]
,

where

s1 =
∫ b

a

g(x) dx, s2 =
∫ b

a

g(x)h(x) dx, s3 =
∫ b

a

h(x) dx.
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1◦. Solution with λ ≠ λ1,2:

y(x) = f (x) + λ[A1g(x) +A2],

where the constants A1 and A2 are given by

A1 =
f1 – λ[f1s3 – (b – a)f2]

[s1s3 – (b – a)s2]λ2 – (s1 + s3)λ + 1
, A2 =

f2 – λ(f2s1 – f1s2)
[s1s3 – (b – a)s2]λ2 – (s1 + s3)λ + 1

,

f1 =
∫ b

a

f (x) dx, f2 =
∫ b

a

f (x)h(x) dx.

2◦. Solution with λ = λ1 ≠ λ2 and f1 = f2 = 0:

y(x) = f (x) + Cy1(x), y1(x) = g(x) +
1 – λ1s1

λ1(b – a)
,

where C is an arbitrary constant and y1(x) is an eigenfunction of the equation corresponding
to the characteristic value λ1.

3◦. The solution with λ = λ2 ≠ λ1 and f1 = f2 = 0 is given by the formulas of item 2◦ in
which one must replace λ1 and y1(x) by λ2 and y2(x), respectively.

4◦. Solution with λ = λ1,2 = λ∗ and f1 = f2 = 0, where the characteristic value λ∗ =
2

s1 + s3
is double:

y(x) = f (x) + Cy∗(x), y∗(x) = g(x) –
s1 – s3

2(b – a)
.

Here C is an arbitrary constant and y∗(x) is an eigenfunction of the equation corresponding
to λ∗.

6. y(x) – λ

∫∫ b

a

[Ag(x) + Bg(t)]h(t) y(t) dt = f (x).

The characteristic values of the equation:

λ1,2 =
(A +B)s1 ±

√
(A –B)2s2

1 + 4ABs0s2

2AB(s2
1 – s0s2)

,

where

s0 =
∫ b

a

h(x) dx, s1 =
∫ b

a

g(x)h(x) dx, s2 =
∫ b

a

g2(x)h(x) dx.

1◦. Solution with λ ≠ λ1,2:

y(x) = f (x) + λ[A1g(x) +A2],

where the constants A1 and A2 are given by

A1 =
Af1 –ABλ(f1s1 – f2s0)

AB(s2
1 – s0s2)λ2 – (A +B)s1λ + 1

, A2 =
Bf2 –ABλ(f2s1 – f1s2)

AB(s2
1 – s0s2)λ2 – (A +B)s1λ + 1

,

f1 =
∫ b

a

f (x)h(x) dx, f2 =
∫ b

a

f (x)g(x)h(x) dx.

2◦. Solution with λ = λ1 ≠ λ2 and f1 = f2 = 0:

y(x) = f (x) + Cy1(x), y1(x) = g(x) +
1 – λ1As1

λ1As0
,

where C is an arbitrary constant and y1(x) is an eigenfunction of the equation corresponding
to the characteristic value λ1.
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3◦. The solution with λ = λ2 ≠ λ1 and f1 = f2 = 0 is given by the formulas of item 2◦ in
which one must replace λ1 and y1(x) by λ2 and y2(x), respectively.

4◦. Solution with λ = λ1,2 = λ∗ and f1 = f2 = 0, where the characteristic value λ∗ =
2

(A +B)s1
is double:

y(x) = f (x) + Cy∗(x),

where C is an arbitrary constant and y∗(x) is an eigenfunction of the equation corresponding
to λ∗. Two cases are possible.

(a) If A ≠ B, then 4ABs0s2 = –(A –B)2s2
1 and

y∗(x) = g(x) –
(A –B)s1

2As0
.

(b) If A = B, then, in view of 4ABs0s2 = –(A –B)2s2
1 = 0, we have

y∗(x) =

{ g(x) for s0 ≠ 0 and s2 = 0,
1 for s0 = 0 and s2 ≠ 0,
C1g(x) + C2 for s0 = s2 = 0,

where C1 and C2 are arbitrary constants.

7. y(x) – λ

∫∫ b

a

[Ag(x) + Bg(t) + C]h(t) y(t) dt = f (x).

The characteristic values of the equation:

λ1,2 =
(A +B)s1 + Cs0 ±

√
(A –B)2s2

1 + 2(A +B)Cs1s0 + C2s2
0 + 4ABs0s2

2AB(s2
1 – s0s2)

,

where

s0 =
∫ b

a

h(x) dx, s1 =
∫ b

a

g(x)h(x) dx, s2 =
∫ b

a

g2(x)h(x) dx.

1◦. Solution with λ ≠ λ1,2:

y(x) = f (x) + λ[A1g(x) +A2],

where the constants A1 and A2 are given by

A1 =
Af1 –ABλ(f1s1 – f2s0)

AB(s2
1 – s0s2)λ2 – [(A +B)s1 + Cs0]λ + 1

,

A2 =
C1f1 +Bf2 –ABλ(f2s1 – f1s2)

AB(s2
1 – s0s2)λ2 – [(A +B)s1 + Cs0]λ + 1

,

f1 =
∫ b

a

f (x)h(x) dx, f2 =
∫ b

a

f (x)g(x)h(x) dx.

2◦. Solution with λ = λ1 ≠ λ2 and f1 = f2 = 0:

y(x) = f (x) + C̃y1(x), y1(x) = g(x) +
1 – λ1As1

λ1As0
,

where C̃ is an arbitrary constant and y1(x) is an eigenfunction of the equation corresponding
to the characteristic value λ1.
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3◦. The solution with λ = λ2 ≠ λ1 and f1 = f2 = 0 is given by the formulas of item 2◦ in
which one must replace λ1 and y1(x) by λ2 and y2(x), respectively.

4◦. Solution with λ = λ1,2 = λ∗ and f1 = f2 = 0, where the characteristic value λ∗ =
2

(A +B)s1 + Cs0
is double:

y(x) = f (x) + C̃y∗(x),

where C̃ is an arbitrary constant and y∗(x) is an eigenfunction of the equation corresponding
to λ∗. Two cases are possible.

(a) If As1 – (Bs1 + Cs0) ≠ 0, then 4As0(Bs2 + Cs1) = –[(A –B)s1 – Cs0]2 and

y∗(x) = g(x) –
(A –B)s1 – Cs0

2As0
.

(b) If (A –B)s1 = Cs0, then, in view of 4As0(Bs2 +Cs1) = –[(A –B)s1 –Cs0]2 = 0, we
have

y∗(x) =

{
g(x) for s0 ≠ 0 and Bs2 = –Cs1,
1 for s0 = 0 and Bs2 ≠ –Cs1,
C̃1g(x) + C̃2 for s0 = 0 and Bs2 = –Cs1,

where C̃1 and C̃2 are arbitrary constants.

8. y(x) – λ

∫∫ b

a

[A + B(x – t)h(t)]y(t) dt = f (x).

The characteristic values of the equation:

λ1,2 =
A(b – a) ±

√
[A(b – a) – 2Bh1]2 + 2Bh0[A(b2 – a2) – 2Bh2]

B
{
A(b – a)[2h1 – (b + a)h0] – 2B(h2

1 – h0h2)
} ,

where

h0 =
∫ b

a

h(x) dx, h1 =
∫ b

a

xh(x) dx, h2 =
∫ b

a

x2h(x) dx.

1◦. Solution with λ ≠ λ1,2:
y(x) = f (x) + λ(A1 +A2x),

where the constants A1 and A2 are given by

A1 =
f1 – λ

[
B(f1h1 + f2h2) – 1

2Af2(b2 – a2)
]

B
{
A(b – a)

[
h1 – 1

2 (b + a)h0
]

–B(h2
1 – h0h2)

}
λ2 +A(b – a)λ + 1

,

A2 =
f2 – λ[A(b – a)f2 –B(f1h0 + f2h1)]

B
{
A(b – a)

[
h1 – 1

2 (b + a)h0
]

–B(h2
1 – h0h2)

}
λ2 +A(b – a)λ + 1

,

f1 = A
∫ b

a

f (x) dx –B
∫ b

a

xf (x)h(x) dx, f2 = B
∫ b

a

f (x)h(x) dx.

2◦. Solution with λ = λ1 ≠ λ2 and f1 = f2 = 0:

y(x) = f (x) + Cy1(x), y1(x) = 1 +
2 – 2λ1[A(b – a) –Bh1]
λ1[A(b2 – a2) – 2Bh2]

x,

where C is an arbitrary constant, and y1(x) is an eigenfunction of the equation corresponding
to the characteristic value λ1.
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3◦. The solution with λ = λ2 ≠ λ1 and f1 = f2 = 0 is given by the formulas of item 2◦ in
which one must replace λ1 and y1(x) by λ2 and y2(x), respectively.

4◦. Solution with λ = λ1,2 = λ∗ and f1 = f2 = 0, where the characteristic value λ∗ =
2

A(b – a)
(A ≠ 0) is double:

y(x) = f (x) + Cy∗(x),

where C is an arbitrary constant, and y∗(x) is an eigenfunction of the equation corresponding
to λ∗. Two cases are possible.

(a) If A(b – a) – 2Bh1 ≠ 0, then

y∗(x) = 1 –
A(b – a) – 2Bh1

A(b2 – a2) – 2Bh2
x.

(b) If A(b – a) – 2Bh1 = 0, then, in view of h0[A(b2 – a2) – 2Bh2] = 0, we have

y∗(x) =

 1 for h0 ≠ 0 and A(b2 – a2) = 2Bh2,
x for h0 = 0 and A(b2 – a2) ≠ 2Bh2,
C1 + C2x for h0 = 0 and A(b2 – a2) = 2Bh2,

where C1 and C2 are arbitrary constants.

9. y(x) – λ

∫∫ b

a

[A + (Bx + Ct)h(t)]y(t) dt = f (x).

The characteristic values of the equation:

λ1,2 =
A(b – a) + (C +B)h1 ±

√
D

B
{
A(b – a)[2h1 – (b + a)h0] + 2C(h2

1 – h0h2)
} ,

D = [A(b – a) + (C –B)h1]2 + 2Bh0[A(b2 – a2) + 2Ch2],

where

h0 =
∫ b

a

h(x) dx, h1 =
∫ b

a

xh(x) dx, h2 =
∫ b

a

x2h(x) dx.

1◦. Solution with λ ≠ λ1,2:
y(x) = f (x) + λ(A1 +A2x),

where the constants A1 and A2 are given by

A1 = ∆–1
{
f1 – λ

[
Bf1h1 – Cf2h2 – 1

2A(b2 – a2)f2
]}

,

A2 = ∆–1
{
f2 – λ

[
A(b – a)f2 –Bf1h0 + Cf2h1

]}
,

∆ = B
{
A(b – a)

[
h1 – 1

2 (b + a)h0
]

+ C(h2
1 – h0h2)

}
λ2 + [A(b – a) + (B + C)h1]λ + 1,

f1 = A
∫ b

a

f (x) dx + C
∫ b

a

xf (x)h(x) dx, f2 = B
∫ b

a

f (x)h(x) dx.

2◦. Solution with λ = λ1 ≠ λ2 and f1 = f2 = 0:

y(x) = f (x) + C̃y1(x), y1(x) = 1 +
2 – 2λ1[A(b – a) + Ch1]
λ1[A(b2 – a2) + 2Ch2]

x,

where C̃ is an arbitrary constant and y1(x) is an eigenfunction of the equation corresponding
to the characteristic value λ1.
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3◦. The solution with λ = λ2 ≠ λ1 and f1 = f2 = 0 is given by the formulas of item 2◦ in
which one must replace λ1 and y1(x) by λ2 and y2(x), respectively.

4◦. Solution with λ = λ1,2 = λ∗ and f1 = f2 = 0, where the characteristic value λ∗ =
2

A(b – a) + (B + C)h1
is double:

y(x) = f (x) + C̃y∗(x),

where C̃ is an arbitrary constant and y∗(x) is an eigenfunction of the equation corresponding
to λ∗. Two cases are possible.

(a) If A(b – a) + (C –B)h1 ≠ 0, then

y∗(x) = 1 –
A(b – a) + (C –B)h1

A(b2 – a2) + 2Ch2
x.

(b) If A(b – a) + (C –B)h1 = 0, then, in view of h0[A(b2 – a2) + 2Ch2] = 0, we have

y∗(x) =

 1 for h0 ≠ 0 and A(b2 – a2) = –2Ch2,
x for h0 = 0 and A(b2 – a2) ≠ –2Ch2,
C̃1 + C̃2x for h0 = 0 and A(b2 – a2) = –2Ch2,

where C̃1 and C̃2 are arbitrary constants.

10. y(x) – λ

∫∫ b

a

[A + B(x – t)h(x)]y(t) dt = f (x).

The characteristic values of the equation:

λ1,2 =
A(b – a) ±

√
[A(b – a) + 2Bh1]2 – 2Bh0[A(b2 – a2) + 2Bh2]

B{h0[A(b2 – a2) + 2Bh2] – 2h1[A(b – a) +Bh1]}
,

where

h0 =
∫ b

a

h(x) dx, h1 =
∫ b

a

xh(x) dx, h2 =
∫ b

a

x2h(x) dx.

1◦. Solution with λ ≠ λ1,2:

y(x) = f (x) + λ
[
AE1 + (BE1x + E2)h(x)

]
,

where the constants E1 and E2 are given by

E1 = ∆–1
[
f1 + λB(f1h1 – f2h0)

]
,

E2 = B∆–1
{

–f2 + λf2
[
A(b – a) +Bh1

]
+ λf1

[
1
2A(b2 – a2) +Bh2

]}
,

∆ = B
{
h0

[
1
2A(b2 – a2) +Bh2

]
– h1[A(b – a) +Bh1]

}
λ2 –A(b – a)λ + 1,

f1 =
∫ b

a

f (x) dx, f2 =
∫ b

a

xf (x) dx.

2◦. Solution with λ = λ1 ≠ λ2 and f1 = f2 = 0:

y(x) = f (x) + Cy1(x), y1(x) = A +Bxh(x) +
1 – λ1[A(b – a) +Bh1]

λ1h0
h(x),

where C is an arbitrary constant and y1(x) is an eigenfunction of the equation corresponding
to the characteristic value λ1.

Page 309

© 1998 by CRC Press LLC



3◦. The solution with λ = λ2 ≠ λ1 and f1 = f2 = 0 is given by the formulas of item 2◦ in
which one must replace λ1 and y1(x) by λ2 and y2(x), respectively.

4◦. Solution with λ = λ1,2 = λ∗ and f1 = f2 = 0, where the characteristic value λ∗ =
2

A(b – a)
(A ≠ 0) is double:

y(x) = f (x) + Cy∗(x),

where C is an arbitrary constant and y∗(x) is an eigenfunction of the equation corresponding
to λ∗. Two cases are possible.

(a) If A(b – a) ≠ –2Bh1, then

y∗(x) = A +Bxh(x) –
A(b – a) + 2Bh1

2h0
h(x).

(b) If A(b – a) = –2Bh1, then, in view of h0[A(b2 – a2) + 2Bh2] = 0, we have

y∗(x) =

A +Bxh(x) for h0 ≠ 0 and A(b2 – a2) = –2Bh2,
h(x) for h0 = 0 and A(b2 – a2) ≠ –2Bh2,
C1[A +Bxh(x)] + C2h(x) for h0 = 0 and A(b2 – a2) = –2Bh2,

where C1 and C2 are arbitrary constants.

11. y(x) – λ

∫∫ b

a

[A + (Bx + Ct)h(x)]y(t) dt = f (x).

The characteristic values of the equation:

λ1,2 =
A(b – a) + (B + C)h1 ±

√
D

C{2h1[A(b – a) +Bh1] – h0[A(b2 – a2) + 2Bh2]}
,

D = [A(b – a) + (B – C)h1]2 + 2Ch0[A(b2 – a2) + 2Bh2],

where

h0 =
∫ b

a

h(x) dx, h1 =
∫ b

a

xh(x) dx, h2 =
∫ b

a

x2h(x) dx.

1◦. Solution with λ ≠ λ1,2:

y(x) = f (x) + λ
[
AE1 + (BE1x + E2)h(x)

]
,

where the constants E1 and E2 are given by

E1 = ∆–1[f1 – λC(f1h1 – f2h0)],

E2 = C∆–1
{
f2 – λf2

[
A(b – a) +Bh1

]
– λf1

[
1
2A(b2 – a2) +Bh2

]}
,

∆ = C
{
h1[A(b – a) +Bh1] – h0

[
1
2A(b2 – a2) +Bh2

]}
λ2 – [A(b – a) + (B + C)h1]λ + 1,

f1 =
∫ b

a

f (x) dx, f2 =
∫ b

a

xf (x) dx.

2◦. Solution with λ = λ1 ≠ λ2 and f1 = f2 = 0:

y(x) = f (x) + C̃y1(x), y1(x) = A +Bxh(x) +
1 – λ1[A(b – a) +Bh1]

λ1h0
h(x),

where C̃ is an arbitrary constant and y1(x) is an eigenfunction of the equation corresponding
to the characteristic value λ1.
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3◦. The solution with λ = λ2 ≠ λ1 and f1 = f2 = 0 is given by the formulas of item 2◦ in
which one must replace λ1 and y1(x) by λ2 and y2(x), respectively.

4◦. Solution with λ = λ1,2 = λ∗ and f1 = f2 = 0, where the characteristic value λ∗ =
2

A(b – a) + (B + C)h1
(A ≠ 0) is double:

y(x) = f (x) + C̃y∗(x),

where C̃ is an arbitrary constant and y∗(x) is an eigenfunction of the equation corresponding
to λ∗. Two cases are possible.

(a) If A(b – a) +Bh1 ≠ Ch1, then

y∗(x) = A +Bxh(x) –
A(b – a) + (B – C)h1

2h0
h(x).

(b) If A(b – a) +Bh1 = Ch1, then, in view of h0[A(b2 – a2) + 2Bh2] = 0, we have

y∗(x) =

A +Bxh(x) for h0 ≠ 0 and A(b2 – a2) = –2Bh2,
h(x) for h0 = 0 and A(b2 – a2) ≠ –2Bh2,
C̃1[A +Bxh(x)] + C̃2h(x) for h0 = 0 and A(b2 – a2) = –2Bh2,

where C̃1 and C̃2 are arbitrary constants.

12. y(x) – λ

∫∫ b

a

[g(x)g(t) + h(x)h(t)]y(t) dt = f (x).

The characteristic values of the equation:

λ1 =
s1 + s3 +

√
(s1 – s3)2 + 4s2

2

2(s1s3 – s2
2)

, λ2 =
s1 + s3 –

√
(s1 – s3)2 + 4s2

2

2(s1s3 – s2
2)

,

where

s1 =
∫ b

a

g2(x) dx, s2 =
∫ b

a

g(x)h(x) dx, s3 =
∫ b

a

h2(x) dx.

1◦. Solution with λ ≠ λ1,2:

y(x) = f (x) + λ[A1g(x) +A2h(x)],

where the constants A1 and A2 are given by

A1 =
f1 – λ(f1s3 – f2s2)

(s1s3 – s2
2)λ2 – (s1 + s3)λ + 1

, A2 =
f2 – λ(f2s1 – f1s2)

(s1s3 – s2
2)λ2 – (s1 + s3)λ + 1

,

f1 =
∫ b

a

f (x)g(x) dx, f2 =
∫ b

a

f (x)h(x) dx.

2◦. Solution with λ = λ1 ≠ λ2 and f1 = f2 = 0:

y(x) = f (x) + Cy1(x), y1(x) = g(x) +
1 – λ1s1

λ1s2
h(x),

where C is an arbitrary constant and y1(x) is an eigenfunction of the equation corresponding
to the characteristic value λ1.

3◦. The solution with λ = λ2 ≠ λ1 and f1 = f2 = 0 is given by the formulas of item 2◦ in
which one must replace λ1 and y1(x) by λ2 and y2(x), respectively.

4◦. Solution with λ = λ1,2 = λ∗ and f1 = f2 = 0, where the characteristic value λ∗ = 1/s1 is
double:

y(x) = f (x) + C̃1g(x) + C̃2h(x),

where C̃1 and C̃2 are arbitrary constants.
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13. y(x) – λ

∫∫ b

a

[g(x)g(t) – h(x)h(t)]y(t) dt = f (x).

The characteristic values of the equation:

λ1 =
s1 – s3 +

√
(s1 + s3)2 – 4s2

2

2(s2
2 – s1s3)

, λ2 =
s1 – s3 –

√
(s1 + s3)2 – 4s2

2

2(s2
2 – s1s3)

,

where

s1 =
∫ b

a

g2(x) dx, s2 =
∫ b

a

g(x)h(x) dx, s3 =
∫ b

a

h2(x) dx.

1◦. Solution with λ ≠ λ1,2:

y(x) = f (x) + λ[A1g(x) +A2h(x)],

where the constants A1 and A2 are given by

A1 =
f1 + λ(f1s3 – f2s2)

(s2
2 – s1s3)λ2 – (s1 – s3)λ + 1

, A2 =
–f2 + λ(f2s1 – f1s2)

(s2
2 – s1s3)λ2 – (s1 – s3)λ + 1

,

f1 =
∫ b

a

f (x)g(x) dx, f2 =
∫ b

a

f (x)h(x) dx.

2◦. Solution with λ = λ1 ≠ λ2 and f1 = f2 = 0:

y(x) = f (x) + Cy1(x), y1(x) = g(x) +
1 – λ1s1

λ1s2
h(x),

where C is an arbitrary constant and y1(x) is an eigenfunction of the equation corresponding
to the characteristic value λ1.

3◦. The solution with λ = λ2 ≠ λ1 and f1 = f2 = 0 is given by the formulas of item 2◦ in
which one must replace λ1 and y1(x) by λ2 and y2(x), respectively.

4◦. Solution with λ = λ1,2 = λ∗ and f1 = f2 = 0, where the characteristic value λ∗ =
2

s1 – s3
is double:

y(x) = f (x) + Cy∗(x), y∗(x) = g(x) –
s1 + s3

2s2
h(x),

where C is an arbitrary constant and y∗(x) is an eigenfunction of the equation corresponding
to λ∗.

14. y(x) – λ

∫∫ b

a

[Ag(x)g(t) + Bh(x)h(t)]y(t) dt = f (x).

The characteristic values of the equation:

λ1,2 =
As1 +Bs3 ±

√
(As1 –Bs3)2 + 4ABs2

2

2AB(s1s3 – s2
2)

,

where

s1 =
∫ b

a

g2(x) dx, s2 =
∫ b

a

g(x)h(x) dx, s3 =
∫ b

a

h2(x) dx.

1◦. Solution with λ ≠ λ1,2:

y(x) = f (x) + λ[A1g(x) +A2h(x)],
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where the constants A1 and A2 are given by

A1 =
Af1 – λAB(f1s3 – f2s2)

AB(s1s3 – s2
2)λ2 – (As1 +Bs3)λ + 1

, A2 =
Bf2 – λAB(f2s1 – f1s2)

AB(s1s3 – s2
2)λ2 – (As1 +Bs3)λ + 1

,

f1 =
∫ b

a

f (x)g(x) dx, f2 =
∫ b

a

f (x)h(x) dx.

2◦. Solution with λ = λ1 ≠ λ2 and f1 = f2 = 0:

y(x) = f (x) + Cy1(x), y1(x) = g(x) +
1 – λ1As1

λ1As2
h(x),

where C is an arbitrary constant and y1(x) is an eigenfunction of the equation corresponding
to the characteristic value λ1.

3◦. The solution with λ = λ2 ≠ λ1 and f1 = f2 = 0 is given by the formulas of item 2◦ in
which one must replace λ1 and y1(x) by λ2 and y2(x), respectively.

4◦. Solution with λ = λ1,2 = λ∗ and f1 = f2 = 0, where the characteristic value λ∗ =
2

As1 +Bs3
is double:

y(x) = f (x) + Cy∗(x),

where C is an arbitrary constant and y∗(x) is an eigenfunction of the equation corresponding
to λ∗. Two cases are possible.

(a) If As1 ≠ Bs3, then 4ABs2
2 = –(As1 –Bs3)2, AB < 0, and

y∗(x) = g(x) –
As1 –Bs3

2As2
h(x).

(b) If As1 = Bs3, then, in view of s2 = 0, we have

y∗(x) = C1g(x) + C2h(x),

where C1 and C2 are arbitrary constants.

15. y(x) – λ

∫∫ b

a

[g(x)h(t) + h(x)g(t)]y(t) dt = f (x).

The characteristic values of the equation:

λ1 =
1

s1 +
√

s2s3
, λ2 =

1
s1 –

√
s2s3

,

where

s1 =
∫ b

a

h(x)g(x) dx, s2 =
∫ b

a

h2(x) dx, s3 =
∫ b

a

g2(x) dx.

1◦. Solution with λ ≠ λ1,2:

y(x) = f (x) + λ[A1g(x) +A2h(x)],

where the constants A1 and A2 are given by

A1 =
f1 – λ(f1s1 – f2s2)

(s2
1 – s2s3)λ2 – 2s1λ + 1

, A2 =
f2 – λ(f2s1 – f1s3)

(s2
1 – s2s3)λ2 – 2s1λ + 1

,

f1 =
∫ b

a

f (x)h(x) dx, f2 =
∫ b

a

f (x)g(x) dx.

2◦. Solution with λ = λ1 ≠ λ2 and f1 = f2 = 0:

y(x) = f (x) + Cy1(x), y1(x) = g(x) +
√

s3

s2
h(x),

where C is an arbitrary constant and y1(x) is an eigenfunction of the equation corresponding
to the characteristic value λ1.
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3◦. Solution with λ = λ2 ≠ λ1 and f1 = f2 = 0:

y(x) = f (x) + Cy2(x), y2(x) = g(x) –
√

s3

s2
h(x),

where C is an arbitrary constant and y2(x) is an eigenfunction of the equation corresponding
to the characteristic value λ2.

4◦. The equation has no multiple characteristic values.

16. y(x) – λ

∫∫ b

a

[g(x)h(t) – h(x)g(t)]y(t) dt = f (x).

The characteristic values of the equation:

λ1 =
1√

s2
1 – s2s3

, λ2 = –
1√

s2
1 – s2s3

,

where

s1 =
∫ b

a

h(x)g(x) dx, s2 =
∫ b

a

h2(x) dx, s3 =
∫ b

a

g2(x) dx.

1◦. Solution with λ ≠ λ1,2:

y(x) = f (x) + λ[A1g(x) +A2h(x)],

where the constants A1 and A2 are given by

A1 =
f1 + λ(f1s1 – f2s2)
(s2s3 – s2

1)λ2 + 1
, A2 =

–f2 + λ(f2s1 – f1s3)
(s2s3 – s2

1)λ2 + 1
,

f1 =
∫ b

a

f (x)h(x) dx, f2 =
∫ b

a

f (x)g(x) dx.

2◦. Solution with λ = λ1 ≠ λ2 and f1 = f2 = 0:

y(x) = f (x) + Cy1(x), y1(x) = g(x) +

√
s2

1 – s2s3 – s1

s2
h(x),

where C is an arbitrary constant and y1(x) is an eigenfunction of the equation corresponding
to the characteristic value λ1.

3◦. Solution with λ = λ2 ≠ λ1 and f1 = f2 = 0:

y(x) = f (x) + Cy2(x), y2(x) = g(x) –

√
s2

1 – s2s3 + s1

s2
h(x),

where C is an arbitrary constant and y2(x) is an eigenfunction of the equation corresponding
to the characteristic value λ2.

4◦. The equation has no multiple characteristic values.
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17. y(x) – λ

∫∫ b

a

[Ag(x)h(t) + Bh(x)g(t)]y(t) dt = f (x).

The characteristic values of the equation:

λ1,2 =
(A +B)s1 ±

√
(A –B)2s2

1 + 4ABs2s3

2AB(s2
1 – s2s3)

,

where

s1 =
∫ b

a

h(x)g(x) dx, s2 =
∫ b

a

h2(x) dx, s3 =
∫ b

a

g2(x) dx.

1◦. Solution with λ ≠ λ1,2:

y(x) = f (x) + λ[A1g(x) +A2h(x)],

where the constants A1 and A2 are given by

A1 =
Af1 – λAB(f1s1 – f2s2)

AB(s2
1 – s2s3)λ2 – (A +B)s1λ + 1

, A2 =
Bf2 – λAB(f2s1 – f1s3)

AB(s2
1 – s2s3)λ2 – (A +B)s1λ + 1

,

f1 =
∫ b

a

f (x)h(x) dx, f2 =
∫ b

a

f (x)g(x) dx.

2◦. Solution with λ = λ1 ≠ λ2 and f1 = f2 = 0:

y(x) = f (x) + Cy1(x), y1(x) = g(x) +
1 – λ1As1

λ1As2
h(x),

where C is an arbitrary constant and y1(x) is an eigenfunction of the equation corresponding
to the characteristic value λ1.

3◦. The solution with λ = λ2 ≠ λ1 and f1 = f2 = 0 is given by the formulas of item 2◦ in
which one must replace λ1 and y1(x) by λ2 and y2(x), respectively.

4◦. Solution with λ = λ1,2 = λ∗ and f1 = f2 = 0, where the characteristic value λ∗ =
2

(A +B)s1
is double:

y(x) = f (x) + Cy∗(x), y∗(x) = g(x) –
(A –B)s1

2As2
h(x).

Here C is an arbitrary constant and y∗(x) is an eigenfunction of the equation corresponding
to λ∗.

18. y(x) – λ

∫∫ b

a

[g1(x)h1(t) + g2(x)h2(t)]y(t) dt = f (x).

The characteristic values of the equation λ1 and λ2 are given by

λ1,2 =
s11 + s22 ±

√
(s11 – s22)2 + 4s12s21

2(s11s22 – s12s21)
,

provided that the integrals

s11 =
∫ b

a

h1(x)g1(x) dx, s12 =
∫ b

a

h1(x)g2(x) dx, s21 =
∫ b

a

h2(x)g1(x) dx, s22 =
∫ b

a

h2(x)g2(x) dx

are convergent.
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1◦. Solution with λ ≠ λ1,2:

y(x) = f (x) + λ[A1g1(x) +A2g2(x)],

where the constants A1 and A2 are given by

A1 =
f1 – λ(f1s22 – f2s12)

(s11s22 – s12s21)λ2 – (s11 + s22)λ + 1
, A2 =

f2 – λ(f2s11 – f1s21)
(s11s22 – s12s21)λ2 – (s11 + s22)λ + 1

,

f1 =
∫ b

a

f (x)h1(x) dx, f2 =
∫ b

a

f (x)h2(x) dx.

2◦. Solution with λ = λ1 ≠ λ2 and f1 = f2 = 0:

y(x) = f (x) + Cy1(x),

where C is an arbitrary constant and y1(x) is an eigenfunction of the equation corresponding
to the characteristic value λ1:

y1(x) = g1(x) +
1 – λ1s11

λ1s12
g2(x) = g1(x) +

λ1s21

1 – λ1s22
g2(x).

3◦. The solution with λ = λ2 ≠ λ1 and f1 = f2 = 0 is given by the formulas of item 2◦ in
which one must replace λ1 and y1(x) by λ2 and y2(x), respectively.

4◦. Solution with λ = λ1,2 = λ∗ and f1 = f2 = 0, where the characteristic value λ∗ =
2

s11 + s22
is double (there is no double characteristic value provided that s11 = –s22):

y(x) = f (x) + Cy∗(x),

where C is an arbitrary constant and y∗(x) is an eigenfunction of the equation corresponding
to λ∗. Two cases are possible.

(a) If s11 ≠ s22, then s12 = – 1
4 (s11 – s22)2/s21, s21 ≠ 0, and

y∗(x) = g1(x) –
s11 – s22

2s12
g2(x).

Note that in this case, s12 and s21 have opposite signs.
(b) If s11 = s22, then, in view of s12s21 = – 1

4 (s11 – s22)2 = 0, we have

y∗(x) =

{ g1(x) for s12 ≠ 0 and s21 = 0,
g2(x) for s12 = 0 and s21 ≠ 0,
C1g1(x) + C2g2(x) for s12 = 0 and s21 = 0,

where C1 and C2 are arbitrary constants.

19. y(x) – λ

∫∫ b

a

[g(x) + h(t)]m y(t) dt = f (x), m = 1, 2, . . .

This is a special case of equation 4.9.20, with gk(x) = gk(x), hk(t) = Ckmh
m–k(t), and

k = 1, . . . ,m.
Solution:

y(x) = f (x) + λ
m∑
k=0

Akg
k(x),

where the Ak are constants that can be determined from 4.9.20.
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20. y(x) – λ

∫∫ b

a

[ n∑
k=1

gk(x)hk(t)
]
y(t) dt = f (x), n = 2, 3, . . .

The characteristic values of the integral equation (counting the multiplicity, we have exactly
n of them) are the roots of the algebraic equation

∆(λ) = 0,

where

∆(λ) =

∣∣∣∣∣∣∣∣
1 – λs11 –λs12 · · · –λs1n

–λs21 1 – λs22 · · · –λs2n
...

...
. . .

...
–λsn1 –λsn2 · · · 1 – λsnn

∣∣∣∣∣∣∣∣ = (–λ)n

∣∣∣∣∣∣∣∣
s11 – λ–1 s12 · · · s1n

s21 s22 – λ–1 · · · s2n
...

...
. . .

...
sn1 sn2 · · · snn – λ–1

∣∣∣∣∣∣∣∣ ,

and the integrals

smk =
∫ b

a

hm(x)gk(x) dx; m, k = 1, . . . ,n,

are assumed to be convergent.
Solution with regular λ:

y(x) = f (x) + λ
n∑
k=1

Akgk(x),

where the constants Ak form the solution of the following system of algebraic equations:

Am – λ
n∑
k=1

smkAk = fm, fm =
∫ b

a

f (x)hm(x) dx, m = 1, . . . ,n.

The Ak can be calculated by Cramer’s rule:

Ak = ∆k(λ)/∆(λ),

where

∆k(λ) =

∣∣∣∣∣∣∣
1 – λs11 · · · –λs1k–1 f1 –λs1k+1 · · · –λs1n

–λs21 · · · –λs2k–1 f2 –λs2k+1 · · · –λs2n

⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅
–λsn1 · · · –λsnk–1 fn –λsnk+1 · · · 1 – λsnn

∣∣∣∣∣∣∣ .

For solutions of the equation in the case in which λ is a characteristic value, see Subsec-
tion 11.2-2.

©• Reference: S. G. Mikhlin (1960).

4.9-2. Equations With Difference Kernel: K(x, t) = K(x – t)

21. y(x) = λ

∫∫ π

–π

K(x – t)y(t) dt, K(x) = K(–x).

Characteristic values:

λn =
1
πan

, an =
1
π

∫ π

–π
K(x) cos(nx) dx (n = 0, 1, 2, . . . ).

The corresponding eigenfunctions are

y0(x) = 1, y(1)
n (x) = cos(nx), y(2)

n (x) = sin(nx) (n = 1, 2, . . . ).

For each value λn with n ≠ 0, there are two corresponding linearly independent eigenfunctions
y(1)
n (x) and y(2)

n (x).

©• Reference: M. L. Krasnov, A. I. Kisilev, and G. I. Makarenko (1971).
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22. y(x) +
∫∫ ∞

–∞
K(x – t)y(t) dt = Aeλx.

Solution:

y(x) =
A

1 + q
eλx, q =

∫ ∞

–∞
K(x)e–λx dx.

23. y(x) +
∫∫ ∞

–∞
K(x – t)y(t) dt = A cos(λx) + B sin(λx).

Solution:

y(x) =
AIc +BIs

I2
c + I2

s
cos(λx) +

BIc –AIs

I2
c + I2

s
sin(λx),

Ic = 1 +
∫ ∞

–∞
K(z) cos(λz) dz, Is =

∫ ∞

–∞
K(z) sin(λz) dz.

24. y(x) –
∫∫ ∞

–∞
K(x – t)y(t) dt = f (x).

Here –∞ < x < ∞, f (x) ∈ L1(–∞,∞), andK(x) ∈ L1(–∞,∞).
For the integral equation to be solvable (in L1), it is necessary and sufficient that

1 –
√

2π K̃(u) ≠ 0, –∞ < u < ∞, (1)

where K̃(u) = 1√
2π

∫ ∞

–∞
K(x)e–iux dx is the Fourier transform of K(x). In this case, the

equation has a unique solution, which is given by

y(x) = f (x) +
∫ ∞

–∞
R(x – t)f (t) dt,

R(x) =
1√
2π

∫ ∞

–∞
R̃(u)eiux du, R̃(u) =

K̃(u)

1 –
√

2π K̃(u)
.

©• Reference: V. A. Ditkin and A. P. Prudnikov (1965).

25. y(x) –
∫∫ ∞

0
K(x – t)y(t) dt = f (x).

The Wiener–Hopf equation of the second kind.*
Here 0 ≤ x < ∞,K(x) ∈ L1(–∞,∞), f (x) ∈ L1(0,∞), and y(x) ∈ L1(0,∞).
For the integral equation to be solvable, it is necessary and sufficient that

Ω(u) = 1 – Ǩ(u) ≠ 0, –∞ < u < ∞, (1)

where Ǩ(u) =
∫ ∞

–∞
K(x)eiux dx is the Fourier transform (in the asymmetric form) of K(x).

In this case, the index of the equation can be introduced,

ν = –ind Ω(u) = –
1

2π

[
arg Ω(u)

]∞
–∞.

1◦. Solution with ν = 0:

y(x) = f (x) +
∫ ∞

0
R(x, t)f (t) dt,

* A comprehensive discussion of this equation is given in Subsection 11.9-1, Section 11.10, and Section 11.11.
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where

R(x, t) = R+(x – t) +R–(t – x) +
∫ ∞

0
R+(x – s)R–(t – s) ds,

and the functions R+(x) and R–(x) satisfy the conditions R+(x) = 0 and R–(x) = 0 for x < 0
and are uniquely defined by their Fourier transforms as follows:

1 +
∫ ∞

0
R±(t)e±iut dt = exp

[
–

1
2

ln Ω(u) ∓ 1
2πi

∫ ∞

–∞

ln Ω(t)
t – u

dt

]
.

Alternatively, R+(x) and R–(x) can be obtained by constructing the solutions of the
equations

R+(x) +
∫ ∞

0
K(x – t)R+(t) dt = K(x), 0 ≤ x ≤ ∞,

R–(x) +
∫ ∞

0
K(t – x)R–(t) dt = K(–x), 0 ≤ x ≤ ∞.

2◦. Solution with ν > 0:

y(x) = f (x) +
ν∑
m=1

Cmx
m–1e–x +

∫ ∞

0
R◦(x, t)

[
f (t) +

ν∑
m=1

Cmt
m–1e–t

]
dt,

where the Cm are arbitrary constants,

R◦(x, t) = R(0)
+ (x – t) +R(1)

– (t – x) +
∫ ∞

0
R(0)

+ (x – s)R(1)
– (t – s) ds,

and the functions R(0)
+ (x) and R(1)

– (x) are uniquely defined by their Fourier transforms:

1 +
∫ ∞

0
R(1)

± (t)e±iut dt =

(
u – i
u + i

)ν [
1 +

∫ ∞

0
R(0)

± (t)e±iut dt

]
,

1 +
∫ ∞

0
R(0)

± (t)e±iut dt = exp

[
–

1
2

ln Ω◦(u) ∓ 1
2πi

∫ ∞

–∞

ln Ω◦(t)
t – u

dt

]
,

Ω◦(u)(u + i)ν = Ω(u)(u – i)ν .

3◦. For ν < 0, the solution exists only if the conditions∫ ∞

0
f (x)ψm(x) dx = 0, m = 1, 2, . . . , –ν,

are satisfied. Here ψ1(x), . . . , ψν(x) is the system of linearly independent solutions of the
transposed homogeneous equation

ψ(x) –
∫ ∞

0
K(t – x)ψ(t) dt = 0.

Then

y(x) = f (x) +
∫ ∞

0
R∗(x, t)f (t) dt,

where

R∗(x, t) = R(1)
+ (x – t) +R(0)

– (t – x) +
∫ ∞

0
R(1)

+ (x – s)R(0)
– (t – s) ds,

and the functions R(1)
+ (x) and R(0)

– (x) are uniquely defined in item 2◦ by their Fourier trans-
forms.

©• References: V. I. Smirnov (1974), F. D. Gakhov and Yu. I. Cherskii (1978), I. M. Vinogradov (1979).
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4.9-3. Other Equations of the Form y(x) +
∫ b

a
K(x, t)y(t) dt = F (x)

26. y(x) –
∫∫ ∞

–∞
K(x + t)y(t) dt = f (x).

The Fourier transform is used to solving this equation.
Solution:

y(x) =
1√
2π

∫ ∞

–∞

f̃ (u) +
√

2π f̃ (–u)K̃(u)

1 –
√

2π K̃(u)K̃(–u)
eiux du,

where

f̃ (u) =
1√
2π

∫ ∞

–∞
f (x)e–iux dx, K̃(u) =

1√
2π

∫ ∞

–∞
K(x)e–iux dx.

©• Reference: V. A. Ditkin and A. P. Prudnikov (1965).

27. y(x) +
∫∫ ∞

–∞
eβtK(x + t)y(t) dt = Aeλx.

Solution:

y(x) =
eλx – k(λ)e–(β+λ)x

1 – k(λ)k(–β – λ)
, k(λ) =

∫ ∞

–∞
K(x)e(λ+β)x dx.

28. y(x) +
∫∫ ∞

–∞
[eβtK(x + t) + M (x – t)]y(t) dt = Aeλx.

Solution:

y(x) = A
Ik(λ)epx – [1 + Im(p)]eλx

Ik(λ)Ik(p) – [1 + Im(λ)][1 + Im(p)]
, p = –λ – β,

where

Ik(λ) =
∫ ∞

–∞
K(z)e(β+λ)z dz, Im(λ) =

∫ ∞

–∞
M (z)e–λz dz.

29. y(x) –
∫∫ ∞

0
K(xt)y(t) dt = f (x).

The solution can be obtained with the aid of the inverse Mellin transform:

y(x) =
1

2πi

∫ c+i∞

c–i∞

f̃ (s) + K̃(s)f̃ (1 – s)

1 – K̃(s)K̃(1 – s)
x–s ds,

where f̃ and K̃ stand for the Mellin transforms of the right-hand side and of the kernel of the
integral equation,

f̃ (s) =
∫ ∞

0
f (x)xs–1 dx, K̃(s) =

∫ ∞

0
K(x)xs–1 dx.

©• Reference: M. L. Krasnov, A. I. Kisilev, and G. I. Makarenko (1971).

30. y(x) –
∫∫ ∞

0
K(xt)tβy(t) dt = Axλ.

Solution:

y(x) = A
xλ + Iβ+λx

–β–λ–1

1 – Iβ+λI–λ–1
, Iµ =

∫ ∞

0
K(ξ)ξµ dξ.

It is assumed that all improper integrals are convergent.
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31. y(x) –
∫∫ ∞

0
K(xt)tβy(t) dt = f (x).

The solution can be obtained with the aid of the inverse Mellin transform as follows:

y(x) =
1

2πi

∫ c+i∞

c–i∞

f̃ (s) + K̃(s)f̃ (1 + β – s)

1 – K̃(s)K̃(1 + β – s)
x–s ds,

where f̃ and K̃ stand for the Mellin transforms of the right-hand side and of the kernel of the
integral equation,

f̃ (s) =
∫ ∞

0
f (x)xs–1 dx, K̃(s) =

∫ ∞

0
K(x)xs–1 dx.

32. y(x) –
∫∫ ∞

0
g(xt)xλtµy(t) dt = f (x).

This equation can be rewritten in the form of equation 4.9.31 by setting K(z) = zλg(z) and
β = µ – λ.

33. y(x) –
∫∫ ∞

0

1

t
K

(x

t

)
y(t) dt = 0.

Eigenfunctions of this integral equation are determined by the roots of the following tran-
scendental (algebraic) equation for the parameter λ:∫ ∞

0
K

( 1
z

)
zλ–1 dz = 1. (1)

1◦. For a real simple root λn of equation (1), there is a corresponding eigenfunction

yn(x) = xλn .

2◦. For a real root λn of multiplicity r, there are corresponding r eigenfunctions

yn1(x) = xλn , yn2(x) = xλn lnx, . . . , ynr(x) = xλn lnr–1 x.

3◦. For a complex simple root λn = αn + iβn of equation (1), there is a corresponding pair
of eigenfunctions

y(1)
n (x) = xαn cos(βn lnx), y(2)

n (x) = xαn sin(βn lnx).

4◦. For a complex rootλn =αn+iβn of multiplicity r, there are corresponding r eigenfunction
pairs

y(1)
n1(x) = xαn cos(βn lnx),

y(1)
n2(x) = xαn lnx cos(βn lnx),

⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

y(1)
nr(x) = xαn lnr–1 x cos(βn lnx),

y(2)
n1(x) = xαn sin(βn lnx),

y(2)
n2(x) = xαn lnx sin(βn lnx),

⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

y(2)
nr(x) = xαn lnr–1 x sin(βn lnx).

The general solution is the linear combination (with arbitrary constants) of the eigenfunc-
tions of the homogeneous integral equation.
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34. y(x) –
∫∫ ∞

0

1

t
K

(x

t

)
y(t) dt = Axb.

A solution:

y(x) =
A

B
xb, B = 1 –

∫ ∞

0
K

( 1
ξ

)
ξb–1 dξ.

It is assumed that the improper integral is convergent and B ≠ 0. The general solution of
the integral equations is the sum of the above solution and the solution of the homogeneous
equation 4.9.33.

35. y(x) –
∫∫ ∞

0

1

t
K

(x

t

)
y(t) dt = f (x).

The solution can be obtained with the aid of the inverse Mellin transform:

y(x) =
1

2πi

∫ c+i∞

c–i∞

f̃ (s)

1 – K̃(s)
x–s ds,

where f̃ and K̃ stand for the Mellin transforms of the right-hand side and the kernel of the
integral equation,

f̃ (s) =
∫ ∞

0
f (x)xs–1 dx, K̃(s) =

∫ ∞

0
K(x)xs–1 dx.

Example. For f (x) = Ae–λx and K(x) = 1
2 e

–x, the solution of the integral equation has the form

y(x) =


4A

(3 – 2C)(λx)3
for λx > 1,

–2A
∞∑
k=1

1

(λx)skψ(sk)
for λx < 1.

Here C = 0.5772 . . . is the Euler constant, ψ(z) = [ln Γ(z)]′z is the logarithmic derivative of the gamma function,
and the sk are the negative roots of the transcendental equation Γ(sk) = 2, where Γ(z) is the gamma function.

©• Reference: M. L. Krasnov, A. I. Kisilev, and G. I. Makarenko (1971).

36. y(x) +
∫∫ b

a

|x – t|g(t)y(t) dt = f (x), a ≤ x ≤ b.

1◦. Let us remove the modulus in the integrand,

y(x) +
∫ x

a

(x – t)g(t)y(t) dt +
∫ b

x

(t – x)g(t)y(t) dt = f (x). (1)

Differentiating (1) with respect to x yields

y′x(x) +
∫ x

a

g(t)y(t) dt –
∫ b

x

g(t)y(t) dt = f ′x(x). (2)

Differentiating (2), we arrive at a second-order ordinary differential equation for y = y(x),

y′′xx + 2g(x)y = f ′′xx(x). (3)
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2◦. Let us derive the boundary conditions for equation (3). We assume that the limits of
integration satisfy the conditions –∞ < a < b < ∞. By setting x = a and x = b in (1), we
obtain two consequences

y(a) +
∫ b

a

(t – a)g(t)y(t) dt = f (a),

y(b) +
∫ b

a

(b – t)g(t)y(t) dt = f (b).

(4)

Let us express g(x)y from (3) via y′′xx and f ′′xx and substitute the result into (4). Integrating
by parts yields the desired boundary conditions for y(x),

y(a) + y(b) + (b – a)[f ′x(b) – y′x(b)] = f (a) + f (b),

y(a) + y(b) + (a – b)[f ′x(a) – y′x(a)] = f (a) + f (b).
(5)

Note a useful consequence of (5),

y′x(a) + y′x(b) = f ′x(a) + f ′x(b), (6)

which can be used together with one of conditions (5).
Equation (3) under the boundary conditions (5) determines the solution of the original

integral equation. Conditions (5) make it possible to calculate the constants of integration
that occur in the solution of the differential equation (3).

37. y(x) +
∫∫ b

a

eλ|x–t|g(t)y(t) dt = f (x), a ≤ x ≤ b.

1◦. Let us remove the modulus in the integrand:

y(x) +
∫ x

a

eλ(x–t)g(t)y(t) dt +
∫ b

x

eλ(t–x)g(t)y(t) dt = f (x). (1)

Differentiating (1) with respect to x twice yields

y′′xx(x) + 2λg(x)y(x) + λ2
∫ x

a

eλ(x–t)g(t)y(t) dt + λ2
∫ b

x

eλ(t–x)g(t)y(t) dt = f ′′xx(x). (2)

Eliminating the integral terms from (1) and (2), we arrive at a second-order ordinary
differential equation for y = y(x),

y′′xx + 2λg(x)y – λ2y = f ′′xx(x) – λ2f (x). (3)

2◦. Let us derive the boundary conditions for equation (3). We assume that the limits of
integration satisfy the conditions –∞ < a < b < ∞. By setting x = a and x = b in (1), we
obtain two consequences

y(a) + e–λa
∫ b

a

eλtg(t)y(t) dt = f (a),

y(b) + eλb
∫ b

a

e–λtg(t)y(t) dt = f (b).

(4)

Let us express g(x)y from (3) via y′′xx and f ′′xx and substitute the result into (4). Integrating
by parts yields the conditions

eλbϕ′x(b) – eλaϕ′x(a) = λeλaϕ(a) + λeλbϕ(b),

e–λbϕ′x(b) – e–λaϕ′x(a) = λe–λaϕ(a) + λe–λbϕ(b),
ϕ(x) = y(x) – f (x).

Finally, after some manipulations, we arrive at the desired boundary conditions for y(x):

ϕ′x(a) + λϕ(a) = 0, ϕ′x(b) – λϕ(b) = 0; ϕ(x) = y(x) – f (x). (5)

Equation (3) under the boundary conditions (5) determines the solution of the original
integral equation. Conditions (5) make it possible to calculate the constants of integration
that occur in solving the differential equation (3).
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38. y(x) +
∫∫ b

a

sinh(λ|x – t|)g(t)y(t) dt = f (x), a ≤ x ≤ b.

1◦. Let us remove the modulus in the integrand:

y(x) +
∫ x

a

sinh[λ(x – t)]g(t)y(t) dt +
∫ b

x

sinh[λ(t – x)]g(t)y(t) dt = f (x). (1)

Differentiating (1) with respect to x twice yields

y′′xx(x) + 2λg(x)y(x) + λ2
∫ x

a

sinh[λ(x – t)]g(t)y(t) dt

+ λ2
∫ b

x

sinh[λ(t – x)]g(t)y(t) dt = f ′′xx(x). (2)

Eliminating the integral terms from (1) and (2), we arrive at a second-order ordinary
differential equation for y = y(x),

y′′xx + 2λg(x)y – λ2y = f ′′xx(x) – λ2f (x). (3)

2◦. Let us derive the boundary conditions for equation (3). We assume that the limits of
integration satisfy the conditions –∞ < a < b < ∞. By setting x = a and x = b in (1), we
obtain two corollaries

y(a) +
∫ b

a

sinh[λ(t – a)]g(t)y(t) dt = f (a),

y(b) +
∫ b

a

sinh[λ(b – t)]g(t)y(t) dt = f (b).

(4)

Let us express g(x)y from (3) via y′′xx and f ′′xx and substitute the result into (4). Integrating
by parts yields the desired boundary conditions for y(x),

sinh[λ(b – a)]ϕ′x(b) – λ cosh[λ(b – a)]ϕ(b) = λϕ(a),

sinh[λ(b – a)]ϕ′x(a) + λ cosh[λ(b – a)]ϕ(a) = –λϕ(b); ϕ(x) = y(x) – f (x).
(5)

Equation (3) under the boundary conditions (5) determines the solution of the original
integral equation. Conditions (5) make it possible to calculate the constants of integration
that occur in solving the differential equation (3).

39. y(x) +
∫∫ b

a

sin(λ|x – t|)g(t)y(t) dt = f (x), a ≤ x ≤ b.

1◦. Let us remove the modulus in the integrand:

y(x) +
∫ x

a

sin[λ(x – t)]g(t)y(t) dt +
∫ b

x

sin[λ(t – x)]g(t)y(t) dt = f (x). (1)

Differentiating (1) with respect to x twice yields

y′′xx(x) + 2λg(x)y(x) – λ2
∫ x

a

sin[λ(x – t)]g(t)y(t) dt

– λ2
∫ b

x

sin[λ(t – x)]g(t)y(t) dt = f ′′xx(x). (2)
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Eliminating the integral terms from (1) and (2), we arrive at a second-order ordinary
differential equation for y = y(x),

y′′xx + 2λg(x)y + λ2y = f ′′xx(x) + λ2f (x). (3)

2◦. Let us derive the boundary conditions for equation (3). We assume that the limits of
integration satisfy the conditions –∞ < a < b < ∞. By setting x = a and x = b in (1), we
obtain two consequences

y(a) +
∫ b

a

sin[λ(t – a)]g(t)y(t) dt = f (a),

y(b) +
∫ b

a

sin[λ(b – t)]g(t)y(t) dt = f (b).

(4)

Let us express g(x)y from (3) via y′′xx and f ′′xx and substitute the result into (4). Integrating
by parts yields the desired boundary conditions for y(x),

sin[λ(b – a)]ϕ′x(b) – λ cos[λ(b – a)]ϕ(b) = λϕ(a),

sin[λ(b – a)]ϕ′x(a) + λ cos[λ(b – a)]ϕ(a) = –λϕ(b); ϕ(x) = y(x) – f (x).
(5)

Equation (3) under the boundary conditions (5) determines the solution of the original
integral equation. Conditions (5) make it possible to calculate the constants of integration
that occur in solving the differential equation (3).

4.9-4. Equations of the Form y(x) +
∫ b

a
K(x, t)y(· · ·) dt = F (x)

40. y(x) +
∫∫ b

a

f (t)y(x – t) dt = 0.

Eigenfunctions of this integral equation* are determined by the roots of the following char-
acteristic (transcendental or algebraic) equation for µ:∫ b

a

f (t) exp(–µt) dt = –1. (1)

1◦. For a real (simple) root µk of equation (1), there is a corresponding eigenfunction

yk(x) = exp(µkx).

2◦. For a real root µk of multiplicity r, there are corresponding r eigenfunctions

yk1(x) = exp(µkx), yk2(x) = x exp(µkx), . . . , ykr(x) = xr–1 exp(µkx).

3◦. For a complex (simple) root µk = αk + iβk of equation (1), there is a corresponding pair
of eigenfunctions

y(1)
k (x) = exp(αkx) cos(βkx), y(2)

k (x) = exp(αkx) sin(βkx).

4◦. For a complex root µk = αk + iβk of multiplicity r, there are corresponding r pairs of
eigenfunctions

y(1)
k1 (x) = exp(αkx) cos(βkx),

y(1)
k2 (x) = x exp(αkx) cos(βkx),

⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

y(1)
kr(x) = xr–1 exp(αkx) cos(βkx),

y(2)
k1 (x) = exp(αkx) sin(βkx),

y(2)
k2 (x) = x exp(αkx) sin(βkx),

⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

y(2)
kr(x) = xr–1 exp(αkx) sin(βkx).

The general solution is the linear combination (with arbitrary constants) of the eigenfunc-
tions of the homogeneous integral equation.

* In the equations below that contain y(x – t) in the integrand, the arguments can have, for example, the domain
(a) –∞ < x < ∞, –∞ < t < ∞ for a = –∞ and b = ∞ or (b) a ≤ t ≤ b, –∞ ≤ x < ∞, for a and b such that –∞ < a < b < ∞.
Case (b) is a special case of (a) if f (t) is nonzero only on the interval a ≤ t ≤ b.
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� For equations 4.9.41–4.9.46, only particular solutions are given. To obtain the general solution,
one must add the particular solution to the general solution of the corresponding homogeneous
equation 4.9.40.

41. y(x) +
∫∫ b

a

f (t)y(x – t) dt = Ax + B.

A solution:
y(x) = px + q,

where the coefficients p and q are given by

p =
A

1 + I0
, q =

AI1

(1 + I0)2
+
B

1 + I0
, I0 =

∫ b

a

f (t) dt, I1 =
∫ b

a

tf (t) dt.

42. y(x) +
∫∫ b

a

f (t)y(x – t) dt = Aeλx.

A solution:

y(x) =
A

B
eλx, B = 1 +

∫ b

a

f (t) exp(–λt) dt.

The general solution of the integral equation is the sum of the specified particular solution
and the general solution of the homogeneous equation 4.9.40.

43. y(x) +
∫∫ b

a

f (t)y(x – t) dt = A sin(λx).

A solution:

y(x) =
AIc

I2
c + I2

s
sin(λx) +

AIs

I2
c + I2

s
cos(λx),

where the coefficients Ic and Is are given by

Ic = 1 +
∫ b

a

f (t) cos(λt) dt, Is =
∫ b

a

f (t) sin(λt) dt.

44. y(x) +
∫∫ b

a

f (t)y(x – t) dt = A cos(λx).

A solution:

y(x) = –
AIs

I2
c + I2

s
sin(λx) +

AIc

I2
c + I2

s
cos(λx),

where the coefficients Ic and Is are given by

Ic = 1 +
∫ b

a

f (t) cos(λt) dt, Is =
∫ b

a

f (t) sin(λt) dt.

45. y(x) +
∫∫ b

a

f (t)y(x – t) dt = eµx(A sinλx + B cosλx).

A solution:
y(x) = eµx(p sinλx + q cosλx),

where the coefficients p and q are given by

p =
AIc –BIs

I2
c + I2

s
, q =

AIs +BIc

I2
c + I2

s
,

Ic = 1 +
∫ b

a

f (t)e–µt cos(λt) dt, Is =
∫ b

a

f (t)e–µt sin(λt) dt.
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46. y(x) +
∫∫ b

a

f (t)y(x – t) dt = g(x).

1◦. For g(x) =
n∑
k=1
Ak exp(λkx), the equation has a solution

y(x) =
n∑
k=1

Ak
Bk

exp(λkx), Bk = 1 +
∫ b

a

f (t) exp(–λkt) dt.

2◦. For polynomial right-hand side of the equation, g(x) =
n∑
k=0
Akx

k, a solution has the form

y(x) =
n∑
k=0

Bkx
k,

where the constants Bk can be found by the method of undetermined coefficients.

3◦. For g(x) = eλx
n∑
k=0
Akx

k, a solution of the equation has the form

y(x) = eλx
n∑
k=0

Bkx
k,

where the constants Bk can be found by the method of undetermined coefficients.

4◦. For g(x) =
n∑
k=1
Ak cos(λkx), a solution of the equation has the form

y(x) =
n∑
k=1

Bk cos(λkx) +
n∑
k=1

Ck sin(λkx),

where the constants Bk and Ck can be found by the method of undetermined coefficients.

5◦. For g(x) =
n∑
k=1
Ak sin(λkx), a solution of the equation has the form

y(x) =
n∑
k=1

Bk cos(λkx) +
n∑
k=1

Ck sin(λkx),

where the constants Bk and Ck can be found by the method of undetermined coefficients.

6◦. For g(x) = cos(λx)
n∑
k=0
Akx

k, a solution of the equation has the form

y(x) = cos(λx)
n∑
k=0

Bkx
k + sin(λx)

n∑
k=0

Ckx
k,

where the constants Bk and Ck can be found by the method of undetermined coefficients.

7◦. For g(x) = sin(λx)
n∑
k=0
Akx

k, a solution of the equation has the form

y(x) = cos(λx)
n∑
k=0

Bkx
k + sin(λx)

n∑
k=0

Ckx
k,

where the constants Bk and Ck can be found by the method of undetermined coefficients.

Page 327

© 1998 by CRC Press LLC



8◦. For g(x) = eµx
n∑
k=1
Ak cos(λkx), a solution of the equation has the form

y(x) = eµx
n∑
k=1

Bk cos(λkx) + eµx
n∑
k=1

Ck sin(λkx),

where the constants Bk and Ck can be found by the method of undetermined coefficients.

9◦. For g(x) = eµx
n∑
k=1
Ak sin(λkx), a solution of the equation has the form

y(x) = eµx
n∑
k=1

Bk cos(λkx) + eµx
n∑
k=1

Ck sin(λkx),

where the constants Bk and Ck can be found by the method of undetermined coefficients.

10◦. For g(x) = cos(λx)
n∑
k=1
Ak exp(µkx), a solution of the equation has the form

y(x) = cos(λx)
n∑
k=1

Bk exp(µkx) + sin(λx)
n∑
k=1

Bk exp(µkx),

where the constants Bk and Ck can be found by the method of undetermined coefficients.

11◦. For g(x) = sin(λx)
n∑
k=1
Ak exp(µkx), a solution of the equation has the form

y(x) = cos(λx)
n∑
k=1

Bk exp(µkx) + sin(λx)
n∑
k=1

Bk exp(µkx),

where the constants Bk and Ck can be found by the method of undetermined coefficients.

47. y(x) +
∫∫ b

a

f (t)y(x + βt) dt = Ax + B.

A solution:*
y(x) = px + q,

where

p =
A

1 + I0
, q =

B

1 + I0
–
AI1β

(1 + I0)2
, I0 =

∫ b

a

f (t) dt, I1 =
∫ b

a

tf (t) dt.

48. y(x) +
∫∫ b

a

f (t)y(x + βt) dt = Aeλx.

A solution:

y(x) =
A

B
eλx, B = 1 +

∫ b

a

f (t) exp(λβt) dt.

* In the equations below that contain y(x + βt), β > 0, in the integrand, the arguments can have, for example, the domain
(a) 0 ≤ x < ∞, 0 ≤ t < ∞ for a = 0 and b = ∞ or (b) a ≤ t ≤ b, 0 ≤ x < ∞ for a and b such that 0 ≤ a < b < ∞. Case (b) is
a special case of (a) if f (t) is nonzero only on the interval a ≤ t ≤ b.
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49. y(x) +
∫∫ b

a

f (t)y(x + βt) dt = A sinλx + B cosλx.

A solution:
y(x) = p sinλx + q cosλx,

where the coefficients p and q are given by

p =
AIc +BIs

I2
c + I2

s
, q =

BIc –AIs

I2
c + I2

s
,

Ic = 1 +
∫ b

a

f (t) cos(λβt) dt, Is =
∫ b

a

f (t) sin(λβt) dt.

50. y(x) +
∫∫ b

a

f (t)y(x + βt) dt = g(x).

1◦. For g(x) =
n∑
k=1
Ak exp(λkx), a solution of the equation has the form

y(x) =
n∑
k=1

Ak
Bk

exp(λkx), Bk = 1 +
∫ b

a

f (t) exp(βλkt) dt.

2◦. For polynomial right-hand side of the equation, g(x) =
n∑
k=0
Akx

k, a solution has the form

y(x) =
n∑
k=0

Bkx
k,

where the constants Bk can be found by the method of undetermined coefficients.

3◦. For g(x) = eλx
n∑
k=0
Akx

k, a solution of the equation has the form

y(x) = eλx
n∑
k=0

Bkx
k,

where the constants Bk can be found by the method of undetermined coefficients.

4◦. For g(x) =
n∑
k=1
Ak cos(λkx), a solution of the equation has the form

y(x) =
n∑
k=1

Bk cos(λkx) +
n∑
k=1

Ck sin(λkx),

where the constants Bk and Ck can be found by the method of undetermined coefficients.

5◦. For g(x) =
n∑
k=1
Ak sin(λkx), a solution of the equation has the form

y(x) =
n∑
k=1

Bk cos(λkx) +
n∑
k=1

Ck sin(λkx),

where the constants Bk and Ck can be found by the method of undetermined coefficients.
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6◦. For g(x) = cos(λx)
n∑
k=0
Akx

k, a solution of the equation has the form

y(x) = cos(λx)
n∑
k=0

Bkx
k + sin(λx)

n∑
k=0

Ckx
k,

where the constants Bk and Ck can be found by the method of undetermined coefficients.

7◦. For g(x) = sin(λx)
n∑
k=0
Akx

k, a solution of the equation has the form

y(x) = cos(λx)
n∑
k=0

Bkx
k + sin(λx)

n∑
k=0

Ckx
k,

where the constants Bk and Ck can be found by the method of undetermined coefficients.

8◦. For g(x) = eµx
n∑
k=1
Ak cos(λkx), a solution of the equation has the form

y(x) = eµx
n∑
k=1

Bk cos(λkx) + eµx
n∑
k=1

Ck sin(λkx),

where the constants Bk and Ck can be found by the method of undetermined coefficients.

9◦. For g(x) = eµx
n∑
k=1
Ak sin(λkx), a solution of the equation has the form

y(x) = eµx
n∑
k=1

Bk cos(λkx) + eµx
n∑
k=1

Ck sin(λkx),

where the constants Bk and Ck can be found by the method of undetermined coefficients.

10◦. For g(x) = cos(λx)
n∑
k=1
Ak exp(µkx), a solution of the equation has the form

y(x) = cos(λx)
n∑
k=1

Bk exp(µkx) + sin(λx)
n∑
k=1

Bk exp(µkx),

where the constants Bk and Ck can be found by the method of undetermined coefficients.

11◦. For g(x) = sin(λx)
n∑
k=1
Ak exp(µkx), a solution of the equation has the form

y(x) = cos(λx)
n∑
k=1

Bk exp(µkx) + sin(λx)
n∑
k=1

Bk exp(µkx),

where the constants Bk and Ck can be found by the method of undetermined coefficients.
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51. y(x) +
∫∫ b

a

f (t)y(xt) dt = 0.

Eigenfunctions of this integral equation* are determined by the roots of the following tran-
scendental (or algebraic) equation for λ:∫ b

a

f (t)tλ dt = –1. (1)

1◦. For a real (simple) root λk of equation (1), there is a corresponding eigenfunction

yk(x) = xλk .

2◦. For a real root λk of multiplicity r, there are corresponding r eigenfunctions

yk1(x) = xλk , yk2(x) = xλk lnx, . . . , ykr(x) = xλk lnr–1 x.

3◦. For a complex (simple) root λk = αk + iβk of equation (1), there is a corresponding pair
of eigenfunctions

y(1)
k (x) = xαk cos(βk lnx), y(2)

k (x) = xαk sin(βk lnx).

4◦. For a complex root λk = αk + iβk of multiplicity r, there are corresponding r pairs of
eigenfunctions

y(1)
k1 (x) = xαk cos(βk lnx),

y(1)
k2 (x) = xαk lnx cos(βk lnx),

⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

y(1)
kr(x) = xαk lnr–1 x cos(βk lnx),

y(2)
k1 (x) = xαk sin(βk lnx),

y(2)
k2 (x) = xαk lnx sin(βk lnx),

⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

y(2)
kr(x) = xαk lnr–1 x sin(βk lnx).

The general solution is the linear combination (with arbitrary constants) of the eigenfunc-
tions of the homogeneous integral equation.

� For equations 4.9.52–4.9.58, only particular solutions are given. To obtain the general solution,
one must add the particular solution to the general solution of the corresponding homogeneous
equation 4.9.51.

52. y(x) +
∫∫ b

a

f (t)y(xt) dt = Ax + B.

A solution:

y(x) =
A

1 + I1
x +

B

1 + I0
, I0 =

∫ b

a

f (t) dt, I1 =
∫ b

a

tf (t) dt.

53. y(x) +
∫∫ b

a

f (t)y(xt) dt = Axβ.

A solution:

y(x) =
A

B
xβ , B = 1 +

∫ b

a

f (t)tβ dt.

* In the equations below that contain y(xt) in the integrand, the arguments can have, for example, the domain (a) 0 ≤ x ≤ 1,
0 ≤ t ≤ 1 for a = 0 and b = 1, (b) 1 ≤ x < ∞, 1 ≤ t < ∞ for a = 1 and b = ∞, (c) 0 ≤ x < ∞, 0 ≤ t < ∞ for a = 0 and b = ∞,
or (d) a ≤ t ≤ b, 0 ≤ x < ∞ for a and b such that 0 ≤ a < b ≤ ∞. Case (d) is a special case of (c) if f (t) is nonzero only on
the interval a ≤ t ≤ b.
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54. y(x) +
∫∫ b

a

f (t)y(xt) dt = A lnx + B.

A solution:
y(x) = p lnx + q,

where

p =
A

1 + I0
, q =

B

1 + I0
–

AIl
(1 + I0)2

, I0 =
∫ b

a

f (t) dt, Il =
∫ b

a

f (t) ln t dt.

55. y(x) +
∫∫ b

a

f (t)y(xt) dt = Axβ lnx.

A solution:
y(x) = pxβ lnx + qxβ ,

where

p =
A

1 + I1
, q = –

AI2

(1 + I1)2
, I1 =

∫ b

a

f (t)tβdt, I2 =
∫ b

a

f (t)tβ ln t dt.

56. y(x) +
∫∫ b

a

f (t)y(xt) dt = A cos(lnx).

A solution:

y(x) =
AIc

I2
c + I2

s
cos(lnx) +

AIs

I2
c + I2

s
sin(lnx),

Ic = 1 +
∫ b

a

f (t) cos(ln t) dt, Is =
∫ b

a

f (t) sin(ln t) dt.

57. y(x) +
∫∫ b

a

f (t)y(xt) dt = A sin(lnx).

A solution:

y(x) = –
AIs

I2
c + I2

s
cos(lnx) +

AIc

I2
c + I2

s
sin(lnx),

Ic = 1 +
∫ b

a

f (t) cos(ln t) dt, Is =
∫ b

a

f (t) sin(ln t) dt.

58. y(x) +
∫∫ b

a

f (t)y(xt) dt = Axβ cos(λ lnx) + Bxβ sin(λ lnx).

A solution:
y(x) = pxβ cos(λ lnx) + qxβ sin(λ lnx),

where

p =
AIc –BIs

I2
c + I2

s
, q =

AIs +BIc

I2
c + I2

s
,

Ic = 1 +
∫ b

a

f (t)tβ cos(λ ln t) dt, Is =
∫ b

a

f (t)tβ sin(λ ln t) dt.
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59. y(x) +
∫∫ b

a

f (t)y(ξ) dt = 0, ξ = xϕ(t).

Eigenfunctions of this integral equation are determined by the roots of the following tran-
scendental (or algebraic) equation for λ:∫ b

a

f (t)[ϕ(t)]λ dt = –1. (1)

1◦. For a real (simple) root λk of equation (1), there is a corresponding eigenfunction

yk(x) = xλk .

2◦. For a real root λk of multiplicity r, there are corresponding r eigenfunctions

yk1(x) = xλk , yk2(x) = xλk lnx, . . . , ykr(x) = xλk lnr–1 x.

3◦. For a complex (simple) root λk = αk + iβk of equation (1), there is a corresponding pair
of eigenfunctions

y(1)
k (x) = xαk cos(βk lnx), y(2)

k (x) = xαk sin(βk lnx).

4◦. For a complex root λk = αk + iβk of multiplicity r, there are corresponding r pairs of
eigenfunctions

y(1)
k1 (x) = xαk cos(βk lnx),

y(1)
k2 (x) = xαk lnx cos(βk lnx),

⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

y(1)
kr(x) = xαk lnr–1 x cos(βk lnx),

y(2)
k1 (x) = xαk sin(βk lnx),

y(2)
k2 (x) = xαk lnx sin(βk lnx),

⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

y(2)
kr(x) = xαk lnr–1 x sin(βk lnx).

The general solution is the linear combination (with arbitrary constants) of the eigenfunc-
tions of the homogeneous integral equation.

60. y(x) +
∫∫ b

a

f (t)y(ξ) dt = Axβ, ξ = xϕ(t).

A solution:

y(x) =
A

B
xβ , B = 1 +

∫ b

a

f (t)[ϕ(t)]βdt.

It is assumed that B ≠ 0. A linear combination of eigenfunctions of the corresponding
homogeneous equation (see 4.9.59) can be added to this solution.

61. y(x) +
∫∫ b

a

f (t)y(ξ) dt = g(x), ξ = xϕ(t).

1◦. For g(x) =
n∑
k=0
Akx

k, a solution of the equation has the form

y(x) =
n∑
k=0

Ak
Bk
xk, Bk = 1 +

∫ b

a

f (t)[ϕ(t)]kdt. (1)

2◦. For g(x) = lnx
n∑
k=0
Akx

k, a solution has the form

y(x) = lnx
n∑
k=0

Bkx
k +

n∑
k=0

Ckx
k, (2)

where the constants Bk and Ck can be found by the method of undetermined coefficients.
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3◦. For g(x) =
n∑
k=0
Ak(lnx)k, a solution of the equation has the form

y(x) =
n∑
k=0

Bk(lnx)k, (3)

where the constants Bk can be found by the method of undetermined coefficients.

4◦. For g(x) =
n∑
k=1
Ak cos(λk lnx), a solution of the equation has the form

y(x) =
n∑
k=1

Bk cos(λk lnx) +
n∑
k=1

Ck sin(λk lnx), (4)

where the constants Bk and Ck can be found by the method of undetermined coefficients.

5◦. For g(x) =
n∑
k=1
Ak sin(λk lnx), a solution of the equation has the form

y(x) =
n∑
k=1

Bk cos(λk lnx) +
n∑
k=1

Ck sin(λk lnx), (5)

where the constants Bk and Ck can be found by the method of undetermined coefficients.

Remark. A linear combination of eigenfunctions of the corresponding homogeneous
equation (see 4.9.59) can be added to solutions (1)–(5).

4.10. Some Formulas and Transformations
Let the solution of the integral equation

y(x) +
∫ b

a

K(x, t)y(t) dt = f (x) (1)

have the form

y(x) = f (x) +
∫ b

a

R(x, t)f (t) dt. (2)

Then the solution of the more complicated integral equation

y(x) +
∫ b

a

K(x, t)
g(x)
g(t)

y(t) dt = f (x) (3)

has the form

y(x) = f (x) +
∫ b

a

R(x, t)
g(x)
g(t)

f (t) dt. (4)

Below are formulas for the solutions of integral equations of the form (3) for some specific func-
tions g(x). In all cases, it is assumed that the solution of equation (1) is known and is given
by (2).
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1◦. The solution of the equation

y(x) +
∫ b

a

K(x, t)(x/t)λy(t) dt = f (x)

has the form

y(x) = f (x) +
∫ b

a

R(x, t)(x/t)λf (t) dt.

2◦. The solution of the equation

y(x) +
∫ b

a

K(x, t)eλ(x–t)y(t) dt = f (x)

has the form

y(x) = f (x) +
∫ b

a

R(x, t)eλ(x–t)f (t) dt.
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Chapter 5

Nonlinear Equations
With Variable Limit of Integration

� Notation: f , g, h, and ϕ are arbitrary functions of an argument specified in the parentheses (the
argument can depend on t, x, and y); A, B, C, a, b, c, k, β, λ, and µ are arbitrary parameters.

5.1. Equations With Quadratic Nonlinearity That Contain
Arbitrary Parameters

5.1-1. Equations of the Form
∫ x

0 y(t)y(x – t) dt = F (x)

1.
∫∫ x

0
y(t)y(x – t) dt = Ax + B, A, B > 0.

Solutions:

y(x) = ±
√

B

[
1√
πx

exp
(

–
A

B
x
)

+

√
A

B
erf

(√
A

B
x

)]
,

where erf z =
2√
π

∫ z

0
exp

(
–t2

)
dt is the error function.

2.
∫∫ x

0
y(t)y(x – t) dt = A2xλ.

Solutions:

y(x) = ±A

√
Γ(λ + 1)

Γ
(

λ+1
2

) x
λ–1

2 ,

where Γ(z) is the gamma function.

3.
∫∫ x

0
y(t)y(x – t) dt = Axλ–1 + Bxλ, λ > 0.

Solutions:

y(x) = ±
√

AΓ(λ)
Γ(λ/2)

x
λ–2

2 exp
(

–λ
B

A
x
)
Φ

( λ + 1
2

,
λ

2
; λ

B

A
x
)

,

where Φ(a, c; x) is the degenerate hypergeometric function (Kummer’s function).

4.
∫∫ x

0
y(t)y(x – t) dt = A2eλx.

Solutions: y(x) = ± A√
πx

eλx.
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5.
∫∫ x

0
y(t)y(x – t) dt = (Ax + B)eλx, A, B > 0.

Solutions:

y(x) = ±
√

B eλx

[
1√
πx

exp
(

–
A

B
x
)

+

√
A

B
erf

(√
A

B
x

)]
,

where erf z =
2√
π

∫ z

0
exp

(
–t2

)
dt is the error function.

6.
∫∫ x

0
y(t)y(x – t) dt = A2xµeλx.

Solutions:

y(x) = ±A
√

Γ(µ + 1)

Γ
(

µ+1
2

) x
µ–1

2 eλx.

7.
∫∫ x

0
y(t)y(x – t) dt =

(
Axµ–1 + Bxµ

)
eλx.

Solutions:

y(x) = ±
√

AΓ(µ)
Γ(µ/2)

x
µ–2

2 exp
[(

λ – µ
B

A

)
x
]
Φ

( µ + 1
2

,
µ

2
; µ

B

A
x
)

,

where Φ(a, c; x) is the degenerate hypergeometric function (Kummer’s function).

8.
∫∫ x

0
y(t)y(x – t) dt = A2 cosh(λx).

Solutions: y(x) = ± A√
π

d

dx

∫ x

0

I0(λt) dt√
x – t

, where I0 is the modified Bessel function.

9.
∫∫ x

0
y(t)y(x – t) dt = A sinh(λx).

Solutions: y = ±
√

Aλ I0(λx), where I0 is the modified Bessel function.

10.
∫∫ x

0
y(t)y(x – t) dt = A sinh(λ

√
x ).

Solutions: y = ±
√

A π1/42–7/8λ3/4x–1/8I–1/4

(
λ
√

1
2 x

)
, where I–1/4 is the modified Bessel

function.

11.
∫∫ x

0
y(t)y(x – t) dt = A2 cos(λx).

Solutions: y(x) = ± A√
π

d

dx

∫ x

0

J0(λt) dt√
x – t

, where J0 is the Bessel function.

12.
∫∫ x

0
y(t)y(x – t) dt = A sin(λx).

Solutions: y = ±
√

Aλ J0(λx), where J0 is the Bessel function.
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13.
∫∫ x

0
y(t)y(x – t) dt = A sin(λ

√
x ).

Solutions: y = ±
√

A π1/42–7/8λ3/4x–1/8J–1/4

(
λ
√

1
2 x

)
, where J–1/4 is the Bessel function.

14.
∫∫ x

0
y(t)y(x – t) dt = A2eµx cosh(λx).

Solutions: y(x) = ± A√
π

eµx d

dx

∫ x

0

I0(λt) dt√
x – t

, where I0 is the modified Bessel function.

15.
∫∫ x

0
y(t)y(x – t) dt = Aeµx sinh(λx).

Solutions: y = ±
√

Aλ eµxI0(λx), where I0 is the modified Bessel function.

16.
∫∫ x

0
y(t)y(x – t) dt = A2eµx cos(λx).

Solutions: y(x) = ± A√
π

eµx d

dx

∫ x

0

J0(λt) dt√
x – t

, where J0 is the Bessel function.

17.
∫∫ x

0
y(t)y(x – t) dt = Aeµx sin(λx).

Solutions: y = ±
√

Aλ eµxJ0(λx), where J0 is the Bessel function.

5.1-2. Equations of the Form
∫ x

0 K(x, t)y(t)y(x – t) dt = F (x)

18.
∫∫ x

0
tky(t)y(x – t) dt = Axλ, A > 0.

Solutions:

y(x) = ±
[

AΓ(λ + 1)

Γ
(

λ+1+k
2

)
Γ
(

λ+1–k
2

)
]1/2

x
λ–k–1

2 ,

where Γ(z) is the gamma function.

19.
∫∫ x

0
tky(t)y(x – t) dt = Aeλx.

Solutions:

y(x) = ±
[

A

Γ
(

k+1
2

)
Γ
(

1–k
2

)
]1/2

x– k+1
2 eλx,

where Γ(z) is the gamma function.

20.
∫∫ x

0
tky(t)y(x – t) dt = Axµeλx.

Solutions:

y(x) = ±
[

AΓ(µ + 1)

Γ
(

µ+k+1
2

)
Γ
(

µ–k+1
2

)
]1/2

x
µ–k–1

2 eλx,

where Γ(z) is the gamma function.
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21.
∫∫ x

0

y(t)y(x – t)

ax + bt
dt = Axλ.

Solutions:

y(x) = ±
√

A

I
xλ/2, I =

∫ 1

0
zλ/2(1 – z)λ/2 dz

a + bz
.

22.
∫∫ x

0

y(t)y(x – t)

ax + bt
dt = Aeλx.

Solutions:

y(x) = ±
√

A

I
eλx, I =

1
b

ln
(

1 +
b

a

)
.

23.
∫∫ x

0

y(t)y(x – t)

ax + bt
dt = Axµeλx.

Solutions:

y(x) = ±
√

A

I
xµ/2eλx, I =

∫ 1

0
zµ/2(1 – z)µ/2 dz

a + bz
.

24.
∫∫ x

0

y(t)y(x – t)
√

ax2 + bt2
dt = Axλ.

Solutions:

y(x) = ±
√

A

I
xλ/2, I =

∫ 1

0
zλ/2(1 – z)λ/2 dz√

a + bz2
.

25.
∫∫ x

0

y(t)y(x – t)
√

ax2 + bt2
dt = Aeλx.

Solutions:

y(x) = ±
√

A

I
eλx, I =

∫ 1

0

dz√
a + bz2

.

26.
∫∫ x

0

y(t)y(x – t)
√

ax2 + bt2
dt = Axµeλx.

Solutions:

y(x) = ±
√

A

I
xµ/2eλx, I =

∫ 1

0
zµ/2(1 – z)µ/2 dz√

a + bz2
.

5.1-3. Equations of the Form
∫ x

0 G(· · ·) dt = F (x)

27.
∫∫ x

0
y(t)y(ax + bt) dt = Axλ.

Solutions:

y(x) = ±
√

A

I
x

λ–1
2 , I =

∫ 1

0
z

λ–1
2 (a + bz)

λ–1
2 dz.
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28.
∫∫ x

0
y(t)y(ax – t) dt = Aeλx, a ≥ 1.

Solutions:

y(x) = ±
√

A

I

exp(λx/a)√
x

, I =
∫ 1

0

dz√
z(a – z)

.

29.
∫∫ x

0
y(t)y(ax – t) dt = Axµeλx, a ≥ 1.

Solutions:

y(x) = ±
√

A

I
x

µ–1
2 exp(λx/a), I =

∫ 1

0
z

µ–1
2 (a – z)

µ–1
2 dz.

5.1-4. Equations of the Form y(x) +
∫ x

a
K(x, t)y2(t) dt = F (x)

30. y(x) + A

∫∫ x

a

y2(t) dt = Bx + C.

By differentiation, this integral equation can be reduced to a separable ordinary differential
equation.

1◦. Solution with AB > 0:

y(x) = k
(k + ya) exp[2Ak(x – a)] + ya – k

(k + ya) exp[2Ak(x – a)] – ya + k
, k =

√
B

A
, ya = aB + C.

2◦. Solution with AB < 0:

y(x) = k tan
[
Ak(a – x) + arctan

ya

k

]
, k =

√
–

B

A
, ya = aB + C.

3◦. Solution with B = 0:

y(x) =
C

AC(x – a) + 1
.

31. y(x) + k

∫∫ x

a

(x – t)y2(t) dt = Ax2 + Bx + C.

This is a special case of equation 5.8.5 with f (y) = ky2.
Solution in an implicit form:

∫ y

y0

[
4Au – 2kF (u) + B2 – 4AC

]–1/2
du = ±(x – a),

F (u) = 1
3

(
u3 – y3

0

)
, y0 = Aa2 + Ba + C.

32. y(x) + A

∫∫ x

a

tλy2(t) dt = Bxλ+1 + C.

This is a special case of equation 5.8.6 with f (y) = Ay2. By differentiation, this integral
equation can be reduced to a separable ordinary differential equation.

Solution in an implicit form:

(λ + 1)
∫ y

ya

du

Au2 – B(λ + 1)
+ xλ+1 – aλ+1 = 0, ya = Baλ+1 + C.
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33. y(x) + A

∫∫ x

0
x–λ–1y2(t) dt = Bxλ, λ > – 1

2 .

Solutions: y1(x) = β1xλ and y2(x) = β2xλ, where β1,2 are the roots of the quadratic equation
Aβ2 + (2λ + 1)β – B(2λ + 1) = 0.

34. y(x) +
∫∫ x

0

y2(t) dt

ax + bt
= A.

Solutions: y1(x) = λ1 and y2(x) = λ2, where λ1,2 are the roots of the quadratic equation

ln
(

1 +
b

a

)
λ2 + bλ – Ab = 0.

35. y(x) + A

∫∫ x

0

y2(t) dt

x2 + t2
= Bx.

Solutions: y1(x) = λ1x and y2(x) = λ2x, where λ1,2 are the roots of the quadratic equation(
1 – 1

4 π
)
Aλ2 + λ – B = 0.

36. y(x) +
∫∫ x

0

y2(t) dt
√

ax2 + bt2
= A.

Solutions: y1(x) = λ1 and y2(x) = λ2, where λ1,2 are the roots of the quadratic equation

Iλ2 + λ – A = 0, I =
∫ 1

0

dz√
a + bz2

.

37. y(x) + A

∫∫ x

0

(
axn + btn

)– λ+1
n y2(t) dt = Bxλ.

Solutions: y1(x) = β1xλ and y2(x) = β2xλ, where β1,2 are the roots of the quadratic equation

AIβ2 + β – B = 0, I =
∫ 1

0
z2λ

(
a + bzn

)– λ+1
n dz.

38. y(x) + A

∫∫ x

a

eλty2(t) dt = Beλx + C.

This is a special case of equation 5.8.11 with f (y) = Ay2. By differentiation, this integral
equation can be reduced to a separable ordinary differential equation.

Solution in an implicit form:

λ

∫ y

y0

du

Au2 – Bλ
+ eλx – eλa = 0, y0 = Beλa + C.

39. y(x) + A

∫∫ x

a

eλ(x–t)y2(t) dt = B.

This is a special case of equation 5.8.12. By differentiation, this integral equation can be
reduced to the separable ordinary differential equation

y′
x + Ay2 – λy + λB = 0, y(a) = B.

Solution in an implicit form:
∫ y

B

du

Au2 – λu + λB
+ x – a = 0.
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40. y(x) + k

∫∫ x

a

eλ(x–t)y2(t) dt = Aeλx + B.

Solution in an implicit form:
∫ y

y0

du

λu – ku2 – λB
= x – a, y0 = Aeλa + B.

41. y(x) + k

∫∫ x

a

sinh[λ(x – t)]y2(t) dt = Aeλx + Be–λx + C.

This is a special case of equation 5.8.14 with f (y) = ky2.
Solution in an implicit form:

∫ y

y0

[
λ2u2 – 2λ2Cu – 2kλF (u) + λ2(C2 – 4AB)

]–1/2
du = ±(x – a),

F (u) = 1
3

(
u3 – y3

0

)
, y0 = Aeλa + Be–λa + C.

42. y(x) + k

∫∫ x

a

sinh[λ(x – t)]y2(t) dt = A cosh(λx) + B.

This is a special case of equation 5.8.15 with f (y) = ky2.
Solution in an implicit form:

∫ y

y0

[
λ2u2 – 2λ2Bu – 2kλF (u) + λ2(B2 – A2)

]–1/2
du = ±(x – a),

F (u) = 1
3

(
u3 – y3

0

)
, y0 = A cosh(λa) + B.

43. y(x) + k

∫∫ x

a

sinh[λ(x – t)]y2(t) dt = A sinh(λx) + B.

This is a special case of equation 5.8.16 with f (y) = ky2.
Solution in an implicit form:

∫ y

y0

[
λ2u2 – 2λ2Bu – 2kλF (u) + λ2(A2 + B2)

]–1/2
du = ±(x – a),

F (u) = 1
3

(
u3 – y3

0

)
, y0 = A sinh(λa) + B.

44. y(x) + k

∫∫ x

a

sin[λ(x – t)]y2(t) dt = A sin(λx) + B cos(λx) + C.

This is a special case of equation 5.8.17 with f (y) = ky2.
Solution in an implicit form:

∫ y

y0

[
λ2D – λ2u2 + 2λ2Cu – 2kλF (u)

]–1/2
du = ±(x – a),

y0 = A sin(λa) + B cos(λa) + C, D = A2 + B2 – C2, F (u) = 1
3

(
u3 – y3

0

)
.

5.1-5. Equations of the Form y(x) +
∫ x

a
K(x, t)y(t)y(x – t) dt = F (x)

45. y(x) + A

∫∫ x

0
y(t)y(x – t) dt = AB2x + B.

A solution: y(x) = B.
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46. y(x) + A

∫∫ x

0
y(t)y(x – t) dt = (AB2x + B)eλx.

A solution: y(x) = Beλx.

47. y(x) +
λ

2β

∫∫ x

0
y(t)y(x – t) dt = 1

2 β sinh(λx).

A solution: y(x) = βI1(λx), where I1(x) is the modified Bessel function.

48. y(x) –
λ

2β

∫∫ x

0
y(t)y(x – t) dt = 1

2 β sin(λx).

A solution: y(x) = βJ1(λx), where J1(x) is the Bessel function.

49. y(x) + A

∫∫ x

0
x–λ–1y(t)y(x – t) dt = Bxλ.

Solutions: y1(x) = β1xλ and y2(x) = β2xλ, where β1,2 are the roots of the quadratic equation

AIβ2 + β – B = 0, I =
∫ 1

0
zλ(1 – z)λdz =

Γ2(λ + 1)
Γ(2λ + 2)

.

5.2. Equations With Quadratic Nonlinearity That Contain
Arbitrary Functions

5.2-1. Equations of the Form
∫ x

a
G(· · ·) dt = F (x)

1.
∫∫ x

a

K(x, t)y2(t) dt = f (x).

The substitution w(x) = y2(x) leads to the linear equation∫ x

a

K(x, t)w(t) dt = f (x).

2.
∫∫ x

a

K(t)y(x)y(t) dt = f (x).

Solutions:

y(x) = ±f (x)

[
2

∫ x

a

K(t)f (t) dt

]–1/2

.

3.
∫∫ x

0
f

(
t

x

)
y(t)y(x – t) dt = Axλ.

Solutions:

y(x) = ±
√

A

I
x

λ–1
2 , I =

∫ 1

0
f (z)z

λ–1
2 (1 – z)

λ–1
2 dz.

4.
∫∫ x

0
f

(
t

x

)
y(t)y(x – t) dt = Aeλx.

Solutions:

y(x) = ±
√

A

I

eλx

√
x

, I =
∫ 1

0

f (z) dz√
z(1 – z)

.
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5.
∫∫ x

0
f

(
t

x

)
y(t)y(x – t) dt = Axµeλx.

Solutions:

y(x) = ±
√

A

I
x

µ–1
2 eλx, I =

∫ 1

0
f (z)z

µ–1
2 (1 – z)

µ–1
2 dz.

6.
∫∫ x

0
f

(
t

x

)
y(t)y(ax + bt) dt = Axλ.

Solutions:

y(x) = ±
√

A

I
x

λ–1
2 , I =

∫ 1

0
f (z)z

λ–1
2 (a + bz)

λ–1
2 dz.

7.
∫∫ x

0
f

(
t

x

)
y(t)y(ax – t) dt = Aeλx, a ≥ 1.

Solutions:

y(x) = ±
√

A

I

exp(λx/a)√
x

, I =
∫ 1

0

f (z) dz√
z(a – z)

.

8.
∫∫ x

0
f

(
t

x

)
y(t)y(ax – t) dt = Axµeλx, a ≥ 1.

Solutions:

y(x) = ±
√

A

I
x

µ–1
2 exp(λx/a), I =

∫ 1

0
f (z)z

µ–1
2 (a – z)

µ–1
2 dz.

5.2-2. Equations of the Form y(x) +
∫ x

a
K(x, t)y2(t) dt = F (x)

9. y(x) +
∫∫ x

a

f (t)y2(t) dt = A.

Solution:

y(x) = A

[
1 + A

∫ x

a

f (t) dt

]–1

.

10. y(x) +
∫∫ x

a

eλ(x–t)g(t)y2(t) dt = f (x).

Differentiating the equation with respect to x yields

y′
x + g(x)y2 + λ

∫ x

a

eλ(x–t)g(t)y2(t) dt = f ′
x(x). (1)

Eliminating the integral term from (1) with the aid of the original equation, we arrive at a
Riccati ordinary differential equation,

y′
x + g(x)y2 – λy + λf (x) – f ′

x(x) = 0, (2)

under the initial condition y(a) = f (a). Equation (2) can be reduced to a second-order linear
ordinary differential equation. For the exact solutions of equation (2) with various specific
functions f and g, see, for example, E. Kamke (1977) and A. D. Polyanin and V. F. Zaitsev
(1995).
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11. y(x) +
∫∫ x

a

g(x)h(t)y2(t) dt = f (x).

Differentiating the equation with respect to x yields

y′
x + g(x)h(x)y2 + g′

x(x)
∫ x

a

h(t)y2(t) dt = f ′
x(x). (1)

Eliminating the integral term from (1) with the aid of the original equation, we arrive at a
Riccati ordinary differential equation,

y′
x + g(x)h(x)y2 –

g′
x(x)
g(x)

y = f ′
x(x) –

g′
x(x)
g(x)

f (x), (2)

under the initial condition y(a) = f (a). Equation (2) can be reduced to a second-order linear
ordinary differential equation. For the exact solutions of equation (2) with various specific
functions f , g, and h, see, for example, E. Kamke (1977) and A. D. Polyanin and V. F. Zaitsev
(1995).

12. y(x) +
∫∫ x

0
x–λ–1f

(
t

x

)
y2(t) dt = Axλ.

Solutions: y1(x) = β1xλ and y2(x) = β2xλ, where β1,2 are the roots of the quadratic equation

Iβ2 + β – A = 0, I =
∫ 1

0
f (z)z2λ dz.

13. y(x) –
∫∫ x

–∞
eλt+βxf (x – t)y2(t) dt = 0.

This is a special case of equation 5.3.19 with k = 2.

14. y(x) –
∫∫ ∞

x

eλt+βxf (x – t)y2(t) dt = 0.

A solution:

y(x) =
1
A

e–(λ+β)x, A =
∫ ∞

0
e–(λ+2β)zf (–z) dz.

5.2-3. Equations of the Form y(x) +
∫ x

a
G(· · ·) dt = F (x)

15. y(x) +
∫∫ x

0

1

x
f

(
t

x

)
y(t)y(x – t) dt = Aeλx.

Solutions:
y1(x) = B1eλx, y2(x) = B2eλx,

where B1 and B2 are the roots of the quadratic equation

IB2 + B – A = 0, I =
∫ 1

0
f (z) dz.
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16. y(x) + A

∫∫ x

0
x–λ–1f

(
t

x

)
y(t)y(x – t) dt = Bxλ.

Solutions: y1(x) = β1xλ and y2(x) = β2xλ, where β1,2 are the roots of the quadratic equation

AIβ2 + β – B = 0, I =
∫ 1

0
f (z)zλ(1 – z)λdz.

17. y(x) +
∫∫ ∞

x

f (t – x)y(t – x)y(t) dt = ae–λx.

Solutions: y(x) = bke–λx, where bk (k = 1, 2) are the roots of the quadratic equation

b2I + b – a = 0, I =
∫ ∞

0
f (z)e–2λz dz.

To calculate the integral I , it is convenient to use tables of Laplace transforms (with parameter
p = 2λ).

5.3. Equations With Power-Law Nonlinearity

5.3-1. Equations Containing Arbitrary Parameters

1. y(x) + A

∫∫ x

a

tλyk(t) dt = Bxλ+1 + C.

By differentiation, this integral equation can be reduced to a separable ordinary differential
equation.

Solution in an implicit form:

(λ + 1)
∫ y

y0

du

Auk – B(λ + 1)
+ xλ+1 – aλ+1 = 0, y0 = Baλ+1 + C.

2. y(x) +
∫∫ x

0

yk(t)

ax + bt
dt = A.

A solution: y(x) = λ, where λ is a root of the algebraic (or transcendental) equation

ln
(

1 +
b

a

)
λk + bλ – Ab = 0.

3. y(x) + Ax

∫∫ x

0

yk(t) dt

x2 + t2
= B.

A solution: y(x) = λ, where λ is a root of the algebraic (or transcendental) equation

λ + 1
4 Aπλk = B.

4. y(x) +
∫∫ x

0

yk(t) dt
√

ax2 + bt2
= A.

A solution: y(x) = λ, where λ is a root of the algebraic (or transcendental) equation

Iλk + λ – A = 0, I =
∫ 1

0

dz√
a + bz2

.
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5. y(x) + A

∫∫ x

a

(
axn + btn

) λ–kλ–1
n yk(t) dt = Bxλ.

A solution: y = βxλ, where β is a root of the algebraic (or transcendental) equation

AIβk + β – B = 0, I =
∫ 1

0
zkλ

(
a + bzn

) λ–kλ–1
n dz.

6. y(x) + A

∫∫ x

a

eλtyµ(t) dt = Beλx + C.

By differentiation, this integral equation can be reduced to a separable ordinary differential
equation.

Solution in an implicit form:

λ

∫ y

y0

du

Auµ – Bλ
+ eλx – eλa = 0, y0 = Beλa + C.

7. y(x) + k

∫∫ x

a

eλ(x–t)yµ(t) dt = Aeλx + B.

Solution in an implicit form:∫ y

y0

dt

λt – ktµ – λB
= x – a, y0 = Aeλa + B.

8. y(x) + k

∫∫ x

a

sinh[λ(x – t)]yµ(t) dt = Aeλx + Be–λx + C.

This is a special case of equation 5.8.14 with f (y) = kyµ.
Solution in an implicit form:∫ y

y0

[
λ2u2 – 2λ2Cu – 2kλF (u) + λ2(C2 – 4AB)

]–1/2
du = ±(x – a),

F (u) =
1

µ + 1

(
uµ+1 – yµ+1

0

)
, y0 = Aeλa + Be–λa + C.

9. y(x) + k

∫∫ x

a

sinh[λ(x – t)]yµ(t) dt = A cosh(λx) + B.

This is a special case of equation 5.8.15 with f (y) = kyµ.
Solution in an implicit form:∫ y

y0

[
λ2u2 – 2λ2Bu – 2kλF (u) + λ2(B2 – A2)

]–1/2
du = ±(x – a),

F (u) =
1

µ + 1

(
uµ+1 – yµ+1

0

)
, y0 = A cosh(λa) + B.

10. y(x) + k

∫∫ x

a

sinh[λ(x – t)]yµ(t) dt = A sinh(λx) + B.

This is a special case of equation 5.8.16 with f (y) = kyµ.
Solution in an implicit form:∫ y

y0

[
λ2u2 – 2λ2Bu – 2kλF (u) + λ2(A2 + B2)

]–1/2
du = ±(x – a),

F (u) =
1

µ + 1

(
uµ+1 – yµ+1

0

)
, y0 = A sinh(λa) + B.
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11. y(x) + k

∫∫ x

a

sin[λ(x – t)]yµ(t) dt = A sin(λx) + B cos(λx) + C.

This is a special case of equation 5.8.17 with f (y) = kyµ.
Solution in an implicit form:

∫ y

y0

[
λ2D – λ2u2 + 2λ2Cu – 2kλF (u)

]–1/2
du = ±(x – a),

y0 = A sin(λa) + B cos(λa) + C, D = A2 + B2 – C2, F (u) =
1

µ + 1

(
uµ+1 – yµ+1

0

)
.

5.3-2. Equations Containing Arbitrary Functions

12.
∫∫ x

a

K(x, t)yλ(t) dt = f (x).

The substitution w(x) = yλ(x) leads to the linear equation

∫ x

a

K(x, t)w(t) dt = f (x).

13. y(x) +
∫∫ x

a

f (t)yk(t) dt = A.

Solution:

y(x) =

[
A1–k + (k – 1)

∫ x

a

f (t) dt

] 1
1–k

.

14. y(x) –
∫∫ x

a

f (x)g(t)yk(t) dt = 0.

1◦. Differentiating the equation with respect to x and eliminating the integral term (using the
original equation), we obtain the Bernoulli ordinary differential equation

y′
x – f (x)g(x)yk –

f ′
x(x)

f (x)
y = 0, y(a) = 0.

2◦. Solution with k < 1:

y(x) = f (x)

[
(1 – k)

∫ x

a

fk(t)g(t) dt

] 1
1–k

.

Additionally, for k > 0, there is the trivial solution y(x) ≡ 0.

15. y(x) +
∫∫ x

0
xλ–kλ–1f

(
t

x

)
yk(t) dt = Axλ.

A solution: y(x) = βxλ, where β is a root of the algebraic equation

Iβk + β – A = 0, I =
∫ 1

0
f (z)zkλ dz.
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16. y(x) +
∫∫ x

0
f

(
t

x

)√
y(t) dt = Ax2.

Solutions: yk(x) = B2
kx2, where Bk (k = 1, 2) are the roots of the quadratic equations

B2 ± IB – A = 0, I =
∫ 1

0
zf (z) dz.

17. y(x) –
∫∫ x

0
taf

(
t

x

)
yk(t) dt = 0, k ≠ 1.

A solution:

y(x) = Ax
1+a
1–k , A1–k =

∫ 1

0
z

a+k
1–k f (z) dz.

18. y(x) –
∫∫ ∞

x

eλt+βxf (x – t)yk(t) dt = 0, k ≠ 1.

A solution:

y(x) = A exp
( λ + β

1 – k
x
)

, A1–k =
∫ ∞

0
exp

( λ + βk

1 – k
z
)

f (–z) dz.

19. y(x) –
∫∫ x

–∞
eλt+βxf (x – t)yk(t) dt = 0, k ≠ 1.

A solution:

y(x) = A exp
( λ + β

1 – k
x
)

, A1–k =
∫ ∞

0
exp

(
–

λ + βk

1 – k
z
)

f (z) dz.

5.4. Equations With Exponential Nonlinearity

5.4-1. Equations Containing Arbitrary Parameters

1. y(x) + A

∫∫ x

a

exp[λy(t)] dt = B.

Solution:

y(x) = –
1
λ

ln
[
Aλ(x – a) + e–Bλ

]
.

2. y(x) + A

∫∫ x

a

exp[λy(t)] dt = Bx + C.

For B = 0, see equation 5.4.1.
Solution with B ≠ 0:

y(x) = –
1
λ

ln

[
A

B
+

(
e–λy0 –

A

B

)
eλB(a–x)

]
, y0 = aB + C.
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3. y(x) + k

∫∫ x

a

(x – t) exp[λy(t)] dt = Ax2 + Bx + C.

1◦. This is a special case of equation 5.8.5 with f (y) = keλy. The solution of this integral
equation is determined by the solution of the second-order autonomous ordinary differential
equation

y′′
xx + keλy – 2A = 0

under the initial conditions

y(a) = Aa2 + Ba + C, y′
x(a) = 2Aa + B.

2◦. Solution in an implicit form:

∫ y

y0

[
4Au – 2F (u) + B2 – 4AC

]–1/2
du = ±(x – a),

F (u) =
k

λ

(
eλu – eλy0

)
, y0 = Aa2 + Ba + C.

4. y(x) + A

∫∫ x

a

tλ exp[βy(t)] dt = Bxλ+1 + C.

By differentiation, this integral equation can be reduced to a separable ordinary differential
equation.

Solution in an implicit form:

(λ + 1)
∫ y

y0

du

Aeβu – B(λ + 1)
+ xλ+1 – aλ+1 = 0, y0 = Baλ+1 + C.

5. y(x) +
∫∫ x

0

exp[λy(t)]

ax + bt
dt = A.

A solution: y(x) = β, where β is a root of the transcendental equation

ln
(

1 +
b

a

)
eλβ + bβ – Ab = 0.

6. y(x) +
∫∫ x

0

exp[λy(t)]
√

ax2 + bt2
dt = A.

A solution: y(x) = β, where β is a root of the transcendental equation

keλβ + β – A = 0, k =
∫ 1

0

dz√
a + bz2

.

7. y(x) + A

∫∫ x

a

exp
[
λt + βy(t)

]
dt = Beλx + C.

By differentiation, this integral equation can be reduced to a separable ordinary differential
equation.

Solution in an implicit form:

λ

∫ y

y0

du

Aeβu – Bλ
+ eλx – eλa = 0, y0 = Beλa + C.
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8. y(x) + k

∫∫ x

a

exp
[
λ(x – t) + βy(t)

]
dt = A.

Solution in an implicit form: ∫ y

A

dt

λt – keβt – λA
= x – a.

9. y(x) + k

∫∫ x

a

exp
[
λ(x – t) + βy(t)

]
dt = Aeλx + B.

Solution in an implicit form:∫ y

y0

dt

λt – keβt – λB
= x – a, y0 = Aeλa + B.

10. y(x) + k

∫∫ x

a

sinh[λ(x – t)] exp[βy(t)] dt = Aeλx + Be–λx + C.

This is a special case of equation 5.8.14 with f (y) = keβy .

11. y(x) + k

∫∫ x

a

sinh[λ(x – t)] exp[βy(t)] dt = A cosh(λx) + B.

This is a special case of equation 5.8.15 with f (y) = keβy .

12. y(x) + k

∫∫ x

a

sinh[λ(x – t)] exp[βy(t)] dt = A sinh(λx) + B.

This is a special case of equation 5.8.16 with f (y) = keβy .

13. y(x) + k

∫∫ x

a

sin[λ(x – t)] exp[βy(t)] dt = A sin(λx) + B cos(λx) + C.

This is a special case of equation 5.8.17 with f (y) = keβy .

5.4-2. Equations Containing Arbitrary Functions

14. y(x) +
∫∫ x

a

f (t) exp[λy(t)] dt = A.

Solution:

y(x) = –
1
λ

ln

[
λ

∫ x

a

f (t) dt + e–Aλ

]
.

15. y(x) +
∫∫ x

a

g(t) exp[λy(t)] dt = f (x).

1◦. By differentiation, this integral equation can be reduced to the first-order ordinary differ-
ential equation

y′
x + g(x)eλy = f ′

x(x) (1)

under the initial condition y(a) = f (a). The substitution w = e–λy reduces (1) to the linear
equation

w′
x + λf ′

x(x)w – λg(x) = 0, w(a) = exp
[
–λf (a)

]
.

2◦. Solution:

y(x) = f (x) –
1
λ

ln

{
1 + λ

∫ x

a

g(t) exp
[
λf (t)

]
dt

}
.
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16. y(x) +
1

x

∫∫ x

0
f

(
t

x

)
exp[λy(t)] dt = A.

A solution: y(x) = β, where β is a root of the transcendental equation

β + Ieλβ – A = 0, I =
∫ 1

0
f (z) dz.

5.5. Equations With Hyperbolic Nonlinearity

5.5-1. Integrands With Nonlinearity of the Form cosh[βy(t)]

1. y(x) + k

∫∫ x

a

cosh[βy(t)] dt = A.

This is a special case of equation 5.8.3 with f (y) = k cosh(βy).

2. y(x) + k

∫∫ x

a

cosh[βy(t)] dt = Ax + B.

This is a special case of equation 5.8.4 with f (y) = k cosh(βy).

3. y(x) + k

∫∫ x

a

(x – t) cosh[βy(t)] dt = Ax2 + Bx + C.

This is a special case of equation 5.8.5 with f (y) = k cosh(βy).

4. y(x) + k

∫∫ x

a

tλ cosh[βy(t)] dt = Bxλ+1 + C.

This is a special case of equation 5.8.6 with f (y) = k cosh(βy).

5. y(x) +
∫∫ x

a

g(t) cosh[βy(t)] dt = A.

This is a special case of equation 5.8.7 with f (y) = cosh(βy).

6. y(x) +
∫∫ x

0

cosh[βy(t)]

ax + bt
dt = A.

This is a special case of equation 5.8.8 with f (y) = cosh(βy).

7. y(x) +
∫∫ x

0

cosh[βy(t)]
√

ax2 + bt2
dt = A.

This is a special case of equation 5.8.9 with f (y) = cosh(βy).

8. y(x) + k

∫∫ x

a

eλt cosh[βy(t)] dt = Beλx + C.

This is a special case of equation 5.8.11 with f (y) = k cosh(βy).

9. y(x) + k

∫∫ x

a

eλ(x–t) cosh[βy(t)] dt = A.

This is a special case of equation 5.8.12 with f (y) = k cosh(βy).
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10. y(x) + k

∫∫ x

a

eλ(x–t) cosh[βy(t)] dt = Aeλx + B.

This is a special case of equation 5.8.13 with f (y) = k cosh(βy).

11. y(x) + k

∫∫ x

a

sinh[λ(x – t)] cosh[βy(t)] dt = Aeλx + Be–λx + C.

This is a special case of equation 5.8.14 with f (y) = k cosh(βy).

12. y(x) + k

∫∫ x

a

sinh[λ(x – t)] cosh[βy(t)] dt = A cosh(λx) + B.

This is a special case of equation 5.8.15 with f (y) = k cosh(βy).

13. y(x) + k

∫∫ x

a

sinh[λ(x – t)] cosh[βy(t)] dt = A sinh(λx) + B.

This is a special case of equation 5.8.16 with f (y) = k cosh(βy).

14. y(x) + k

∫∫ x

a

sin[λ(x – t)] cosh[βy(t)] dt = A sin(λx) + B cos(λx) + C.

This is a special case of equation 5.8.17 with f (y) = k cosh(βy).

5.5-2. Integrands With Nonlinearity of the Form sinh[βy(t)]

15. y(x) + k

∫∫ x

a

sinh[βy(t)] dt = A.

This is a special case of equation 5.8.3 with f (y) = k sinh(βy).

16. y(x) + k

∫∫ x

a

sinh[βy(t)] dt = Ax + B.

This is a special case of equation 5.8.4 with f (y) = k sinh(βy).

17. y(x) + k

∫∫ x

a

(x – t) sinh[βy(t)] dt = Ax2 + Bx + C.

This is a special case of equation 5.8.5 with f (y) = k sinh(βy).

18. y(x) + k

∫∫ x

a

tλ sinh[βy(t)] dt = Bxλ+1 + C.

This is a special case of equation 5.8.6 with f (y) = k sinh(βy).

19. y(x) +
∫∫ x

a

g(t) sinh[βy(t)] dt = A.

This is a special case of equation 5.8.7 with f (y) = sinh(βy).

20. y(x) +
∫∫ x

0

sinh[βy(t)]

ax + bt
dt = A.

This is a special case of equation 5.8.8 with f (y) = sinh(βy).
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21. y(x) +
∫∫ x

0

sinh[βy(t)]
√

ax2 + bt2
dt = A.

This is a special case of equation 5.8.9 with f (y) = sinh(βy).

22. y(x) + k

∫∫ x

a

eλt sinh[βy(t)] dt = Beλx + C.

This is a special case of equation 5.8.11 with f (y) = k sinh(βy).

23. y(x) + k

∫∫ x

a

eλ(x–t) sinh[βy(t)] dt = A.

This is a special case of equation 5.8.12 with f (y) = k sinh(βy).

24. y(x) + k

∫∫ x

a

eλ(x–t) sinh[βy(t)] dt = Aeλx + B.

This is a special case of equation 5.8.13 with f (y) = k sinh(βy).

25. y(x) + k

∫∫ x

a

sinh[λ(x – t)] sinh[βy(t)] dt = Aeλx + Be–λx + C.

This is a special case of equation 5.8.14 with f (y) = k sinh(βy).

26. y(x) + k

∫∫ x

a

sinh[λ(x – t)] sinh[βy(t)] dt = A cosh(λx) + B.

This is a special case of equation 5.8.15 with f (y) = k sinh(βy).

27. y(x) + k

∫∫ x

a

sinh[λ(x – t)] sinh[βy(t)] dt = A sinh(λx) + B.

This is a special case of equation 5.8.16 with f (y) = k sinh(βy).

28. y(x) + k

∫∫ x

a

sin[λ(x – t)] sinh[βy(t)] dt = A sin(λx) + B cos(λx) + C.

This is a special case of equation 5.8.17 with f (y) = k sinh(βy).

5.5-3. Integrands With Nonlinearity of the Form tanh[βy(t)]

29. y(x) + k

∫∫ x

a

tanh[βy(t)] dt = A.

This is a special case of equation 5.8.3 with f (y) = k tanh(βy).

30. y(x) + k

∫∫ x

a

tanh[βy(t)] dt = Ax + B.

This is a special case of equation 5.8.4 with f (y) = k tanh(βy).

31. y(x) + k

∫∫ x

a

(x – t) tanh[βy(t)] dt = Ax2 + Bx + C.

This is a special case of equation 5.8.5 with f (y) = k tanh(βy).
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32. y(x) + k

∫∫ x

a

tλ tanh[βy(t)] dt = Bxλ+1 + C.

This is a special case of equation 5.8.6 with f (y) = k tanh(βy).

33. y(x) +
∫∫ x

a

g(t) tanh[βy(t)] dt = A.

This is a special case of equation 5.8.7 with f (y) = tanh(βy).

34. y(x) +
∫∫ x

0

tanh[βy(t)]

ax + bt
dt = A.

This is a special case of equation 5.8.8 with f (y) = tanh(βy).

35. y(x) +
∫∫ x

0

tanh[βy(t)]
√

ax2 + bt2
dt = A.

This is a special case of equation 5.8.9 with f (y) = tanh(βy).

36. y(x) + k

∫∫ x

a

eλt tanh[βy(t)] dt = Beλx + C.

This is a special case of equation 5.8.11 with f (y) = k tanh(βy).

37. y(x) + k

∫∫ x

a

eλ(x–t) tanh[βy(t)] dt = A.

This is a special case of equation 5.8.12 with f (y) = k tanh(βy).

38. y(x) + k

∫∫ x

a

eλ(x–t) tanh[βy(t)] dt = Aeλx + B.

This is a special case of equation 5.8.13 with f (y) = k tanh(βy).

39. y(x) + k

∫∫ x

a

sinh[λ(x – t)] tanh[βy(t)] dt = Aeλx + Be–λx + C.

This is a special case of equation 5.8.14 with f (y) = k tanh(βy).

40. y(x) + k

∫∫ x

a

sinh[λ(x – t)] tanh[βy(t)] dt = A cosh(λx) + B.

This is a special case of equation 5.8.15 with f (y) = k tanh(βy).

41. y(x) + k

∫∫ x

a

sinh[λ(x – t)] tanh[βy(t)] dt = A sinh(λx) + B.

This is a special case of equation 5.8.16 with f (y) = k tanh(βy).

42. y(x) + k

∫∫ x

a

sin[λ(x – t)] tanh[βy(t)] dt = A sin(λx) + B cos(λx) + C.

This is a special case of equation 5.8.17 with f (y) = k tanh(βy).
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5.5-4. Integrands With Nonlinearity of the Form coth[βy(t)]

43. y(x) + k

∫∫ x

a

coth[βy(t)] dt = A.

This is a special case of equation 5.8.3 with f (y) = k coth(βy).

44. y(x) + k

∫∫ x

a

coth[βy(t)] dt = Ax + B.

This is a special case of equation 5.8.4 with f (y) = k coth(βy).

45. y(x) + k

∫∫ x

a

(x – t) coth[βy(t)] dt = Ax2 + Bx + C.

This is a special case of equation 5.8.5 with f (y) = k coth(βy).

46. y(x) + k

∫∫ x

a

tλ coth[βy(t)] dt = Bxλ+1 + C.

This is a special case of equation 5.8.6 with f (y) = k coth(βy).

47. y(x) +
∫∫ x

a

g(t) coth[βy(t)] dt = A.

This is a special case of equation 5.8.7 with f (y) = coth(βy).

48. y(x) +
∫∫ x

0

coth[βy(t)]

ax + bt
dt = A.

This is a special case of equation 5.8.8 with f (y) = coth(βy).

49. y(x) +
∫∫ x

0

coth[βy(t)]
√

ax2 + bt2
dt = A.

This is a special case of equation 5.8.9 with f (y) = coth(βy).

50. y(x) + k

∫∫ x

a

eλt coth[βy(t)] dt = Beλx + C.

This is a special case of equation 5.8.11 with f (y) = k coth(βy).

51. y(x) + k

∫∫ x

a

eλ(x–t) coth[βy(t)] dt = A.

This is a special case of equation 5.8.12 with f (y) = k coth(βy).

52. y(x) + k

∫∫ x

a

eλ(x–t) coth[βy(t)] dt = Aeλx + B.

This is a special case of equation 5.8.13 with f (y) = k coth(βy).

53. y(x) + k

∫∫ x

a

sinh[λ(x – t)] coth[βy(t)] dt = Aeλx + Be–λx + C.

This is a special case of equation 5.8.14 with f (y) = k coth(βy).
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54. y(x) + k

∫∫ x

a

sinh[λ(x – t)] coth[βy(t)] dt = A cosh(λx) + B.

This is a special case of equation 5.8.15 with f (y) = k coth(βy).

55. y(x) + k

∫∫ x

a

sinh[λ(x – t)] coth[βy(t)] dt = A sinh(λx) + B.

This is a special case of equation 5.8.16 with f (y) = k coth(βy).

56. y(x) + k

∫∫ x

a

sin[λ(x – t)] coth[βy(t)] dt = A sin(λx) + B cos(λx) + C.

This is a special case of equation 5.8.17 with f (y) = k coth(βy).

5.6. Equations With Logarithmic Nonlinearity

5.6-1. Integrands Containing Power-Law Functions of x and t

1. y(x) + k

∫∫ x

a

ln[λy(t)] dt = A.

This is a special case of equation 5.8.3 with f (y) = k ln(λy).

2. y(x) + k

∫∫ x

a

ln[λy(t)] dt = Ax + B.

This is a special case of equation 5.8.4 with f (y) = k ln(λy).

3. y(x) + k

∫∫ x

a

(x – t) ln[λy(t)] dt = Ax2 + Bx + C.

This is a special case of equation 5.8.5 with f (y) = k ln(λy).

4. y(x) + k

∫∫ x

a

tλ ln[µy(t)] dt = Bxλ+1 + C.

This is a special case of equation 5.8.6 with f (y) = k ln(µy).

5. y(x) +
∫∫ x

0

ln[λy(t)]

ax + bt
dt = A.

This is a special case of equation 5.8.8 with f (y) = ln(λy).

6. y(x) +
∫∫ x

0

ln[λy(t)]
√

ax2 + bt2
dt = A.

This is a special case of equation 5.8.9 with f (y) = ln(λy).

5.6-2. Integrands Containing Exponential Functions of x and t

7. y(x) + k

∫∫ x

a

eλt ln[µy(t)] dt = Beλx + C.

This is a special case of equation 5.8.11 with f (y) = k ln(µy).
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8. y(x) + k

∫∫ x

a

eλ(x–t) ln[µy(t)] dt = A.

This is a special case of equation 5.8.12 with f (y) = k ln(µy).

9. y(x) + k

∫∫ x

a

eλ(x–t) ln[µy(t)] dt = Aeλx + B.

This is a special case of equation 5.8.13 with f (y) = k ln(µy).

5.6-3. Other Integrands

10. y(x) +
∫∫ x

a

g(t) ln[λy(t)] dt = A.

This is a special case of equation 5.8.7 with f (y) = ln(λy).

11. y(x) + k

∫∫ x

a

sinh[λ(x – t)] ln[µy(t)] dt = Aeλx + Be–λx + C.

This is a special case of equation 5.8.14 with f (y) = k ln(µy).

12. y(x) + k

∫∫ x

a

sinh[λ(x – t)] ln[µy(t)] dt = A cosh(λx) + B.

This is a special case of equation 5.8.15 with f (y) = k ln(µy).

13. y(x) + k

∫∫ x

a

sinh[λ(x – t)] ln[µy(t)] dt = A sinh(λx) + B.

This is a special case of equation 5.8.16 with f (y) = k ln(µy).

14. y(x) + k

∫∫ x

a

sin[λ(x – t)] ln[µy(t)] dt = A sin(λx) + B cos(λx) + C.

This is a special case of equation 5.8.17 with f (y) = k ln(µy).

5.7. Equations With Trigonometric Nonlinearity

5.7-1. Integrands With Nonlinearity of the Form cos[βy(t)]

1. y(x) + k

∫∫ x

a

cos[βy(t)] dt = A.

This is a special case of equation 5.8.3 with f (y) = k cos(βy).

2. y(x) + k

∫∫ x

a

cos[βy(t)] dt = Ax + B.

This is a special case of equation 5.8.4 with f (y) = k cos(βy).

3. y(x) + k

∫∫ x

a

(x – t) cos[βy(t)] dt = Ax2 + Bx + C.

This is a special case of equation 5.8.5 with f (y) = k cos(βy).
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4. y(x) + k

∫∫ x

a

tλ cos[βy(t)] dt = Bxλ+1 + C.

This is a special case of equation 5.8.6 with f (y) = k cos(βy).

5. y(x) +
∫∫ x

a

g(t) cos[βy(t)] dt = A.

This is a special case of equation 5.8.7 with f (y) = cos(βy).

6. y(x) +
∫∫ x

0

cos[βy(t)]

ax + bt
dt = A.

This is a special case of equation 5.8.8 with f (y) = cos(βy).

7. y(x) +
∫∫ x

0

cos[βy(t)]
√

ax2 + bt2
dt = A.

This is a special case of equation 5.8.9 with f (y) = cos(βy).

8. y(x) + k

∫∫ x

a

eλt cos[βy(t)] dt = Beλx + C.

This is a special case of equation 5.8.11 with f (y) = k cos(βy).

9. y(x) + k

∫∫ x

a

eλ(x–t) cos[βy(t)] dt = A.

This is a special case of equation 5.8.12 with f (y) = k cos(βy).

10. y(x) + k

∫∫ x

a

eλ(x–t) cos[βy(t)] dt = Aeλx + B.

This is a special case of equation 5.8.13 with f (y) = k cos(βy).

11. y(x) + k

∫∫ x

a

sinh[λ(x – t)] cos[βy(t)] dt = Aeλx + Be–λx + C.

This is a special case of equation 5.8.14 with f (y) = k cos(βy).

12. y(x) + k

∫∫ x

a

sinh[λ(x – t)] cos[βy(t)] dt = A cosh(λx) + B.

This is a special case of equation 5.8.15 with f (y) = k cos(βy).

13. y(x) + k

∫∫ x

a

sinh[λ(x – t)] cos[βy(t)] dt = A sinh(λx) + B.

This is a special case of equation 5.8.16 with f (y) = k cos(βy).

14. y(x) + k

∫∫ x

a

sin[λ(x – t)] cos[βy(t)] dt = A sin(λx) + B cos(λx) + C.

This is a special case of equation 5.8.17 with f (y) = k cos(βy).

Page 360

© 1998 by CRC Press LLC



5.7-2. Integrands With Nonlinearity of the Form sin[βy(t)]

15. y(x) + k

∫∫ x

a

sin[βy(t)] dt = A.

This is a special case of equation 5.8.3 with f (y) = k sin(βy).

16. y(x) + k

∫∫ x

a

sin[βy(t)] dt = Ax + B.

This is a special case of equation 5.8.4 with f (y) = k sin(βy).

17. y(x) + k

∫∫ x

a

(x – t) sin[βy(t)] dt = Ax2 + Bx + C.

This is a special case of equation 5.8.5 with f (y) = k sin(βy).

18. y(x) + k

∫∫ x

a

tλ sin[βy(t)] dt = Bxλ+1 + C.

This is a special case of equation 5.8.6 with f (y) = k sin(βy).

19. y(x) +
∫∫ x

a

g(t) sin[βy(t)] dt = A.

This is a special case of equation 5.8.7 with f (y) = sin(βy).

20. y(x) +
∫∫ x

0

sin[βy(t)]

ax + bt
dt = A.

This is a special case of equation 5.8.8 with f (y) = sin(βy).

21. y(x) +
∫∫ x

0

sin[βy(t)]
√

ax2 + bt2
dt = A.

This is a special case of equation 5.8.9 with f (y) = sin(βy).

22. y(x) + k

∫∫ x

a

eλt sin[βy(t)] dt = Beλx + C.

This is a special case of equation 5.8.11 with f (y) = k sin(βy).

23. y(x) + k

∫∫ x

a

eλ(x–t) sin[βy(t)] dt = A.

This is a special case of equation 5.8.12 with f (y) = k sin(βy).

24. y(x) + k

∫∫ x

a

eλ(x–t) sin[βy(t)] dt = Aeλx + B.

This is a special case of equation 5.8.13 with f (y) = k sin(βy).

25. y(x) + k

∫∫ x

a

sinh[λ(x – t)] sin[βy(t)] dt = Aeλx + Be–λx + C.

This is a special case of equation 5.8.14 with f (y) = k sin(βy).
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26. y(x) + k

∫∫ x

a

sinh[λ(x – t)] sin[βy(t)] dt = A cosh(λx) + B.

This is a special case of equation 5.8.15 with f (y) = k sin(βy).

27. y(x) + k

∫∫ x

a

sinh[λ(x – t)] sin[βy(t)] dt = A sinh(λx) + B.

This is a special case of equation 5.8.16 with f (y) = k sin(βy).

28. y(x) + k

∫∫ x

a

sin[λ(x – t)] sin[βy(t)] dt = A sin(λx) + B cos(λx) + C.

This is a special case of equation 5.8.17 with f (y) = k sin(βy).

5.7-3. Integrands With Nonlinearity of the Form tan[βy(t)]

29. y(x) + k

∫∫ x

a

tan[βy(t)] dt = A.

This is a special case of equation 5.8.3 with f (y) = k tan(βy).

30. y(x) + k

∫∫ x

a

tan[βy(t)] dt = Ax + B.

This is a special case of equation 5.8.4 with f (y) = k tan(βy).

31. y(x) + k

∫∫ x

a

(x – t) tan[βy(t)] dt = Ax2 + Bx + C.

This is a special case of equation 5.8.5 with f (y) = k tan(βy).

32. y(x) + k

∫∫ x

a

tλ tan[βy(t)] dt = Bxλ+1 + C.

This is a special case of equation 5.8.6 with f (y) = k tan(βy).

33. y(x) +
∫∫ x

a

g(t) tan[βy(t)] dt = A.

This is a special case of equation 5.8.7 with f (y) = tan(βy).

34. y(x) +
∫∫ x

0

tan[βy(t)]

ax + bt
dt = A.

This is a special case of equation 5.8.8 with f (y) = tan(βy).

35. y(x) +
∫∫ x

0

tan[βy(t)]
√

ax2 + bt2
dt = A.

This is a special case of equation 5.8.9 with f (y) = tan(βy).

36. y(x) + k

∫∫ x

a

eλt tan[βy(t)] dt = Beλx + C.

This is a special case of equation 5.8.11 with f (y) = k tan(βy).
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37. y(x) + k

∫∫ x

a

eλ(x–t) tan[βy(t)] dt = A.

This is a special case of equation 5.8.12 with f (y) = k tan(βy).

38. y(x) + k

∫∫ x

a

eλ(x–t) tan[βy(t)] dt = Aeλx + B.

This is a special case of equation 5.8.13 with f (y) = k tan(βy).

39. y(x) + k

∫∫ x

a

sinh[λ(x – t)] tan[βy(t)] dt = Aeλx + Be–λx + C.

This is a special case of equation 5.8.14 with f (y) = k tan(βy).

40. y(x) + k

∫∫ x

a

sinh[λ(x – t)] tan[βy(t)] dt = A cosh(λx) + B.

This is a special case of equation 5.8.15 with f (y) = k tan(βy).

41. y(x) + k

∫∫ x

a

sinh[λ(x – t)] tan[βy(t)] dt = A sinh(λx) + B.

This is a special case of equation 5.8.16 with f (y) = k tan(βy).

42. y(x) + k

∫∫ x

a

sin[λ(x – t)] tan[βy(t)] dt = A sin(λx) + B cos(λx) + C.

This is a special case of equation 5.8.17 with f (y) = k tan(βy).

5.7-4. Integrands With Nonlinearity of the Form cot[βy(t)]

43. y(x) + k

∫∫ x

a

cot[βy(t)] dt = A.

This is a special case of equation 5.8.3 with f (y) = k cot(βy).

44. y(x) + k

∫∫ x

a

cot[βy(t)] dt = Ax + B.

This is a special case of equation 5.8.4 with f (y) = k cot(βy).

45. y(x) + k

∫∫ x

a

(x – t) cot[βy(t)] dt = Ax2 + Bx + C.

This is a special case of equation 5.8.5 with f (y) = k cot(βy).

46. y(x) + k

∫∫ x

a

tλ cot[βy(t)] dt = Bxλ+1 + C.

This is a special case of equation 5.8.6 with f (y) = k cot(βy).

47. y(x) +
∫∫ x

a

g(t) cot[βy(t)] dt = A.

This is a special case of equation 5.8.7 with f (y) = cot(βy).
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48. y(x) +
∫∫ x

0

cot[βy(t)]

ax + bt
dt = A.

This is a special case of equation 5.8.8 with f (y) = cot(βy).

49. y(x) +
∫∫ x

0

cot[βy(t)]
√

ax2 + bt2
dt = A.

This is a special case of equation 5.8.9 with f (y) = cot(βy).

50. y(x) + k

∫∫ x

a

eλt cot[βy(t)] dt = Beλx + C.

This is a special case of equation 5.8.11 with f (y) = k cot(βy).

51. y(x) + k

∫∫ x

a

eλ(x–t) cot[βy(t)] dt = A.

This is a special case of equation 5.8.12 with f (y) = k cot(βy).

52. y(x) + k

∫∫ x

a

eλ(x–t) cot[βy(t)] dt = Aeλx + B.

This is a special case of equation 5.8.13 with f (y) = k cot(βy).

53. y(x) + k

∫∫ x

a

sinh[λ(x – t)] cot[βy(t)] dt = Aeλx + Be–λx + C.

This is a special case of equation 5.8.14 with f (y) = k cot(βy).

54. y(x) + k

∫∫ x

a

sinh[λ(x – t)] cot[βy(t)] dt = A cosh(λx) + B.

This is a special case of equation 5.8.15 with f (y) = k cot(βy).

55. y(x) + k

∫∫ x

a

sinh[λ(x – t)] cot[βy(t)] dt = A sinh(λx) + B.

This is a special case of equation 5.8.16 with f (y) = k cot(βy).

56. y(x) + k

∫∫ x

a

sin[λ(x – t)] cot[βy(t)] dt = A sin(λx) + B cos(λx) + C.

This is a special case of equation 5.8.17 with f (y) = k cot(βy).

5.8. Equations With Nonlinearity of General Form

5.8-1. Equations of the Form
∫ x

a
G(· · ·) dt = F (x)

1.
∫∫ x

a

K(x, t)ϕ
(
y(t)

)
dt = f (x).

The substitution w(x) = ϕ
(
y(x)

)
leads to the linear equation

∫ x

a

K(x, t)w(t) dt = f (x).
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2.
∫∫ x

a

K(x, t)ϕ
(
t, y(t)

)
dt = f (x).

The substitution w(x) = ϕ
(
x, y(x)

)
leads to the linear equation

∫ x

a

K(x, t)w(t) dt = f (x).

5.8-2. Equations of the Form y(x) +
∫ x

a
K(x, t)G

(
y(t)

)
dt = F (x)

3. y(x) +
∫∫ x

a

f
(
y(t)

)
dt = A.

Solution in an implicit form: ∫ y

A

du

f (u)
+ x – a = 0.

4. y(x) +
∫∫ x

a

f
(
y(t)

)
dt = Ax + B.

Solution in an implicit form:

∫ y

y0

du

A – f (u)
= x – a, y0 = Aa + B.

5. y(x) +
∫∫ x

a

(x – t)f
(
y(t)

)
dt = Ax2 + Bx + C.

1◦. This is a special case of equation 5.8.19. The solution of this integral equation is
determined by the solution of the second-order autonomous ordinary differential equation

y′′
xx + f (y) – 2A = 0

under the initial conditions

y(a) = Aa2 + Ba + C, y′
x(a) = 2Aa + B.

2◦. Solutions in an implicit form:

∫ y

y0

[
4Au – 2F (u) + B2 – 4AC

]–1/2
du = ±(x – a),

F (u) =
∫ u

y0

f (t) dt, y0 = Aa2 + Ba + C.

6. y(x) +
∫∫ x

a

tλf
(
y(t)

)
dt = Bxλ+1 + C.

By differentiation, this integral equation can be reduced to a separable ordinary differential
equation.

Solution in an implicit form:

(λ + 1)
∫ y

ya

du

f (u) – B(λ + 1)
+ xλ+1 – aλ+1 = 0, ya = Baλ+1 + C.
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7. y(x) +
∫∫ x

a

g(t)f
(
y(t)

)
dt = A.

Solution in an implicit form:

∫ y

A

du

f (u)
+

∫ x

a

g(t) dt = 0.

8. y(x) +
∫∫ x

0

f
(
y(t)

)
ax + bt

dt = A.

A solution: y(x) = λ, where λ is a root of the algebraic (or transcendental) equation

ln
(

1 +
b

a

)
f (λ) + bλ – Ab = 0.

9. y(x) +
∫∫ x

0

f
(
y(t)

)
√

ax2 + bt2
dt = A.

A solution: y(x) = λ, where λ is a root of the algebraic (or transcendental) equation

kf (λ) + λ – A = 0, k =
∫ 1

0

dz√
a + bz2

.

10. y(x) + x

∫∫ x

0
f

(
y(t)

) dt

x2 + t2
= A.

A solution: y(x) = λ, where λ is a root of the algebraic (or transcendental) equation

λ + 1
4 πf (λ) = A.

11. y(x) +
∫∫ x

a

eλtf
(
y(t)

)
dt = Beλx + C.

By differentiation, this integral equation can be reduced to a separable ordinary differential
equation.

Solution in an implicit form:

λ

∫ y

y0

du

f (u) – Bλ
+ eλx – eλa = 0, y0 = Beλa + C.

12. y(x) +
∫∫ x

a

eλ(x–t)f
(
y(t)

)
dt = A.

Solution in an implicit form:

∫ y

A

du

λu – f (u) – λA
= x – a.

13. y(x) +
∫∫ x

a

eλ(x–t)f
(
y(t)

)
dt = Aeλx + B.

Solution in an implicit form:

∫ y

y0

du

λu – f (u) – λB
= x – a, y0 = Aeλa + B.
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14. y(x) +
∫∫ x

a

sinh[λ(x – t)]f
(
y(t)

)
dt = Aeλx + Be–λx + C.

1◦. This is a special case of equation 5.8.23. The solution of this integral equation is
determined by the solution of the second-order autonomous ordinary differential equation

y′′
xx + λf (y) – λ2y + λ2C = 0

under the initial conditions

y(a) = Aeλa + Be–λa + C, y′
x(a) = Aλeλa – Bλe–λa.

2◦. Solution in an implicit form:∫ y

y0

[
λ2u2 – 2λ2Cu – 2λF (u) + λ2(C2 – 4AB)

]–1/2
du = ±(x – a),

F (u) =
∫ u

y0

f (t) dt, y0 = Aeλa + Be–λa + C.

15. y(x) +
∫∫ x

a

sinh[λ(x – t)]f
(
y(t)

)
dt = A cosh(λx) + B.

This is a special case of equation 5.8.14.
Solution in an implicit form:∫ y

y0

[
λ2u2 – 2λ2Bu – 2λF (u) + λ2(B2 – A2)

]–1/2
du = ±(x – a),

F (u) =
∫ u

y0

f (t) dt, y0 = A cosh(λa) + B.

16. y(x) +
∫∫ x

a

sinh[λ(x – t)]f
(
y(t)

)
dt = A sinh(λx) + B.

This is a special case of equation 5.8.23.
Solution in an implicit form:∫ y

y0

[
λ2u2 – 2λ2Bu – 2λF (u) + λ2(A2 + B2)

]–1/2
du = ±(x – a),

F (u) =
∫ u

y0

f (t) dt, y0 = A sinh(λa) + B.

17. y(x) +
∫∫ x

a

sin[λ(x – t)]f
(
y(t)

)
dt = A sin(λx) + B cos(λx) + C.

1◦. This is a special case of equation 5.8.25. The solution of this integral equation is
determined by the solution of the second-order autonomous ordinary differential equation

y′′
xx + λf (y) + λ2y – λ2C = 0

under the initial conditions

y(a) = A sin(λa) + B cos(λa) + C, y′
x(a) = Aλ cos(λa) – Bλ sin(λa).

2◦. Solution in an implicit form:∫ y

y0

[
λ2D – λ2u2 + 2λ2Cu – 2λF (u)

]–1/2
du = ±(x – a),

y0 = A sin(λa) + B cos(λa) + C, D = A2 + B2 – C2, F (u) =
∫ u

y0

f (t) dt.
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5.8-3. Equations of the Form y(x) +
∫ x

a
K(x, t)G

(
t, y(t)

)
dt = F (x)

18. y(x) +
∫∫ x

a

f
(
t, y(t)

)
dt = g(x).

The solution of this integral equation is determined by the solution of the first-order ordinary
differential equation

y′
x + f (x, y) – g′

x(x) = 0

under the initial condition y(a) = g(a). For the exact solutions of the first-order differential
equations with various f (x, y) and g(x), see E. Kamke (1977), A. D. Polyanin and V. F. Zaitsev
(1995), and V. F. Zaitsev and A. D. Polyanin (1994).

19. y(x) +
∫∫ x

a

(x – t)f
(
t, y(t)

)
dt = g(x).

Differentiating the equation with respect to x yields

y′
x +

∫ x

a

f
(
t, y(t)

)
dt = g′

x(x). (1)

In turn, differentiating this equation with respect to x yields the second-order nonlinear
ordinary differential equation

y′′
xx + f (x, y) – g′′

xx(x) = 0. (2)

By setting x = a in the original equation and equation (1), we obtain the initial conditions for
y = y(x):

y(a) = g(a), y′
x(a) = g′

x(a). (3)

Equation (2) under conditions (3) defines the solution of the original integral equation. For
the exact solutions of the second-order differential equation (2) with various f (x, y) and g(x),
see A. D. Polyanin and V. F. Zaitsev (1995), and V. F. Zaitsev and A. D. Polyanin (1994).

20. y(x) +
∫∫ x

a

(x – t)nf
(
t, y(t)

)
dt = g(x), n = 1, 2, . . .

Differentiating the equation n+1 times with respect to x, we obtain an (n+1)st-order nonlinear
ordinary differential equation for y = y(x):

y(n+1)
x + n! f (x, y) – g(n+1)

x (x) = 0.

This equation under the initial conditions

y(a) = g(a), y′
x(a) = g′

x(a), . . . , y(n)
x (a) = g(n)

x (a),

defines the solution of the original integral equation.

21. y(x) +
∫∫ x

a

eλ(x–t)f
(
t, y(t)

)
dt = g(x).

Differentiating the equation with respect to x yields

y′
x + f

(
x, y(x)

)
+ λ

∫ x

a

eλ(x–t)f
(
t, y(t)

)
dt = g′

x(x).

Eliminating the integral term herefrom with the aid of the original equation, we obtain the
first-order nonlinear ordinary differential equation

y′
x + f (x, y) – λy + λg(x) – g′

x(x) = 0.

The unknown function y = y(x) must satisfy the initial condition y(a) = g(a). For the exact
solutions of the first-order differential equations with various f (x, y) and g(x), see E. Kamke
(1977), A. D. Polyanin and V. F. Zaitsev (1995), and V. F. Zaitsev and A. D. Polyanin (1994).
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22. y(x) +
∫∫ x

a

cosh[λ(x – t)]f
(
t, y(t)

)
dt = g(x).

Differentiating the equation with respect to x twice yields

y′
x(x) + f

(
x, y(x)

)
+ λ

∫ x

a

sinh[λ(x – t)]f
(
t, y(t)

)
dt = g′

x(x), (1)

y′′
xx(x) +

[
f
(
x, y(x)

)]′
x

+ λ2
∫ x

a

cosh[λ(x – t)]f
(
t, y(t)

)
dt = g′′

xx(x). (2)

Eliminating the integral term from (2) with the aid of the original equation, we arrive at
the second-order nonlinear ordinary differential equation

y′′
xx +

[
f (x, y)

]′
x

– λ2y + λ2g(x) – g′′
xx(x) = 0. (3)

By setting x = a in the original equation and in (1), we obtain the initial conditions for y = y(x):

y(a) = g(a), y′
x(a) = g′

x(a) – f
(
a, g(a)

)
. (4)

Equation (3) under conditions (4) defines the solution of the original integral equation.

23. y(x) +
∫∫ x

a

sinh[λ(x – t)]f
(
t, y(t)

)
dt = g(x).

Differentiating the equation with respect to x twice yields

y′
x(x) + λ

∫ x

a

cosh[λ(x – t)]f
(
t, y(t)

)
dt = g′

x(x), (1)

y′′
xx(x) + λf

(
x, y(x)

)
+ λ2

∫ x

a

sinh[λ(x – t)]f
(
t, y(t)

)
dt = g′′

xx(x). (2)

Eliminating the integral term from (2) with the aid of the original equation, we arrive at
the second-order nonlinear ordinary differential equation

y′′
xx + λf (x, y) – λ2y + λ2g(x) – g′′

xx(x) = 0. (3)

By setting x = a in the original equation and in (1), we obtain the initial conditions for y = y(x):

y(a) = g(a), y′
x(a) = g′

x(a). (4)

Equation (3) under conditions (4) defines the solution of the original integral equation. For
the exact solutions of the second-order differential equation (3) with various f (x, y) and g(x),
see A. D. Polyanin and V. F. Zaitsev (1995), and V. F. Zaitsev and A. D. Polyanin (1994).

24. y(x) +
∫∫ x

a

cos[λ(x – t)]f
(
t, y(t)

)
dt = g(x).

Differentiating the equation with respect to x twice yields

y′
x(x) + f

(
x, y(x)

)
– λ

∫ x

a

sin[λ(x – t)]f
(
t, y(t)

)
dt = g′

x(x), (1)

y′′
xx(x) +

[
f
(
x, y(x)

)]′
x

– λ2
∫ x

a

cos[λ(x – t)]f
(
t, y(t)

)
dt = g′′

xx(x). (2)

Eliminating the integral term from (2) with the aid of the original equation, we arrive at
the second-order nonlinear ordinary differential equation

y′′
xx +

[
f (x, y)

]′
x

+ λ2y – λ2g(x) – g′′
xx(x) = 0. (3)

By setting x = a in the original equation and in (1), we obtain the initial conditions for y = y(x):

y(a) = g(a), y′
x(a) = g′

x(a) – f
(
a, g(a)

)
. (4)

Equation (3) under conditions (4) defines the solution of the original integral equation.
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25. y(x) +
∫∫ x

a

sin[λ(x – t)]f
(
t, y(t)

)
dt = g(x).

Differentiating the equation with respect to x twice yields

y′
x(x) + λ

∫ x

a

cos[λ(x – t)]f
(
t, y(t)

)
dt = g′

x(x), (1)

y′′
xx(x) + λf

(
x, y(x)

)
– λ2

∫ x

a

sin[λ(x – t)]f
(
t, y(t)

)
dt = g′′

xx(x). (2)

Eliminating the integral term from (2) with the aid of the original equation, we arrive at
the second-order nonlinear ordinary differential equation

y′′
xx + λf (x, y) + λ2y – λ2g(x) – g′′

xx(x) = 0. (3)

By setting x = a in the original equation and in (1), we obtain the initial conditions for y = y(x):

y(a) = g(a), y′
x(a) = g′

x(a). (4)

Equation (3) under conditions (4) defines the solution of the original integral equation. For
the exact solutions of the second-order differential equation (3) with various f (x, y) and g(x),
see A. D. Polyanin and V. F. Zaitsev (1995), and V. F. Zaitsev and A. D. Polyanin (1994).

5.8-4. Other Equations

26. y(x) +
1

x

∫∫ x

0
f

(
t

x
, y(t)

)
dt = A.

A solution: y(x) = λ, where λ is a root of the algebraic (or transcendental) equation

λ + F (λ) – A = 0, F (λ) =
∫ 1

0
f (z, λ) dz.

27. y(x) +
∫∫ x

0
f

(
t

x
,

y(t)

t

)
dt = Ax.

A solution: y(x) = λx, where λ is a root of the algebraic (or transcendental) equation

λ + F (λ) – A = 0, F (λ) =
∫ 1

0
f (z, λ) dz.

28. y(x) +
∫∫ ∞

x

f
(
t – x, y(t – x)

)
y(t) dt = ae–λx.

Solutions: y(x) = bke–λx, where bk are roots of the algebraic (or transcendental) equation

b + bI(b) = a, I(b) =
∫ ∞

0
f (z, be–λz)e–λz dz.
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Chapter 6

Nonlinear Equations
With Constant Limits of Integration

� Notation: f , g, h, and ϕ are arbitrary functions of an argument specified in the parentheses
(the argument can depend on t, x, and y); and A, B, C, a, b, c, s, β, γ, λ, and µ are arbitrary
parameters; and k, m, and n are nonnegative integers.

6.1. Equations With Quadratic Nonlinearity That Contain
Arbitrary Parameters

6.1-1. Equations of the Form
∫ b

a
K(t)y(x)y(t) dt = F (x)

1.
∫∫ 1

0
y(x)y(t) dt = Axλ, A > 0, λ > –1.

This is a special case of equation 6.2.1 with f (x) = Axλ, g(t) = 1, a = 0, and b = 1.
Solutions: y(x) = ±

√
A(λ + 1)xλ.

2.
∫∫ 1

0
y(x)y(t) dt = Aeβx, A > 0.

This is a special case of equation 6.2.1 with f (x) = Aeβx, g(t) = 1, a = 0, and b = 1.

Solutions: y(x) = ±
√

Aβ

eβ – 1
eβx.

3.
∫∫ 1

0
y(x)y(t) dt = A cosh(βx), A > 0.

This is a special case of equation 6.2.1 with f (x) = A cosh(βx), g(t) = 1, a = 0, and b = 1.

Solutions: y(x) = ±
√

Aβ

sinhβ
cosh(βx).

4.
∫∫ 1

0
y(x)y(t) dt = A sinh(βx), Aβ > 0.

This is a special case of equation 6.2.1 with f (x) = A sinh(βx), g(t) = 1, a = 0, and b = 1.

Solutions: y(x) = ±
√

Aβ

coshβ – 1
sinh(βx).
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5.
∫∫ 1

0
y(x)y(t) dt = A tanh(βx), Aβ > 0.

This is a special case of equation 6.2.1 with f (x) = A tanh(βx), g(t) = 1, a = 0, and b = 1.

Solutions: y(x) = ±
√

Aβ

ln coshβ
tanh(βx).

6.
∫∫ 1

0
y(x)y(t) dt = A ln(βx), A(ln β – 1) > 0.

This is a special case of equation 6.2.1 with f (x) = A ln(βx), g(t) = 1, a = 0, and b = 1.

Solutions: y(x) = ±
√

A

lnβ – 1
ln(βx).

7.
∫∫ 1

0
y(x)y(t) dt = A cos(βx), A > 0.

This is a special case of equation 6.2.1 with f (x) = A cos(βx), g(t) = 1, a = 0, and b = 1.

Solutions: y(x) = ±
√

Aβ

sinβ
cos(βx).

8.
∫∫ 1

0
y(x)y(t) dt = A sin(βx), Aβ > 0.

This is a special case of equation 6.2.1 with f (x) = A sin(βx), g(t) = 1, a = 0, and b = 1.

Solutions: y(x) = ±
√

Aβ

1 – cosβ
sin(βx).

9.
∫∫ 1

0
y(x)y(t) dt = A tan(βx), Aβ > 0.

This is a special case of equation 6.2.1 with f (x) = A tan(βx), g(t) = 1, a = 0, and b = 1.

Solutions: y(x) = ±
√

–Aβ
ln |cosβ|

tan(βx).

10.
∫∫ 1

0
tµy(x)y(t) dt = Axλ, A > 0, µ + λ > –1.

This is a special case of equation 6.2.1 with f (x) = Axλ, g(t) = tµ, a = 0, and b = 1.
Solutions: y(x) = ±

√
A(µ + λ + 1)xλ.

11.
∫∫ 1

0
eµty(x)y(t) dt = Aeβx, A > 0.

This is a special case of equation 6.2.1 with f (x) = Aeβx, g(t) = eµt, a = 0, and b = 1.

Solutions: y(x) = ±
√
A(µ + β)
eµ+β – 1

eβx.

Page 372

© 1998 by CRC Press LLC



6.1-2. Equations of the Form
∫ b

a
G(· · ·) dt = F (x)

12.
∫∫ 1

0
y(t)y(xt) dt = A, 0 ≤ x ≤ 1.

This is a special case of equation 6.2.2 with f (t) = 1, a = 0, and b = 1.

1◦. Solutions:

y1(x) =
√
A,

y3(x) =
√
A (3x – 2),

y5(x) =
√
A (10x2 – 12x + 3),

y2(x) = –
√
A,

y4(x) = –
√
A (3x – 2),

y6(x) = –
√
A (10x2 – 12x + 3).

2◦. The integral equation has some other solutions; for example,

y7(x) =

√
A

C

[
(2C + 1)xC – C – 1

]
,

y9(x) =
√
A (lnx + 1),

y8(x) = –

√
A

C

[
(2C + 1)xC – C – 1

]
,

y10(x) = –
√
A (lnx + 1),

where C is an arbitrary constant.

3◦. See 6.2.2 for some other solutions.

13.
∫∫ 1

0
y(t)y(xtβ) dt = A, β > 0.

1◦. Solutions:

y1(x) =
√
A,

y3(x) =
√
B

[
(β + 2)x – β – 1

]
,

y2(x) = –
√
A,

y4(x) = –
√
B

[
(β + 2)x – β – 1

]
,

where B =

√
2A

β(β + 1)
.

2◦. The integral equation has some other (more complicated solutions) of the polynomial

form y(x) =
n∑

k=0
Bkx

k, where the constants Bk can be found from the corresponding system

of algebraic equations.

14.
∫∫ ∞

1
y(t)y(xt) dt = Ax–λ, λ > 0, 1 ≤ x < ∞.

This is a special case of equation 6.2.3 with f (t) = 1, a = 1, and b = ∞.

1◦. Solutions:

y1(x) = Bx–λ, y2(x) = –Bx–λ, λ > 1
2 ;

y3(x) = B
[
(2λ – 3)x – 2λ + 2

]
x–λ, y4(x) = –B

[
(2λ – 3)x – 2λ + 2

]
x–λ, λ > 3

2 ;

where B =
√
A(2λ – 1).

2◦. For sufficiently large λ, the integral equation has some other (more complicated) solutions

of the polynomial form y(x) =
n∑

k=0
Bkx

k, where the constants Bk can be found from the

corresponding system of algebraic equations. See 6.2.2 for some other solutions.
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15.
∫∫ ∞

0
e–λty(t)y(xt) dt = A, λ > 0, 0 ≤ x < ∞.

This is a special case of equation 6.2.2 with f (t) = e–λt, a = 0, and b = ∞.

1◦. Solutions:

y1(x) =
√
Aλ,

y3(x) =
√

1
2Aλ (λx – 2),

y2(x) = –
√
Aλ,

y4(x) = –
√

1
2Aλ (λx – 2).

2◦. The integral equation has some other (more complicated) solutions of the polynomial

form y(x) =
n∑

k=0
Bkx

k, where the constants Bk can be found from the corresponding system

of algebraic equations. See 6.2.2 for some other solutions.

16.
∫∫ 1

0
y(t)y(x + λt) dt = A, 0 ≤ x < ∞.

This is a special case of equation 6.2.7 with f (t) ≡ 1, a = 0, and b = 1.
Solutions:

y1(x) =
√
A,

y3(x) =
√

3A/λ (1 – 2x),

y2(x) = –
√
A,

y4(x) = –
√

3A/λ (1 – 2x).

17.
∫∫ ∞

0
y(t)y(x + λt) dt = Ae–βx, A, λ, β > 0, 0 ≤ x < ∞.

This is a special case of equation 6.2.9 with f (t) ≡ 1, a = 0, and b = ∞.
Solutions:

y1(x) =
√
Aβ(λ + 1) e–βx,

y3(x) = B
[
β(λ + 1)x – 1

]
e–βx,

y2(x) = –
√
Aβ(λ + 1) e–βx,

y4(x) = –B
[
β(λ + 1)x – 1

]
e–βx,

where B =
√
Aβ(λ + 1)/λ.

18.
∫∫ 1

0
y(t)y(x – t) dt = A, –∞ < x < ∞.

This is a special case of equation 6.2.10 with f (t) ≡ 1, a = 0, and b = 1.

1◦. Solutions with A > 0:

y1(x) =
√
A,

y3(x) =
√

5A(6x2 – 6x + 1),

y2(x) = –
√
A,

y4(x) = –
√

5A(6x2 – 6x + 1).

2◦. Solutions with A < 0:

y1(x) =
√

–3A (1 – 2x), y2(x) = –
√

–3A (1 – 2x).

The integral equation has some other (more complicated) solutions of the polynomial

form y(x) =
n∑

k=0
Bkx

k, where the constants Bk can be found from the corresponding system

of algebraic equations.

19.
∫∫ ∞

0
e–λty

( x

t

)
y(t) dt = Axb, λ > 0.

Solutions: y(x) = ±
√
Aλxb.
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6.1-3. Equations of the Form y(x) +
∫ b

a
K(x, t)y2(t) dt = F (x)

20. y(x) + A

∫∫ b

a

xλy2(t) dt = 0.

Solutions:

y1(x) = 0, y2(x) = –
2λ + 1

A(b2λ+1 – a2λ+1)
xλ.

21. y(x) + A

∫∫ b

a

xλtµy2(t) dt = 0.

Solutions:

y1(x) = 0, y2(x) = –
2λ + µ + 1

A(b2λ+µ+1 – a2λ+µ+1)
xλ.

22. y(x) + A

∫∫ b

a

e–λxy2(t) dt = 0.

Solutions:

y1(x) = 0, y2(x) =
2λ

A(e–2λb – e–2λa)
e–λx.

23. y(x) + A

∫∫ b

a

e–λx–µty2(t) dt = 0.

Solutions:

y1(x) = 0, y2(x) =
2λ + µ

A[e–(2λ+µ)b – e–(2λ+µ)a]
e–λx.

24. y(x) + A

∫∫ b

a

xλe–µty2(t) dt = 0.

This is a special case of equation 6.2.20 with f (x) = Axλ and g(t) = e–µt.

25. y(x) + A

∫∫ b

a

e–µxtλy2(t) dt = 0.

This is a special case of equation 6.2.20 with f (x) = Ae–µx and g(t) = tλ.

26. y(x) + A

∫∫ 1

0
y2(t) dt = Bxµ, µ > –1.

This is a special case of equation 6.2.22 with g(t) = A, f (x) = Bxµ, a = 0, and b = 1.
A solution: y(x) = Bxµ + λ, where λ is determined by the quadratic equation

λ2 +
1
A

(
1 +

2AB
µ + 1

)
λ +

B2

2µ + 1
= 0.

27. y(x) + A

∫∫ b

a

tβy2(t) dt = Bxµ.

This is a special case of equation 6.2.22 with g(t) = Atβ and f (x) = Bxµ.
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28. y(x) + A

∫∫ b

a

eβty2(t) dt = Beµx.

This is a special case of equation 6.2.22 with g(t) = Aeβt and f (x) = Beµx.

29. y(x) + A

∫∫ b

a

xβy2(t) dt = Bxµ.

This is a special case of equation 6.2.23 with g(x) = Axβ and f (x) = Bxµ.

30. y(x) + A

∫∫ b

a

eβxy2(t) dt = Beµx.

This is a special case of equation 6.2.23 with g(x) = Aeβx and f (x) = Beµx.

6.1-4. Equations of the Form y(x) +
∫ b

a
K(x, t)y(x)y(t) dt = F (x)

31. y(x) + A

∫∫ b

a

tβy(x)y(t) dt = Bxµ.

This is a special case of equation 6.2.25 with g(t) = Atβ and f (x) = Bxµ.

32. y(x) + A

∫∫ b

a

eβty(x)y(t) dt = Beµx.

This is a special case of equation 6.2.25 with g(t) = Aeβt and f (x) = Beµx.

33. y(x) + A

∫∫ b

a

xβy(x)y(t) dt = Bxµ.

This is a special case of equation 6.2.26 with g(x) = Axβ and f (x) = Bxµ.

34. y(x) + A

∫∫ b

a

eβxy(x)y(t) dt = Beµx.

This is a special case of equation 6.2.26 with g(x) = Aeβx and f (x) = Beµx.

6.1-5. Equations of the Form y(x) +
∫ b

a
G(· · ·) dt = F (x)

35. y(x) + A

∫∫ 1

0
y(t)y(xt) dt = 0.

This is a special case of equation 6.2.30 with f (t) = A, a = 0, and b = 1.

1◦. Solutions:

y1(x) = –
1
A

(2C + 1)xC , y2(x) =
(I1 – I0)x + I1 – I2

I0I2 – I2
1

xC ,

Im =
A

2C +m + 1
, m = 0, 1, 2,

where C is an arbitrary nonnegative constant.

There are more complicated solutions of the form y(x) = xC
n∑

k=0
Bkx

k, where C is an

arbitrary constant and the coefficients Bk can be found from the corresponding system of
algebraic equations.
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2◦. A solution:

y3(x) =
(I1 – I0)xβ + I1 – I2

I0I2 – I2
1

xC , Im =
A

2C +mβ + 1
, m = 0, 1, 2,

where C and β are arbitrary constants.

There are more complicated solutions of the form y(x) = xC
n∑

k=0
Dkx

kβ , where C and β

are arbitrary constants and the coefficients Dk can be found from the corresponding system
of algebraic equations.

3◦. A solution:

y4(x) =
xC(J1 lnx – J2)
J0J2 – J2

1

, Jm =
∫ 1

0
t2C(ln t)mdt, m = 0, 1, 2,

where C is an arbitrary constant.

There are more complicated solutions of the form y(x) = xC
n∑

k=0
Ek(lnx)k, where C is

an arbitrary constant and the coefficients Ek can be found from the corresponding system of
algebraic equations.

36. y(x) + A

∫∫ ∞

1
y(t)y(xt) dt = 0.

This is a special case of equation 6.2.30 with f (t) = A, a = 1, and b = ∞.

37. y(x) + λ

∫∫ ∞

1
y(t)y(xt) dt = Axβ.

This is a special case of equation 6.2.31 with f (t) = λ, a = 0, and b = 1.

38. y(x) + A

∫∫ 1

0
y(t)y(x + λt) dt = 0.

This is a special case of equation 6.2.35 with f (t) ≡ A, a = 0, and b = 1.

1◦. A solution:

y(x) =
C(λ + 1)

A[1 – eC(λ+1)]
eCx,

where C is an arbitrary constant.

2◦. There are more complicated solutions of the form y(x) = eCx
n∑

m=0
Bmx

m, where C is an

arbitrary constant and the coefficients Bm can be found from the corresponding system of
algebraic equations.

39. y(x) + A

∫∫ ∞

0
y(t)y(x + λt) dt = 0, λ > 0, 0 ≤ x < ∞.

This is a special case of equation 6.2.35 with f (t) ≡ A, a = 0, and b = ∞.
A solution:

y(x) = –
C(λ + 1)

A
e–Cx,

where C is an arbitrary positive constant.
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40. y(x) + A

∫∫ ∞

0
e–λty

( x

t

)
y(t) dt = 0, λ > 0.

A solution: y(x) = –
λ

A
xC , where C is an arbitrary constant.

41. y(x) + A

∫∫ ∞

0
e–λty

( x

t

)
y(t) dt = Bxb, λ > 0.

Solutions:
y1(x) = β1x

b, y2(x) = β2x
b,

where β1 and β2 are the roots of the quadratic equation Aβ2 + λβ –Bλ = 0.

6.2. Equations With Quadratic Nonlinearity That Contain
Arbitrary Functions

6.2-1. Equations of the Form
∫ b

a
G(· · ·) dt = F (x)

1.
∫∫ b

a

g(t)y(x)y(t) dt = f (x).

Solutions:

y(x) = ±λf (x), λ =

[∫ b

a

f (t)g(t) dt

]–1/2

.

2.
∫∫ b

a

f (t)y(t)y(xt) dt = A.

1◦. Solutions*
y1(x) =

√
A/I0,

y3(x) = q(I1x – I2),

y2(x) = –
√
A/I0,

y4(x) = –q(I1x – I2),

where

Im =
∫ b

a

tmf (t) dt, q =

(
A

I0I2
2 – I2

1I2

)1/2

, m = 0, 1, 2.

The integral equation has some other (more complicated) solutions of the polynomial

form y(x) =
n∑

k=0
Bkx

k, where the constants Bk can be found from the corresponding system

of algebraic equations.

2◦. Solutions:

y5(x) = q(I1x
C – I2), y6(x) = –q(I1x

C – I2),

q =

(
A

I0I2
2 – I2

1I2

)1/2

, Im =
∫ b

a

tmCf (t) dt, m = 0, 1, 2,

where C is an arbitrary constant.

The equation has more complicated solutions of the form y(x) =
n∑

k=0
Bkx

kC , where C is

an arbitrary constant and the coefficients Bk can be found from the corresponding system of
algebraic equations.

* The arguments of the equations containing y(xt) in the integrand can vary, for example, within the following intervals:
(a) 0 ≤ t ≤ 1, 0 ≤ x ≤ 1 for a = 0 and b = 1; (b) 1 ≤ t < ∞, 1 ≤ x < ∞ for a = 1 and b = ∞; (c) 0 ≤ t < ∞, 0 ≤ x < ∞ for
a = 0 and b = ∞; or (d) a ≤ t ≤ b, 0 ≤ x < ∞ for arbitrary a and b such that 0 ≤ a < b ≤ ∞. Case (d) is a special case of (c)
if f (t) is nonzero only on the interval a ≤ t ≤ b.
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3◦. Solutions:

y7(x) = p(J0 lnx – J1), y8(x) = –p(J0 lnx – J1),

p =

(
A

J2
0J2 – J0J2

1

)1/2

, Jm =
∫ b

a

(ln t)mf (t) dt.

The equation has more complicated solutions of the form y(x) =
n∑

k=0
Ek(lnx)k, where the

constants Ek can be found from the corresponding system of algebraic equations.

3.
∫∫ b

a

f (t)y(t)y(xt) dt = Axβ.

1◦. Solutions:
y1(x) =

√
A/I0 x

β ,

y3(x) = q(I1x – I2)xβ ,

y2(x) = –
√
A/I0 x

β ,

y4(x) = –q(I1x – I2)xβ ,

where

Im =
∫ b

a

t2β+mf (t) dt, q =

√
A

I2(I0I2 – I2
1 )

, m = 0, 1, 2.

2◦. The substitution y(x) = xβw(x) leads to an equation of the form 6.2.2:

∫ b

a

g(t)w(t)w(xt) dt = A, g(x) = f (x)x2β .

Therefore, the integral equation in question has more complicated solutions.

4.
∫∫ b

a

f (t)y(t)y(xt) dt = A ln x + B.

This equation has solutions of the form y(x) = p lnx+q. The constants p and q are determined
from the following system of two second-order algebraic equations:

I1p
2 + I0pq = A, I2p

2 + 2I1pq + I0q
2 = B,

where

Im =
∫ b

a

f (t)(ln t)m dt, m = 0, 1, 2.

5.
∫∫ b

a

f (t)y(t)y(xt) dt = Axλ ln x + Bxλ.

The substitution y(x) = xλw(x) leads to an equation of the form 6.2.4:

∫ b

a

g(t)w(t)w(xt) dt = A lnx +B, g(t) = f (t)t2λ.

6.
∫∫ ∞

0
f (t)y(t)y

( x

t

)
dt = Axλ.

Solutions:

y1(x) =

√
A

I
xλ, y2(x) = –

√
A

I
xλ, I =

∫ ∞

0
f (t) dt.
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7.
∫∫ b

a

f (t)y(t)y(x + λt) dt = A, λ > 0.

1◦. Solutions*
y1(x) =

√
A/I0,

y3(x) = q(I0x – I1),

y2(x) = –
√
A/I0,

y4(x) = –q(I0x – I1),

where

Im =
∫ b

a

tmf (t) dt, q =

√
A

λ(I2
0I2 – I0I2

1 )
, m = 0, 1, 2.

2◦. The integral equation has some other (more complicated) solutions of the polynomial

form y(x) =
n∑

k=0
Bkx

k, where the constants Bk can be found from the corresponding system

of algebraic equations.

8.
∫∫ b

a

f (t)y(t)y(x + λt) dt = Ax + B, λ > 0.

A solution: y(x) = βx + µ, where the constants β and µ are determined from the following
system of two second-order algebraic equations:

I0βµ + I1β
2 = A, I0µ

2 + (λ + 1)I1βµ + λI2β
2 = B, Im =

∫ b

a

tmf (t) dt. (1)

Multiplying the first equation by B and the second by –A and adding the resulting equations,
we obtain the quadratic equation

AI0z
2 +

[
(λ + 1)AI1 –BI0

]
z + λAI2 –BI1 = 0, z = µ/β. (2)

In general, to each root of equation (2) two solutions of system (1) correspond. Therefore,
the original integral equation can have at most four solutions of this form. If the discriminant
of equation (2) is negative, then the integral equation has no such solutions.

The integral equation has some other (more complicated) solutions of the polynomial

form y(x) =
n∑

k=0
βkx

k, where the constants βk can be found from the corresponding system

of algebraic equations.

9.
∫∫ b

a

f (t)y(t)y(x + λt) dt = Ae–βx, λ > 0.

1◦. Solutions:

y1(x) =
√
A/I0 e

–βx,

y3(x) = q(I0x – I1)e–βx,

y2(x) = –
√
A/I0 e

–βx,

y4(x) = –q(I0x – I1)e–βx,

where

Im =
∫ b

a

tme–β(λ+1)tf (t) dt, q =

√
A

λ(I2
0I2 – I0I2

1 )
, m = 0, 1, 2.

2◦. The equation has more complicated solutions of the form y(x) = e–βx
n∑

k=0
Bkx

k, where

the constants Bk can be found from the corresponding system of algebraic equations.

* The arguments of the equations containing y(x+λt) in the integrand can vary within the following intervals: (a) 0 ≤ t <∞,
0 ≤ x < ∞ for a = 0 and b = ∞ or (b) a ≤ t ≤ b, 0 ≤ x < ∞ for arbitrary a and b such that 0 ≤ a < b < ∞. Case (b) is a
special case of (a) if f (t) is nonzero only on the interval a ≤ t ≤ b.
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3◦. The substitution y(x) = e–βxw(x) leads to an equation of the form 6.2.7:∫ b

a

e–β(λ+1)tf (t)w(t)w(x + λt) dt = A.

10.
∫∫ b

a

f (t)y(t)y(x – t) dt = A.

1◦. Solutions*
y1(x) =

√
A/I0,

y3(x) = q(I0x – I1),

y2(x) = –
√
A/I0,

y4(x) = –q(I0x – I1),

where

Im =
∫ b

a

tmf (t) dt, q =

√
A

I0I2
1 – I2

0I2
, m = 0, 1, 2.

2◦. The integral equation has some other (more complicated) solutions of the polynomial

form y(x) =
n∑

k=0
λkx

k, where the constants λk can be found from the corresponding system

of algebraic equations. For n = 3, such a solution is presented in 6.1.18.

11.
∫∫ b

a

f (t)y(t)y(x – t) dt = Ax + B.

A solution: y(x) = λx + µ, where the constants λ and µ are determined from the following
system of two second-order algebraic equations:

I0λµ + I1λ
2 = A, I0µ

2 – I2λ
2 = B, Im =

∫ b

a

tmf (t) dt, m = 0, 1, 2. (1)

Multiplying the first equation by B and the second by –A and adding the results, we obtain
the quadratic equation

AI0z
2 –BI0z –AI2 –BI1 = 0, z = µ/λ. (2)

In general, to each root of equation (2) two solutions of system (1) correspond. Therefore,
the original integral equation can have at most four solutions of this form. If the discriminant
of equation (2) is negative, then the integral equation has no such solutions.

The integral equation has some other (more complicated) solutions of the polynomial

form y(x) =
n∑

k=0
λkx

k, where the constants λk can be found from the corresponding system

of algebraic equations.

12.
∫∫ b

a

f (t)y(t)y(x – t) dt =
n∑

k=0

Akxk.

This equation has solutions of the form

y(x) =
n∑

k=0

λkx
k, (1)

where the constants λk are determined from the system of algebraic equations obtained by
substituting solution (1) into the original integral equation and matching the coefficients of
like powers of x.

* The arguments of the equations containing y(x–t) in the integrand can vary within the following intervals: (a) –∞< t<∞,
–∞ < x < ∞ for a = –∞ and b = ∞ or (b) a ≤ t ≤ b, –∞ ≤ x < ∞, for arbitrary a and b such that –∞ < a < b < ∞.
Case (b) is a special case of (a) if f (t) is nonzero only on the interval a ≤ t ≤ b.
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13.
∫∫ b

a

f (t)y(x – t)y(t) dt = Aeλx.

Solutions:
y1(x) =

√
A/I0 e

λx,

y3(x) = q(I0x – I1)eλx,

y2(x) = –
√
A/I0 e

λx,

y4(x) = –q(I0x – I1)eλx,

where

Im =
∫ b

a

tmf (t) dt, q =

√
A

I0I2
1 – I2

0I2
, m = 0, 1, 2.

The integral equation has more complicated solutions of the form y(x) = eλx
n∑

k=0
Bkx

k, where

the constants Bk can be found from the corresponding system of algebraic equations.

14.
∫∫ b

a

f (t)y(t)y(x – t) dt = A sinh λx.

A solution:
y(x) = p sinhλx + q coshλx. (1)

Here p and q are roots of the algebraic system

I0pq + Ics(p
2 – q2) = A, Iccq

2 – Issp
2 = 0, (2)

where the notation

I0 =
∫ b

a

f (t) dt, Ics =
∫ b

a

f (t) cosh(λt) sinh(λt) dt,

Icc =
∫ b

a

f (t) cosh2(λt) dt, Iss =
∫ b

a

f (t) sinh2(λt) dt

is used. Different solutions of system (2) generate different solutions (1) of the integral
equation.

It follows from the second equation of (2) that q = ±
√
Iss/Icc p. Using this expression to

eliminate q from the first equation of (2), we obtain the following four solutions:

y1,2(x) = p
(
sinhλx± k coshλx

)
, y3,4(x) = –p

(
sinhλx± k coshλx

)
,

k =

√
Iss

Icc
, p =

√
A

(1 – k2)Ics ± kI0
.

15.
∫∫ b

a

f (t)y(t)y(x – t) dt = A cosh λx.

A solution:
y(x) = p sinhλx + q coshλx. (1)

Here p and q are roots of the algebraic system

I0pq + Ics(p
2 – q2) = 0, Iccq

2 – Issp
2 = A, (2)

where we use the notation introduced in 6.2.14. Different solutions of system (2) generate
different solutions (1) of the integral equation.
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16.
∫∫ b

a

f (t)y(t)y(x – t) dt = A sin λx.

A solution:
y(x) = p sinλx + q cosλx. (1)

Here p and q are roots of the algebraic system

I0pq + Ics(p
2 + q2) = A, Iccq

2 – Issp
2 = 0, (2)

where

I0 =
∫ b

a

f (t) dt, Ics =
∫ b

a

f (t) cos(λt) sin(λt) dt,

Icc =
∫ b

a

f (t) cos2(λt) dt, Iss =
∫ b

a

f (t) sin2(λt) dt.

It follows from the second equation of (2) that q = ±
√
Iss/Icc p. Using this expression to

eliminate q from the first equation of (2), we obtain the following four solutions:

y1,2(x) = p
(
sinλx± k cosλx

)
, y3,4(x) = –p

(
sinλx± k cosλx

)
,

k =

√
Iss

Icc
, p =

√
A

(1 + k2)Ics ± kI0
.

17.
∫∫ b

a

f (t)y(t)y(x – t) dt = A cos λx.

A solution:
y(x) = p sinλx + q cosλx. (1)

Here p and q are roots of the algebraic system

I0pq + Ics(p
2 + q2) = 0, Iccq

2 – Issp
2 = A, (2)

where we use the notation introduced in 6.2.16. Different solutions of system (2) generate
different solutions (1) of the integral equation.

18.
∫∫ 1

0
y(t)y(ξ) dt = A, ξ = f (x)t.

1◦. Solutions:

y1(t) =
√
A,

y3(t) =
√
A (3t – 2),

y5(t) =
√
A (10t2 – 12t + 3),

y2(t) = –
√
A,

y4(t) = –
√
A (3t – 2),

y6(t) = –
√
A (10t2 – 12t + 3).

2◦. The integral equation has some other (more complicated) solutions of the polynomial

form y(t) =
n∑

k=0
Bkt

k, where the constants Bk can be found from the corresponding system of

algebraic equations.

3◦. The substitution z = f (x) leads to an equation of the form 6.1.12.
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6.2-2. Equations of the Form y(x) +
∫ b

a
K(x, t)y2(t) dt = F (x)

19. y(x) +
∫∫ b

a

f (x)y2(t) dt = 0.

Solutions: y1(x) = 0 and y2(x) = λf (x), where λ = –
[∫ b

a
f 2(t) dt

]–1
.

20. y(x) +
∫∫ b

a

f (x)g(t)y2(t) dt = 0.

This is a special case of equation 6.8.29.

Solutions: y1(x) = 0 and y2(x) = λf (x), where λ = –
[∫ b

a
f 2(t)g(t) dt

]–1
.

21. y(x) + A

∫∫ b

a

y2(t) dt = f (x).

This is a special case of equation 6.8.27.
A solution: y(x) = f (x) + λ, where λ is determined by the quadratic equation

A(b – a)λ2 + (1 + 2AI1)λ +AI2 = 0, where I1 =
∫ b

a

f (t) dt, I2 =
∫ b

a

f 2(t) dt.

22. y(x) +
∫∫ b

a

g(t)y2(t) dt = f (x).

This is a special case of equation 6.8.29.
A solution: y(x) = f (x) + λ, where λ is determined by the quadratic equation

I0λ
2 + (1 + 2I1)λ + I2 = 0, where Im =

∫ b

a

fm(t)g(t) dt, m = 0, 1, 2.

23. y(x) +
∫∫ b

a

g(x)y2(t) dt = f (x).

Solution: y(x) = λg(x) + f (x), where λ is determined by the quadratic equation

Iggλ
2 + (1 + 2Ifg)λ + Iff = 0,

Igg =
∫ b

a

g2(t) dt, Ifg =
∫ b

a

f (t)g(t) dt, Iff =
∫ b

a

f 2(t) dt.

24. y(x) +
∫∫ b

a

[
g1(x)h1(t) + g2(x)h2(t)

]
y2(t) dt = f (x).

A solution: y(x) = λ1g1(x) + λ2g2(x) + f (x), where the constants λ1 and λ2 can be found
from a system of two second-order algebraic equations (this system can be obtained from the
more general system presented in 6.8.42).
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6.2-3. Equations of the Form y(x) +
∫ b

a

∑
Knm(x, t)yn(x)ym(t) dt = F (x), n+m ≤ 2

25. y(x) +
∫∫ b

a

g(t)y(x)y(t) dt = f (x).

Solutions:
y1(x) = λ1f (x), y2(x) = λ2f (x),

where λ1 and λ2 are the roots of the quadratic equation

Iλ2 + λ – 1 = 0, I =
∫ b

a

f (t)g(t) dt.

26. y(x) +
∫∫ b

a

g(x)y(x)y(t) dt = f (x).

A solution:

y(x) =
f (x)

1 + λg(x)
,

where λ is a root of the algebraic (or transcendental) equation

λ –
∫ b

a

f (t) dt
1 + λg(t)

= 0.

Different roots generate different solutions of the integral equation.

27. y(x) +
∫∫ b

a

[
g1(t)y2(x) + g2(x)y(t)

]
dt = f (x).

Solution in an implicit form:

y(x) + Iy2(x) + λg2(x) – f (x) = 0, I =
∫ b

a

g1(t) dt, (1)

where λ is determined by the algebraic equation

λ =
∫ b

a

y(t) dt. (2)

Here the function y(x) = y(x,λ) obtained by solving the quadratic equation (1) must be
substituted in the integrand of (2).

28. y(x) +
∫∫ b

a

[
g1(t)y2(x) + g2(x)y2(t)

]
dt = f (x).

Solution in an implicit form:

y(x) + Iy2(x) + λg2(x) – f (x) = 0, I =
∫ b

a

g1(t) dt, (1)

where λ is determined by the algebraic equation

λ =
∫ b

a

y2(t) dt. (2)

Here the function y(x) = y(x,λ) obtained by solving the quadratic equation (1) must be
substituted into the integrand of (2).

29. y(x) +
∫∫ b

a

[
g11(x)h11(t)y2(x) + g12(x)h12(t)y(x)y(t) + g22(x)h22(t)y2(t)

+ g1(x)h1(t)y(x) + g2(x)h2(t)y(t)
]
dt = f (x).

This is a special case of equation 6.8.44.
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6.2-4. Equations of the Form y(x) +
∫ b

a
G(· · ·) dt = F (x)

30. y(x) +
∫∫ b

a

f (t)y(t)y(xt) dt = 0.

1◦. Solutions:

y1(x) = –
1
I0
xC , y2(x) =

(I1 – I0)x + I1 – I2

I0I2 – I2
1

xC ,

Im =
∫ b

a

f (t)t2C+m dt, m = 0, 1, 2,

where C is an arbitrary constant.

There are more complicated solutions of the form y(x) = xC
n∑

k=0
Bkx

k, where C is an

arbitrary constant and the coefficients Bk can be found from the corresponding system of
algebraic equations.

2◦. A solution:

y3(x) =
(I1 – I0)xβ + I1 – I2

I0I2 – I2
1

xC ,

Im =
∫ b

a

f (t)t2C+mβ dt, m = 0, 1, 2,

where C and β are arbitrary constants.

There are more complicated solutions of the form y(x) = xC
n∑

k=0
Dkx

kβ , where C and β

are arbitrary constants and the coefficients Dk can be found from the corresponding system
of algebraic equations.

3◦. A solution:

y4(x) =
xC(J1 lnx – J2)
J0J2 – J2

1

,

Jm =
∫ b

a

f (t)t2C(ln t)mdt, m = 0, 1, 2,

where C is an arbitrary constant.

There are more complicated solutions of the form y(x) = xC
n∑

k=0
Ek(lnx)k, where C is

an arbitrary constant and the coefficients Ek can be found from the corresponding system of
algebraic equations.

4◦. The equation also has the trivial solution y(x) ≡ 0.

5◦. The substitution y(x) = xβw(x) leads to an equation of the same form,

w(x) +
∫ b

a

g(t)w(t)w(xt) dt = 0, g(x) = f (x)x2β .
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31. y(x) +
∫∫ b

a

f (t)y(t)y(xt) dt = Axβ.

1◦. Solutions:
y1(x) = k1x

β , y2(x) = k2x
β ,

where k1 and k2 are the roots of the quadratic equation

Ik2 + k –A = 0, I =
∫ b

a

f (t)t2β dt.

2◦. Solutions:
y(x) = xβ(λx + µ),

where λ and µ are determined from the following system of two algebraic equations (this
system can be reduced to a quadratic equation):

I2λ + I1µ + 1 = 0, I1λµ + I0µ
2 + µ –A = 0

where Im =
∫ b

a

f (t)t2β+m dt, m = 0, 1, 2.

3◦. There are more complicated solutions of the form y(x) = xβ
n∑

m=0
Bmx

m, where the Bm

can be found from the corresponding system of algebraic equations.

32. y(x) +
∫∫ b

a

f (t)y(t)y(xt) dt = A ln x + B.

This equation has solutions of the form y(x) = p lnx + q, where the constants p and q can be
found from a system of two second-order algebraic equations.

33. y(x) +
∫∫ ∞

0
f (t)y(t)y

( x

t

)
dt = 0.

1◦. A solution:

y(x) = –kxC , k =

[∫ ∞

0
f (t) dt

]–1

,

where C is an arbitrary constant.

2◦. The equation has the trivial solution y(x) ≡ 0.

3◦. The substitution y(x) = xβw(x) leads to an equation of the same form,

w(x) +
∫ ∞

0
f (t)w(t)w

( x
t

)
dt = 0.

34. y(x) +
∫∫ ∞

0
f (t)y

( x

t

)
y(t) dt = Axb.

Solutions:
y1(x) = λ1x

b, y2(x) = λ2x
b,

where λ1 and λ2 are the roots of the quadratic equation

Iλ2 + λ –A = 0, I =
∫ ∞

0
f (t) dt.
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35. y(x) +
∫∫ b

a

f (t)y(t)y(x + λt) dt = 0, λ > 0.

1◦. Solutions:

y1(x) = –
1
I0

exp(–Cx), y2(x) =
I2 – I1x

I2
1 – I0I2

exp(–Cx),

Im =
∫ b

a

tm exp
[
–C(λ + 1)t

]
f (t) dt, m = 0, 1, 2,

where C is an arbitrary constant.

2◦. There are more complicated solutions of the form y(x) = exp(–Cx)
n∑

k=0
Akx

k, where C

is an arbitrary constant and the coefficients Ak can be found from the corresponding system
of algebraic equations.

3◦. The equation also has the trivial solution y(x) ≡ 0.

4◦. The substitution y(x) = eβxw(x) leads to a similar equation:

w(x) +
∫ b

a

g(t)w(t)w(x + λt) dt = 0, g(t) = eβ(λ+1)tf (t).

36. y(x) +
∫∫ b

a

f (t)y(x + λt)y(t) dt = Ae–µx, λ > 0.

1◦. Solutions:
y1(x) = k1e

–µx, y2(x) = k2e
–µx,

where k1 and k2 are the roots of the quadratic equation

Ik2 + k –A = 0, I =
∫ b

a

e–µ(λ+1)tf (t) dt.

2◦. There are more complicated solutions of the form y(x) = e–µx
n∑

m=0
Bmx

m, where the Bm

can be found from the corresponding system of algebraic equations.

3◦. The substitution y(x) = eβxw(x) leads to an equation of the same form,

w(x) +
∫ b

a

g(t)w(t)w(x – t) dt = Ae(λ–β)x, g(t) = f (t)eβ(λ+1)t.

37. y(x) +
∫∫ b

a

f (t)y(t)y(x – t) dt = 0.

1◦. Solutions:

y1(x) = –
1
I0

exp(Cx), y2(x) =
I2 – I1x

I2
1 – I0I2

exp(Cx), Im =
∫ b

a

tmf (t) dt,

where C is an arbitrary constant and m = 0, 1, 2.

2◦. There are more complicated solutions of the form y(x) = exp(Cx)
n∑

k=0
Akx

k, where C is

an arbitrary constant and the coefficients Ak can be found from the corresponding system of
algebraic equations.

3◦. The equation also has the trivial solution y(x) ≡ 0.

4◦. The substitution y(x) = exp(Cx)w(x) leads to an equation of the same form:

w(x) +
∫ b

a

f (t)w(t)w(x – t) dt = 0.
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38. y(x) +
∫∫ b

a

f (t)y(x – t)y(t) dt = Aeλx.

1◦. Solutions:
y1(x) = k1e

λx, y2(x) = k2e
λx,

where k1 and k2 are the roots of the quadratic equation

Ik2 + k –A = 0, I =
∫ b

a

f (t) dt.

2◦. The substitution y(x) = eβxw(x) leads to an equation of the same form,

w(x) +
∫ b

a

f (t)w(t)w(x – t) dt = Ae(λ–β)x.

39. y(x) +
∫∫ b

a

f (t)y(t)y(x – t) dt = A sinh λx.

A solution:
y(x) = p sinhλx + q coshλx. (1)

Here p and q are roots of the algebraic system

p + I0pq + Ics(p
2 – q2) = A, q + Iccq

2 – Issp
2 = 0, (2)

where

I0 =
∫ b

a

f (t) dt, Ics =
∫ b

a

f (t) cosh(λt) sinh(λt) dt,

Icc =
∫ b

a

f (t) cosh2(λt) dt, Iss =
∫ b

a

f (t) sinh2(λt) dt.

Different solutions of system (2) generate different solutions (1) of the integral equation.

40. y(x) +
∫∫ b

a

f (t)y(t)y(x – t) dt = A cosh λx.

A solution:
y(x) = p sinhλx + q coshλx. (1)

Here p and q are roots of the algebraic system

p + I0pq + Ics(p
2 – q2) = 0, q + Iccq

2 – Issp
2 = A, (2)

where we use the notation introduced in 6.2.39. Different solutions of system (2) generate
different solutions (1) of the integral equation.

41. y(x) +
∫∫ b

a

f (t)y(t)y(x – t) dt = A sin λx.

A solution:
y(x) = p sinλx + q cosλx. (1)

Here p and q are roots of the algebraic system

p + I0pq + Ics(p
2 + q2) = A, q + Iccq

2 – Issp
2 = 0, (2)

where

I0 =
∫ b

a

f (t) dt, Ics =
∫ b

a

f (t) cos(λt) sin(λt) dt,

Icc =
∫ b

a

f (t) cos2(λt) dt, Iss =
∫ b

a

f (t) sin2(λt) dt.

Different solutions of system (2) generate different solutions (1) of the integral equation.
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42. y(x) +
∫∫ b

a

f (t)y(t)y(x – t) dt = A cos λx.

A solution:
y(x) = p sinλx + q cosλx. (1)

Here p and q are roots of the algebraic system

p + I0pq + Ics(p
2 + q2) = 0, q + Iccq

2 – Issp
2 = A, (2)

where we use the notation introduced in 6.2.41. Different solutions of system (2) generate
different solutions (1) of the integral equation.

6.3. Equations With Power-Law Nonlinearity

6.3-1. Equations of the Form
∫ b

a
G(· · ·) dt = F (x)

1.
∫∫ b

a

tλyµ(x)yβ(t) dt = f (x).

A solution:

y(x) = A
[
f (x)

] 1
µ , A =

{∫ b

a

tλ
[
f (t)

] β
µ dt

}– 1
µ+β

.

2.
∫∫ b

a

eλtyµ(x)yβ(t) dt = f (x).

A solution:

y(x) = A
[
f (x)

] 1
µ , A =

{∫ b

a

eλt
[
f (t)

] β
µ dt

}– 1
µ+β

.

3.
∫∫ ∞

0
f (xat)tby

(
xkt

)[
y(t)

]s
dt = Axc.

A solution:

y(x) =
(A
I

) 1
s+1
xλ, λ =

a + c + ab
k – a – as

,

I =
∫ ∞

0
f (t)tβ dt, β =

a + c + as + bk + cs
k – a – as

.

6.3-2. Equations of the Form y(x) +
∫ b

a
K(x, t)yβ(t) dt = F (x)

4. y(x) + A

∫∫ b

a

tλyβ(t) dt = g(x).

This is a special case of equation 6.8.27 with f (t, y) = Atλyβ .

5. y(x) + A

∫∫ b

a

eµtyβ(t) dt = g(x).

This is a special case of equation 6.8.27 with f (t, y) = Aeµtyβ .
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6. y(x) + A

∫∫ b

a

eλ(x–t)yβ(t) dt = g(x).

This is a special case of equation 6.8.28 with f (t, y) = Ayβ .

7. y(x) –
∫∫ b

a

g(x)yβ(t) dt = 0.

A solution:

y(x) = λg(x), λ =

[∫ b

a

gβ(t) dt

] 1
1–β

.

For β > 0, the equation also has the trivial solution y(x) ≡ 0.

8. y(x) –
∫∫ b

a

g(x)yβ(t) dt = h(x).

This is a special case of equation 6.8.29 with f (t, y) = –yβ .

9. y(x) + A

∫∫ b

a

cosh(λx + µt)yβ(t) dt = h(x).

This is a special case of equation 6.8.31 with f (t, y) = Ayβ .

10. y(x) + A

∫∫ b

a

sinh(λx + µt)yβ(t) dt = h(x).

This is a special case of equation 6.8.32 with f (t, y) = Ayβ .

11. y(x) + A

∫∫ b

a

cos(λx + µt)yβ(t) dt = h(x).

This is a special case of equation 6.8.33 with f (t, y) = Ayβ .

12. y(x) + A

∫∫ b

a

sin(λx + µt)yβ(t) dt = h(x).

This is a special case of equation 6.8.34 with f (t, y) = Ayβ .

13. y(x) +
∫∫ ∞

0
f

(
t

x

)√
y(t) dt = Ax2.

Solutions: yk(x) = β2
kx

2, where βk (k = 1, 2) are the roots of the quadratic equations

β2 ± Iβ –A = 0, I =
∫ ∞

0
zf (z) dz.

14. y(x) –
∫∫ ∞

0
tλf

(
t

x

)[
y(t)

]β
dt = 0, β ≠ 1.

A solution:

y(x) = Ax
1+λ
1–β , A1–β =

∫ ∞

0
z

λ+β
1–β f (z) dz.

15. y(x) –
∫∫ ∞

–∞
eλtf (ax + bt)

[
y(t)

]β
dt = 0, b ≠ 0, aβ ≠ –b.

A solution:

y(x) = A exp
(

–
aλ

aβ + b
x
)

, A1–β =
∫ ∞

–∞
exp

( λb

aβ + b
z
)
f (bz) dz.
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6.3-3. Equations of the Form y(x) +
∫ b

a
G(· · ·) dt = F (x)

16. y(x) + A

∫∫ b

a

yβ(x)yµ(t) dt = f (x).

Solution in an implicit form:

y(x) +Aλyβ(x) – f (x) = 0, (1)

where λ is determined by the algebraic (or transcendental) equation

λ =
∫ b

a

yµ(t) dt. (2)

Here the function y(x) = y(x,λ) obtained by solving the quadratic equation (1) must be
substituted in the integrand of (2).

17. y(x) +
∫∫ b

a

g(t)y(x)yµ(t) dt = f (x).

A solution: y(x) = λf (x), where λ is determined from the algebraic (or transcendental)
equation

Iλµ+1 + λ – 1 = 0, I =
∫ b

a

g(t)fµ(t) dt.

18. y(x) +
∫∫ b

a

g(x)y(x)yµ(t) dt = f (x).

A solution:

y(x) =
f (x)

1 + λg(x)
,

where λ is a root of the algebraic (or transcendental) equation

λ –
∫ b

a

fµ(t) dt
[1 + λg(t)]µ

= 0.

Different roots generate different solutions of the integral equation.

19. y(x) +
∫∫ b

a

[
g1(t)y2(x) + g2(x)yµ(t)

]
dt = f (x).

Solution in an implicit form:

y(x) + Iy2(x) + λg2(x) – f (x) = 0, I =
∫ b

a

g1(t) dt, (1)

where λ is determined by the algebraic (or transcendental) equation

λ =
∫ b

a

yµ(t) dt. (2)

Here the function y(x) = y(x,λ) obtained by solving the quadratic equation (1) must be
substituted in the integrand of (2).

20. y(x) +
∫∫ b

a

[
g1(x)h1(t)yk(x)ys(t) + g2(x)h2(t)yp(x)yq(t)

]
dt = f (x).

This is a special case of equation 6.8.44.

21. y(x) + A

∫∫ b

a

y(xt)yβ(t) dt = 0.

This is a special case of equation 6.8.45 with f (t, y) = Ayβ .
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6.4. Equations With Exponential Nonlinearity
6.4-1. Integrands With Nonlinearity of the Form exp[βy(t)]

1. y(x) + A

∫∫ b

a

exp[βy(t)] dt = g(x).

This is a special case of equation 6.8.27 with f (t, y) = A exp(βy).

2. y(x) + A

∫∫ b

a

tµ exp[βy(t)] dt = g(x).

This is a special case of equation 6.8.27 with f (t, y) = Atµ exp(βy).

3. y(x) + A

∫∫ b

a

exp
[
µt + βy(t)

]
dt = g(x).

This is a special case of equation 6.8.27 with f (t, y) = A exp(µt) exp(βy).

4. y(x) + A

∫∫ b

a

exp
[
λ(x – t) + βy(t)

]
dt = g(x).

This is a special case of equation 6.8.28 with f (t, y) = A exp(βy).

5. y(x) +
∫∫ b

a

g(x) exp[βy(t)] dt = h(x).

This is a special case of equation 6.8.29 with f (t, y) = exp(βy).

6. y(x) + A

∫∫ b

a

cosh(λx + µt) exp[βy(t)] dt = h(x).

This is a special case of equation 6.8.31 with f (t, y) = A exp(βy).

7. y(x) + A

∫∫ b

a

sinh(λx + µt) exp[βy(t)] dt = h(x).

This is a special case of equation 6.8.32 with f (t, y) = A exp(βy).

8. y(x) + A

∫∫ b

a

cos(λx + µt) exp[βy(t)] dt = h(x).

This is a special case of equation 6.8.33 with f (t, y) = A exp(βy).

9. y(x) + A

∫∫ b

a

sin(λx + µt) exp[βy(t)] dt = h(x).

This is a special case of equation 6.8.34 with f (t, y) = A exp(βy).

6.4-2. Other Integrands

10. y(x) + A

∫∫ b

a

exp
[
βy(x) + γy(t)

]
dt = h(x).

This is a special case of equation 6.8.43 with g(x, y) = A exp(βy) and f (t, y) = exp(γy).

11. y(x) + A

∫∫ b

a

y(xt) exp[βy(t)] dt = 0.

This is a special case of equation 6.8.45 with f (t, y) = A exp(βy).
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6.5. Equations With Hyperbolic Nonlinearity

6.5-1. Integrands With Nonlinearity of the Form cosh[βy(t)]

1. y(x) + A

∫∫ b

a

cosh[βy(t)] dt = g(x).

This is a special case of equation 6.8.27 with f (t, y) = A cosh(βy).

2. y(x) + A

∫∫ b

a

tµ coshk[βy(t)] dt = g(x).

This is a special case of equation 6.8.27 with f (t, y) = Atµ coshk(βy).

3. y(x) + A

∫∫ b

a

cosh(µt) cosh[βy(t)] dt = g(x).

This is a special case of equation 6.8.27 with f (t, y) = A cosh(µt) cosh(βy).

4. y(x) + A

∫∫ b

a

eλ(x–t) cosh[βy(t)] dt = g(x).

This is a special case of equation 6.8.28 with f (t, y) = A cosh(βy).

5. y(x) +
∫∫ b

a

g(x) cosh[βy(t)] dt = h(x).

This is a special case of equation 6.8.29 with f (t, y) = cosh(βy).

6. y(x) + A

∫∫ b

a

cosh(λx + µt) cosh[βy(t)] dt = h(x).

This is a special case of equation 6.8.31 with f (t, y) = A cosh(βy).

7. y(x) + A

∫∫ b

a

sinh(λx + µt) cosh[βy(t)] dt = h(x).

This is a special case of equation 6.8.32 with f (t, y) = A cosh(βy).

8. y(x) + A

∫∫ b

a

cos(λx + µt) cosh[βy(t)] dt = h(x).

This is a special case of equation 6.8.33 with f (t, y) = A cosh(βy).

9. y(x) + A

∫∫ b

a

sin(λx + µt) cosh[βy(t)] dt = h(x).

This is a special case of equation 6.8.34 with f (t, y) = A cosh(βy).

6.5-2. Integrands With Nonlinearity of the Form sinh[βy(t)]

10. y(x) + A

∫∫ b

a

sinh[βy(t)] dt = g(x).

This is a special case of equation 6.8.27 with f (t, y) = A sinh(βy).
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11. y(x) + A

∫∫ b

a

tµ sinhk[βy(t)] dt = g(x).

This is a special case of equation 6.8.27 with f (t, y) = Atµ sinhk(βy).

12. y(x) + A

∫∫ b

a

sinh(µt) sinh[βy(t)] dt = g(x).

This is a special case of equation 6.8.27 with f (t, y) = A sinh(µt) sinh(βy).

13. y(x) + A

∫∫ b

a

eλ(x–t) sinh[βy(t)] dt = g(x).

This is a special case of equation 6.8.28 with f (t, y) = A sinh(βy).

14. y(x) +
∫∫ b

a

g(x) sinh[βy(t)] dt = h(x).

This is a special case of equation 6.8.29 with f (t, y) = sinh(βy).

15. y(x) + A

∫∫ b

a

cosh(λx + µt) sinh[βy(t)] dt = h(x).

This is a special case of equation 6.8.31 with f (t, y) = A sinh(βy).

16. y(x) + A

∫∫ b

a

sinh(λx + µt) sinh[βy(t)] dt = h(x).

This is a special case of equation 6.8.32 with f (t, y) = A sinh(βy).

17. y(x) + A

∫∫ b

a

cos(λx + µt) sinh[βy(t)] dt = h(x).

This is a special case of equation 6.8.33 with f (t, y) = A sinh(βy).

18. y(x) + A

∫∫ b

a

sin(λx + µt) sinh[βy(t)] dt = h(x).

This is a special case of equation 6.8.34 with f (t, y) = A sinh(βy).

6.5-3. Integrands With Nonlinearity of the Form tanh[βy(t)]

19. y(x) + A

∫∫ b

a

tanh[βy(t)] dt = g(x).

This is a special case of equation 6.8.27 with f (t, y) = A tanh(βy).

20. y(x) + A

∫∫ b

a

tµ tanhk[βy(t)] dt = g(x).

This is a special case of equation 6.8.27 with f (t, y) = Atµ tanhk(βy).

21. y(x) + A

∫∫ b

a

tanh(µt) tanh[βy(t)] dt = g(x).

This is a special case of equation 6.8.27 with f (t, y) = A tanh(µt) tanh(βy).
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22. y(x) + A

∫∫ b

a

eλ(x–t) tanh[βy(t)] dt = g(x).

This is a special case of equation 6.8.28 with f (t, y) = A tanh(βy).

23. y(x) +
∫∫ b

a

g(x) tanh[βy(t)] dt = h(x).

This is a special case of equation 6.8.29 with f (t, y) = tanh(βy).

24. y(x) + A

∫∫ b

a

cosh(λx + µt) tanh[βy(t)] dt = h(x).

This is a special case of equation 6.8.31 with f (t, y) = A tanh(βy).

25. y(x) + A

∫∫ b

a

sinh(λx + µt) tanh[βy(t)] dt = h(x).

This is a special case of equation 6.8.32 with f (t, y) = A tanh(βy).

26. y(x) + A

∫∫ b

a

cos(λx + µt) tanh[βy(t)] dt = h(x).

This is a special case of equation 6.8.33 with f (t, y) = A tanh(βy).

27. y(x) + A

∫∫ b

a

sin(λx + µt) tanh[βy(t)] dt = h(x).

This is a special case of equation 6.8.34 with f (t, y) = A tanh(βy).

6.5-4. Integrands With Nonlinearity of the Form coth[βy(t)]

28. y(x) + A

∫∫ b

a

coth[βy(t)] dt = g(x).

This is a special case of equation 6.8.27 with f (t, y) = A coth(βy).

29. y(x) + A

∫∫ b

a

tµ cothk[βy(t)] dt = g(x).

This is a special case of equation 6.8.27 with f (t, y) = Atµ cothk(βy).

30. y(x) + A

∫∫ b

a

coth(µt) coth[βy(t)] dt = g(x).

This is a special case of equation 6.8.27 with f (t, y) = A coth(µt) coth(βy).

31. y(x) + A

∫∫ b

a

eλ(x–t) coth[βy(t)] dt = g(x).

This is a special case of equation 6.8.28 with f (t, y) = A coth(βy).

32. y(x) +
∫∫ b

a

g(x) coth[βy(t)] dt = h(x).

This is a special case of equation 6.8.29 with f (t, y) = coth(βy).
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33. y(x) + A

∫∫ b

a

cosh(λx + µt) coth[βy(t)] dt = h(x).

This is a special case of equation 6.8.31 with f (t, y) = A coth(βy).

34. y(x) + A

∫∫ b

a

sinh(λx + µt) coth[βy(t)] dt = h(x).

This is a special case of equation 6.8.32 with f (t, y) = A coth(βy).

35. y(x) + A

∫∫ b

a

cos(λx + µt) coth[βy(t)] dt = h(x).

This is a special case of equation 6.8.33 with f (t, y) = A coth(βy).

36. y(x) + A

∫∫ b

a

sin(λx + µt) coth[βy(t)] dt = h(x).

This is a special case of equation 6.8.34 with f (t, y) = A coth(βy).

6.5-5. Other Integrands

37. y(x) + A

∫∫ b

a

cosh[βy(x)] cosh[γy(t)] dt = h(x).

This is a special case of equation 6.8.43 with g(x, y) = A cosh(βy) and f (t, y) = cosh(γy).

38. y(x) + A

∫∫ b

a

y(xt) cosh[βy(t)] dt = 0.

This is a special case of equation 6.8.45 with f (t, y) = A cosh(βy).

39. y(x) + A

∫∫ b

a

sinh[βy(x)] sinh[γy(t)] dt = h(x).

This is a special case of equation 6.8.43 with g(x, y) = A sinh(βy) and f (t, y) = sinh(γy).

40. y(x) + A

∫∫ b

a

y(xt) sinh[βy(t)] dt = 0.

This is a special case of equation 6.8.45 with f (t, y) = A sinh(βy).

41. y(x) + A

∫∫ b

a

tanh[βy(x)] tanh[γy(t)] dt = h(x).

This is a special case of equation 6.8.43 with g(x, y) = A tanh(βy) and f (t, y) = tanh(γy).

42. y(x) + A

∫∫ b

a

y(xt) tanh[βy(t)] dt = 0.

This is a special case of equation 6.8.45 with f (t, y) = A tanh(βy).

43. y(x) + A

∫∫ b

a

coth[βy(x)] coth[γy(t)] dt = h(x).

This is a special case of equation 6.8.43 with g(x, y) = A coth(βy) and f (t, y) = coth(γy).

44. y(x) + A

∫∫ b

a

y(xt) coth[βy(t)] dt = 0.

This is a special case of equation 6.8.45 with f (t, y) = A coth(βy).
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6.6. Equations With Logarithmic Nonlinearity
6.6-1. Integrands With Nonlinearity of the Form ln[βy(t)]

1. y(x) + A

∫∫ b

a

ln[βy(t)] dt = g(x).

This is a special case of equation 6.8.27 with f (t, y) = A ln(βy).

2. y(x) + A

∫∫ b

a

tµ lnk[βy(t)] dt = g(x).

This is a special case of equation 6.8.27 with f (t, y) = Atµ lnk(βy).

3. y(x) + A

∫∫ b

a

ln(µt) ln[βy(t)] dt = g(x).

This is a special case of equation 6.8.27 with f (t, y) = A ln(µt) ln(βy).

4. y(x) + A

∫∫ b

a

eλ(x–t) ln[βy(t)] dt = g(x).

This is a special case of equation 6.8.28 with f (t, y) = A ln(βy).

5. y(x) +
∫∫ b

a

g(x) ln[βy(t)] dt = h(x).

This is a special case of equation 6.8.29 with f (t, y) = ln(βy).

6. y(x) + A

∫∫ b

a

cosh(λx + µt) ln[βy(t)] dt = h(x).

This is a special case of equation 6.8.31 with f (t, y) = A ln(βy).

7. y(x) + A

∫∫ b

a

sinh(λx + µt) ln[βy(t)] dt = h(x).

This is a special case of equation 6.8.32 with f (t, y) = A ln(βy).

8. y(x) + A

∫∫ b

a

cos(λx + µt) ln[βy(t)] dt = h(x).

This is a special case of equation 6.8.33 with f (t, y) = A ln(βy).

9. y(x) + A

∫∫ b

a

sin(λx + µt) ln[βy(t)] dt = h(x).

This is a special case of equation 6.8.34 with f (t, y) = A ln(βy).

6.6-2. Other Integrands

10. y(x) + A

∫∫ b

a

ln[βy(x)] ln[γy(t)] dt = h(x).

This is a special case of equation 6.8.43 with g(x, y) = A ln(βy) and f (t, y) = ln(γy).

11. y(x) + A

∫∫ b

a

y(xt) ln[βy(t)] dt = 0.

This is a special case of equation 6.8.45 with f (t, y) = A ln(βy).
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6.7. Equations With Trigonometric Nonlinearity

6.7-1. Integrands With Nonlinearity of the Form cos[βy(t)]

1. y(x) + A

∫∫ b

a

cos[βy(t)] dt = g(x).

This is a special case of equation 6.8.27 with f (t, y) = A cos(βy).

2. y(x) + A

∫∫ b

a

tµ cosk[βy(t)] dt = g(x).

This is a special case of equation 6.8.27 with f (t, y) = Atµ cosk(βy).

3. y(x) + A

∫∫ b

a

cos(µt) cos[βy(t)] dt = g(x).

This is a special case of equation 6.8.27 with f (t, y) = A cos(µt) cos(βy).

4. y(x) + A

∫∫ b

a

eλ(x–t) cos[βy(t)] dt = g(x).

This is a special case of equation 6.8.28 with f (t, y) = A cos(βy).

5. y(x) +
∫∫ b

a

g(x) cos[βy(t)] dt = h(x).

This is a special case of equation 6.8.29 with f (t, y) = cos(βy).

6. y(x) + A

∫∫ b

a

cosh(λx + µt) cos[βy(t)] dt = h(x).

This is a special case of equation 6.8.31 with f (t, y) = A cos(βy).

7. y(x) + A

∫∫ b

a

sinh(λx + µt) cos[βy(t)] dt = h(x).

This is a special case of equation 6.8.32 with f (t, y) = A cos(βy).

8. y(x) + A

∫∫ b

a

cos(λx + µt) cos[βy(t)] dt = h(x).

This is a special case of equation 6.8.33 with f (t, y) = A cos(βy).

9. y(x) + A

∫∫ b

a

sin(λx + µt) cos[βy(t)] dt = h(x).

This is a special case of equation 6.8.34 with f (t, y) = A cos(βy).

6.7-2. Integrands With Nonlinearity of the Form sin[βy(t)]

10. y(x) + A

∫∫ b

a

sin[βy(t)] dt = g(x).

This is a special case of equation 6.8.27 with f (t, y) = A sin(βy).
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11. y(x) + A

∫∫ b

a

tµ sink[βy(t)] dt = g(x).

This is a special case of equation 6.8.27 with f (t, y) = Atµ sink(βy).

12. y(x) + A

∫∫ b

a

sin(µt) sin[βy(t)] dt = g(x).

This is a special case of equation 6.8.27 with f (t, y) = A sin(µt) sin(βy).

13. y(x) + A

∫∫ b

a

eλ(x–t) sin[βy(t)] dt = g(x).

This is a special case of equation 6.8.28 with f (t, y) = A sin(βy).

14. y(x) +
∫∫ b

a

g(x) sin[βy(t)] dt = h(x).

This is a special case of equation 6.8.29 with f (t, y) = sin(βy).

15. y(x) + A

∫∫ b

a

cosh(λx + µt) sin[βy(t)] dt = h(x).

This is a special case of equation 6.8.31 with f (t, y) = A sin(βy).

16. y(x) + A

∫∫ b

a

sinh(λx + µt) sin[βy(t)] dt = h(x).

This is a special case of equation 6.8.32 with f (t, y) = A sin(βy).

17. y(x) + A

∫∫ b

a

cos(λx + µt) sin[βy(t)] dt = h(x).

This is a special case of equation 6.8.33 with f (t, y) = A sin(βy).

18. y(x) + A

∫∫ b

a

sin(λx + µt) sin[βy(t)] dt = h(x).

This is a special case of equation 6.8.34 with f (t, y) = A sin(βy).

6.7-3. Integrands With Nonlinearity of the Form tan[βy(t)]

19. y(x) + A

∫∫ b

a

tan[βy(t)] dt = g(x).

This is a special case of equation 6.8.27 with f (t, y) = A tan(βy).

20. y(x) + A

∫∫ b

a

tµ tank[βy(t)] dt = g(x).

This is a special case of equation 6.8.27 with f (t, y) = Atµ tank(βy).

21. y(x) + A

∫∫ b

a

tan(µt) tan[βy(t)] dt = g(x).

This is a special case of equation 6.8.27 with f (t, y) = A tan(µt) tan(βy).
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22. y(x) + A

∫∫ b

a

eλ(x–t) tan[βy(t)] dt = g(x).

This is a special case of equation 6.8.28 with f (t, y) = A tan(βy).

23. y(x) +
∫∫ b

a

g(x) tan[βy(t)] dt = h(x).

This is a special case of equation 6.8.29 with f (t, y) = tan(βy).

24. y(x) + A

∫∫ b

a

cosh(λx + µt) tan[βy(t)] dt = h(x).

This is a special case of equation 6.8.31 with f (t, y) = A tan(βy).

25. y(x) + A

∫∫ b

a

sinh(λx + µt) tan[βy(t)] dt = h(x).

This is a special case of equation 6.8.32 with f (t, y) = A tan(βy).

26. y(x) + A

∫∫ b

a

cos(λx + µt) tan[βy(t)] dt = h(x).

This is a special case of equation 6.8.33 with f (t, y) = A tan(βy).

27. y(x) + A

∫∫ b

a

sin(λx + µt) tan[βy(t)] dt = h(x).

This is a special case of equation 6.8.34 with f (t, y) = A tan(βy).

6.7-4. Integrands With Nonlinearity of the Form cot[βy(t)]

28. y(x) + A

∫∫ b

a

cot[βy(t)] dt = g(x).

This is a special case of equation 6.8.27 with f (t, y) = A cot(βy).

29. y(x) + A

∫∫ b

a

tµ cotk[βy(t)] dt = g(x).

This is a special case of equation 6.8.27 with f (t, y) = Atµ cotk(βy).

30. y(x) + A

∫∫ b

a

cot(µt) cot[βy(t)] dt = g(x).

This is a special case of equation 6.8.27 with f (t, y) = A cot(µt) cot(βy).

31. y(x) + A

∫∫ b

a

eλ(x–t) cot[βy(t)] dt = g(x).

This is a special case of equation 6.8.28 with f (t, y) = A cot(βy).

32. y(x) +
∫∫ b

a

g(x) cot[βy(t)] dt = h(x).

This is a special case of equation 6.8.29 with f (t, y) = cot(βy).
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33. y(x) + A

∫∫ b

a

cosh(λx + µt) cot[βy(t)] dt = h(x).

This is a special case of equation 6.8.31 with f (t, y) = A cot(βy).

34. y(x) + A

∫∫ b

a

sinh(λx + µt) cot[βy(t)] dt = h(x).

This is a special case of equation 6.8.32 with f (t, y) = A cot(βy).

35. y(x) + A

∫∫ b

a

cos(λx + µt) cot[βy(t)] dt = h(x).

This is a special case of equation 6.8.33 with f (t, y) = A cot(βy).

36. y(x) + A

∫∫ b

a

sin(λx + µt) cot[βy(t)] dt = h(x).

This is a special case of equation 6.8.34 with f (t, y) = A cot(βy).

6.7-5. Other Integrands

37. y(x) + A

∫∫ b

a

cos[βy(x)] cos[γy(t)] dt = h(x).

This is a special case of equation 6.8.43 with g(x, y) = A cos(βy) and f (t, y) = cos(γy).

38. y(x) + A

∫∫ b

a

y(xt) cos[βy(t)] dt = 0.

This is a special case of equation 6.8.45 with f (t, y) = A cos(βy).

39. y(x) + A

∫∫ b

a

sin[βy(x)] sin[γy(t)] dt = h(x).

This is a special case of equation 6.8.43 with g(x, y) = A sin(βy) and f (t, y) = sin(γy).

40. y(x) + A

∫∫ b

a

y(xt) sin[βy(t)] dt = 0.

This is a special case of equation 6.8.45 with f (t, y) = A sin(βy).

41. y(x) + A

∫∫ b

a

tan[βy(x)] tan[γy(t)] dt = h(x).

This is a special case of equation 6.8.43 with g(x, y) = A tan(βy) and f (t, y) = tan(γy).

42. y(x) + A

∫∫ b

a

y(xt) tan[βy(t)] dt = 0.

This is a special case of equation 6.8.45 with f (t, y) = A tan(βy).

43. y(x) + A

∫∫ b

a

cot[βy(x)] cot[γy(t)] dt = h(x).

This is a special case of equation 6.8.43 with g(x, y) = A cot(βy) and f (t, y) = cot(γy).

44. y(x) + A

∫∫ b

a

y(xt) cot[βy(t)] dt = 0.

This is a special case of equation 6.8.45 with f (t, y) = A cot(βy).
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6.8. Equations With Nonlinearity of General Form

6.8-1. Equations of the Form
∫ b

a
G(· · ·) dt = F (x)

1.
∫∫ b

a

y(x)f
(
t, y(t)

)
dt = g(x).

A solution: y(x) =λg(x), where λ is determined by the algebraic (or transcendental) equation

λ
∫ b

a
f
(
t,λg(t)

)
dt = 1.

2.
∫∫ b

a

yk(x)f
(
t, y(t)

)
dt = g(x).

A solution: y(x) = λ[g(x)]1/k, where λ is determined from the algebraic (or transcendental)

equation λk
∫ b

a
f
(
t,λg1/k(t)

)
dt = 1.

3.
∫∫ b

a

ϕ
(
y(x)

)
f

(
t, y(t)

)
dt = g(x).

A solution in an implicit form:

λϕ
(
y(x)

)
– g(x) = 0, (1)

where λ is determined by the algebraic (or transcendental) equation

λ – F (λ) = 0, F (λ) =
∫ b

a

f
(
t, y(t)

)
dt. (2)

Here the function y(x) = y(x,λ) obtained by solving (1) must be substituted into (2).
The number of solutions of the integral equation is determined by the number of the

solutions obtained from (1) and (2).

4.
∫∫ b

a

y(xt)f
(
t, y(t)

)
dt = A.

1◦. Solutions: y(x) = λk, where λk are roots of the algebraic (or transcendental) equation

λ
∫ b

a
f (t,λ) dt = A.

2◦. Solutions: y(x) = px + q, where p and q are roots of the following system of algebraic
(or transcendental) equations:

∫ b

a

tf (t, pt + q) dt = 0, q

∫ b

a

f (t, pt + q) dt = A.

In the case f
(
t, y(t)

)
= f̄ (t)y(t), see 6.2.2 for solutions of this system.

2◦. The integral equation has some other (more complicated) solutions of the polynomial

form y(x) =
n∑

k=0
Bkx

k, where the constants Bk can be found from the corresponding system

of algebraic (or transcendental) equations.

4◦. The integral equation can have logarithmic solutions similar to those presented in item 3◦

of equation 6.2.2.
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5.
∫∫ b

a

y(xt)f
(
t, y(t)

)
dt = Ax + B.

1◦. A solution:
y(x) = px + q, (1)

where p and q are roots of the following system of algebraic (or transcendental) equations:

p

∫ b

a

tf (t, pt + q) dt –A = 0, q

∫ b

a

f (t, pt + q) dt –B = 0. (2)

Different solutions of system (2) generate different solutions (1) of the integral equation.

2◦. The integral equation has some other (more complicated) solutions of the polynomial

form y(x) =
n∑

k=0
Bkx

k, where the constants Bk can be found from the corresponding system

of algebraic (or transcendental) equations.

6.
∫∫ b

a

y(xt)f
(
t, y(t)

)
dt = Axβ.

A solution:
y(x) = kxβ , (1)

where k is a root of the algebraic (or transcendental) equation

kF (k) –A = 0, F (k) =
∫ b

a

tβf
(
t, ktβ

)
dt. (2)

Each root of equation (2) generates a solution of the integral equation which has the form (1).

7.
∫∫ b

a

y(xt)f
(
t, y(t)

)
dt = A ln x + B.

A solution:
y(x) = p lnx + q, (1)

where p and q are roots of the following system of algebraic (or transcendental) equations:

p

∫ b

a

f (t, p ln t + q) dt –A = 0,
∫ b

a

(p ln t + q)f (t, p ln t + q) dt –B = 0. (2)

Different solutions of system (2) generate different solutions (1) of the integral equation.

8.
∫∫ b

a

y(xt)f
(
t, y(t)

)
dt = Axβ ln x.

This equation has solutions of the form y(x) = pxβ lnx + qxβ , where p and q are some
constants.

9.
∫∫ b

a

y(xt)f
(
t, y(t)

)
dt = A cos(β ln x).

This equation has solutions of the form y(x) = p cos(β lnx) + q sin(β lnx), where p and q are
some constants.
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10.
∫∫ b

a

y(xt)f
(
t, y(t)

)
dt = A sin(β ln x).

This equation has solutions of the form y(x) = p cos(β lnx) + q sin(β lnx), where p and q are
some constants.

11.
∫∫ b

a

y(xt)f
(
t, y(t)

)
dt = Axβ cos(β ln x) + Bxβ sin(β ln x).

This equation has solutions of the form y(x) = pxβ cos(β lnx)+qxβ sin(β lnx), where p and q
are some constants.

12.
∫∫ b

a

y(x + βt)f
(
t, y(t)

)
dt = Ax + B, β > 0.

A solution:
y(x) = px + q, (1)

where p and q are roots of the following system of algebraic (or transcendental) equations:

p

∫ b

a

f (t, pt + q) dt –A = 0,
∫ b

a

(βpt + q)f (t, pt + q) dt –B = 0. (2)

Different solutions of system (2) generate different solutions (1) of the integral equation.

13.
∫∫ b

a

y(x + βt)f
(
t, y(t)

)
dt = Ae–λx, β > 0.

Solutions:
y(x) = kne

–λx,

where kn are roots of the algebraic (or transcendental) equation

kF (k) –A = 0, F (k) =
∫ b

a

f
(
t, ke–λt

)
e–βλt dt.

14.
∫∫ b

a

y(x + βt)f
(
t, y(t)

)
dt = A cos λx, β > 0.

This equation has solutions of the form y(x) = p sinλx + q cosλx, where p and q are some
constants.

15.
∫∫ b

a

y(x + βt)f
(
t, y(t)

)
dt = A sin λx, β > 0.

This equation has solutions of the form y(x) = p sinλx + q cosλx, where p and q are some
constants.

16.
∫∫ b

a

y(x + βt)f
(
t, y(t)

)
dt = e–µx(A cos λx + B sin λx), β > 0.

This equation has solutions of the form y(x) = e–µx(p sinλx + q cosλx), where p and q are
some constants.

17.
∫∫ b

a

y(x – t)f
(
t, y(t)

)
dt = Ax + B.

This equation has solutions of the form y(x) = px + q, where p and q are some constants.
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18.
∫∫ b

a

y(x – t)f
(
t, y(t)

)
dt = Aeλx.

This equation has solutions of the form y(x) = peλx, where p is some constant.

19.
∫∫ b

a

y(x – t)f
(
t, y(t)

)
dt = A cos λx.

This equation has solutions of the form y(x) = p sinλx + q cosλx, where p and q are some
constants.

20.
∫∫ b

a

y(x – t)f
(
t, y(t)

)
dt = e–µx(A cos λx + B sin λx).

This equation has solutions of the form y(x) = e–µx(p sinλx + q cosλx), where p and q are
some constants.

6.8-2. Equations of the Form y(x) +
∫ b

a
K(x, t)G

(
y(t)

)
dt = F (x)

21. y(x) +
∫∫ b

a

|x – t|f
(
y(t)

)
dt = Ax2 + Bx + C.

This is a special case of equation 6.8.35 with f (t, y) = f (y) and g(x) = Ax2 +Bx + C.
The function y = y(x) obeys the second-order autonomous differential equation

y′′xx + 2f (y) = 2A,

whose solution can be represented in an implicit form:∫ y

ya

du√
w2

a + 4A(u – ya) – 4F (u, ya)
= ±(x – a), F (u, v) =

∫ u

v

f (t) dt, (1)

where ya = y(a) and wa = y′x(a) are constants of integration. These constants, as well as
the unknowns yb = y(b) and wb = y′x(b), are determined by the algebraic (or transcendental)
system

ya + yb – (a – b)wa = (b2 + 2ab – a2)A + 2bB + 2C,

wa + wb = 2(a + b)A + 2B,

w2
b = w2

a + 4A(yb – ya) – 4F (yb, ya),∫ yb

ya

du√
w2

a + 4A(u – ya) – 4F (u, ya)
= ±(b – a).

(2)

Here the first equation is obtained from the second condition of (5) in 6.8.35, the second
equation is obtained from condition (6) in 6.8.35, and the third and fourth equations are
consequences of (1).

Each solution of system (2) generates a solution of the integral equation.

22. y(x) +
∫∫ b

a

eλ|x–t|f
(
y(t)

)
dt = A + Beλx + Ce–λx.

This is a special case of equation 6.8.36 with f (t, y) = f (y) and g(x) = A +Beλx + Ce–λx.
The function y = y(x) satisfies the second-order autonomous differential equation

y′′xx + 2λf (y) – λ2y = –λ2A, (1)
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whose solution can be written in an implicit form:∫ y

ya

du√
w2

a +λ2(u2 –y2
a)–2Aλ2(u–ya)–4λF (u, ya)

= ±(x–a), F (u, v) =
∫ u

v

f (t) dt, (2)

where ya = y(a) and wa = y′x(a) are constants of integration. These constants, as well as
the unknowns yb = y(b) and wb = y′x(b), are determined by the algebraic (or transcendental)
system

wa + λya = Aλ + 2Bλeλa,

wb – λyb = –Aλ – 2Cλe–λb,

w2
b = w2

a + λ2(y2
b – y2

a) – 2Aλ2(yb – ya) – 4λF (yb, ya),∫ yb

ya

du√
w2

a + λ2(u2 – y2
a) – 2Aλ2(u – ya) – 4λF (u, ya)

= ±(b – a).

(3)

Here the first and second equations are obtained from conditions (5) in 6.8.86, and the third
and fourth equations are consequences of (2).

Each solution of system (3) generates a solution of the integral equation.

23. y(x) +
∫∫ b

a

eλ|x–t|f
(
y(t)

)
dt = β cosh(λx).

This is a special case of equation 6.8.22 with A = 0 and B = C = 1
2β.

24. y(x) +
∫∫ b

a

eλ|x–t|f
(
y(t)

)
dt = β sinh(λx).

This is a special case of equation 6.8.22 with A = 0, B = 1
2β, and C = – 1

2β.

25. y(x) +
∫∫ b

a

sinh
(
λ|x – t|

)
f

(
y(t)

)
dt = A + B cosh(λx) + C sinh(λx).

This is a special case of equation 6.8.37 with f (t, y) = f (y) and g(x) = A + B cosh(λx) +
C sinh(λx).

The function y = y(x) satisfies the second-order autonomous differential equation

y′′xx + 2λf (y) – λ2y = –λ2A,

whose solution can be represented in an implicit form:∫ y

ya

du√
w2

a + λ2(u2 – y2
a) – 2Aλ2(u – ya) – 4λF (u, ya)

= ±(x – a), F (u, v) =
∫ u

v

f (t) dt,

where ya = y(a) and wa = y′x(a) are constants of integration, which can be determined from
the boundary conditions (5) in 6.8.37.

26. y(x) +
∫∫ b

a

sin
(
λ|x – t|

)
f

(
y(t)

)
dt = A + B cos(λx) + C sin(λx).

This is a special case of equation 6.8.38 with f (t, y)=f (y) and g(x)=A+B cos(λx)+C sin(λx).
The function y = y(x) satisfies the second-order autonomous differential equation

y′′xx + 2λf (y) + λ2y = λ2A,

whose solution can be represented in an implicit form:∫ y

ya

du√
w2

a – λ2(u2 – y2
a) + 2Aλ2(u – ya) – 4λF (u, ya)

= ±(x – a), F (u, v) =
∫ u

v

f (t) dt,

where ya = y(a) and wa = y′x(a) are constants of integration, which can be determined from
the boundary conditions (5) in 6.8.38.
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6.8-3. Equations of the Form y(x) +
∫ b

a
K(x, t)G

(
t, y(t)

)
dt = F (x)

27. y(x) +
∫∫ b

a

f
(
t, y(t)

)
dt = g(x).

A solution: y(x) = g(x) + λ, where λ is determined by the algebraic (or transcendental)
equation

λ + F (λ) = 0, F (λ) =
∫ b

a

f
(
t, g(t) + λ

)
dt.

28. y(x) +
∫∫ b

a

eλ(x–t)f
(
t, y(t)

)
dt = g(x).

A solution: y(x) = βeλx + g(x), where λ is determined by the algebraic (or transcendental)
equation

β + F (β) = 0, F (β) =
∫ b

a

e–λtf
(
t, βeλt + g(t)

)
dt.

29. y(x) +
∫∫ b

a

g(x)f
(
t, y(t)

)
dt = h(x).

A solution: y(x) = λg(x) + h(x), where λ is determined by the algebraic (or transcendental)
equation

λ + F (λ) = 0, F (λ) =
∫ b

a

f
(
t, λg(t) + h(t)

)
dt.

30. y(x) +
∫∫ b

a

(Ax + Bt)f
(
t, y(t)

)
dt = g(x).

A solution: y(x) = g(x) + λx + µ, where the constants λ and µ are determined from the
algebraic (or transcendental) system

λ +A
∫ b

a

f
(
t, g(t) + λt + µ

)
dt = 0, µ +B

∫ b

a

tf
(
t, g(t) + λt + µ

)
dt = 0.

31. y(x) +
∫∫ b

a

cosh(λx + µt)f
(
t, y(t)

)
dt = h(x).

Using the formula cosh(λx + µt) = cosh(λx) cosh(µt) + sinh(µt) sinh(λx), we arrive at an
equation of the form 6.8.39:

y(x) +
∫ b

a

[
cosh(λx)f1

(
t, y(t)

)
+ sinh(λx)f2

(
t, y(t)

)]
dt = h(x),

f1
(
t, y(t)

)
= cosh(µt)f

(
t, y(t)

)
, f2

(
t, y(t)

)
= sinh(µt)f

(
t, y(t)

)
.

32. y(x) +
∫∫ b

a

sinh(λx + µt)f
(
t, y(t)

)
dt = h(x).

Using the formula sinh(λx + µt) = cosh(λx) sinh(µt) + cosh(µt) sinh(λx), we arrive at an
equation of the form 6.8.39:

y(x) +
∫ b

a

[
cosh(λx)f1

(
t, y(t)

)
+ sinh(λx)f2

(
t, y(t)

)]
dt = h(x),

f1
(
t, y(t)

)
= sinh(µt)f

(
t, y(t)

)
, f2

(
t, y(t)

)
= cosh(µt)f

(
t, y(t)

)
.
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33. y(x) +
∫∫ b

a

cos(λx + µt)f
(
t, y(t)

)
dt = h(x).

Using the formula cos(λx + µt) = cos(λx) cos(µt) – sin(µt) sin(λx), we arrive at an equation
of the form 6.8.39:

y(x) +
∫ b

a

[
cos(λx)f1

(
t, y(t)

)
+ sin(λx)f2

(
t, y(t)

)]
dt = h(x),

f1
(
t, y(t)

)
= cos(µt)f

(
t, y(t)

)
, f2

(
t, y(t)

)
= – sin(µt)f

(
t, y(t)

)
.

34. y(x) +
∫∫ b

a

sin(λx + µt)f
(
t, y(t)

)
dt = h(x).

Using the formula sin(λx + µt) = cos(λx) sin(µt) + cos(µt) sin(λx), we arrive at an equation
of the form 6.8.39:

y(x) +
∫ b

a

[
cos(λx)f1

(
t, y(t)

)
+ sin(λx)f2

(
t, y(t)

)]
dt = h(x),

f1
(
t, y(t)

)
= sin(µt)f

(
t, y(t)

)
, f2

(
t, y(t)

)
= cos(µt)f

(
t, y(t)

)
.

35. y(x) +
∫∫ b

a

|x – t|f
(
t, y(t)

)
dt = g(x), a ≤ x ≤ b.

1◦. Let us remove the modulus in the integrand:

y(x) +
∫ x

a

(x – t)f
(
t, y(t)

)
dt +

∫ b

x

(t – x)f
(
t, y(t)

)
dt = g(x). (1)

Differentiating (1) with respect to x yields

y′x(x) +
∫ x

a

f
(
t, y(t)

)
dt –

∫ b

x

f
(
t, y(t)

)
dt = g′x(x). (2)

Differentiating (2), we arrive at a second-order ordinary differential equation for y = y(x):

y′′xx + 2f (x, y) = g′′xx(x). (3)

2◦. Let us derive the boundary conditions for equation (3). We assume that –∞ < a < b < ∞.
By setting x = a and x = b in (1), we obtain the relations

y(a) +
∫ b

a

(t – a)f
(
t, y(t)

)
dt = g(a),

y(b) +
∫ b

a

(b – t)f
(
t, y(t)

)
dt = g(b).

(4)

Let us solve equation (3) for f (x, y) and substitute the result into (4). Integrating by parts
yields the desired boundary conditions for y(x):

y(a) + y(b) + (b – a)
[
g′x(b) – y′x(b)

]
= g(a) + g(b),

y(a) + y(b) + (a – b)
[
g′x(a) – y′x(a)

]
= g(a) + g(b).

(5)

Let us point out a useful consequence of (5):

y′x(a) + y′x(b) = g′x(a) + g′x(b), (6)

which can be used together with one of conditions (5).
Equation (3) under the boundary conditions (5) determines the solution of the original

integral equation (there may be several solutions). Conditions (5) make it possible to calculate
the constants of integration that occur in solving the differential equation (3).
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36. y(x) +
∫∫ b

a

eλ|x–t|f
(
t, y(t)

)
dt = g(x), a ≤ x ≤ b.

1◦. Let us remove the modulus in the integrand:

y(x) +
∫ x

a

eλ(x–t)f
(
t, y(t)

)
dt +

∫ b

x

eλ(t–x)f
(
t, y(t)

)
dt = g(x). (1)

Differentiating (1) with respect to x twice yields

y′′xx(x)+2λf
(
x, y(x)

)
+λ2

∫ x

a

eλ(x–t)f
(
t, y(t)

)
dt+λ2

∫ b

x

eλ(t–x)f
(
t, y(t)

)
dt = g′′xx(x). (2)

Eliminating the integral terms from (1) and (2), we arrive at a second-order ordinary
differential equation for y = y(x):

y′′xx + 2λf (x, y) – λ2y = g′′xx(x) – λ2g(x). (3)

2◦. Let us derive the boundary conditions for equation (3). We assume that –∞ < a < b < ∞.
By setting x = a and x = b in (1), we obtain the relations

y(a) + e–λa

∫ b

a

eλtf
(
t, y(t)

)
dt = g(a),

y(b) + eλb

∫ b

a

e–λtf
(
t, y(t)

)
dt = g(b).

(4)

Let us solve equation (3) for f (x, y) and substitute the result into (4). Integrating by parts
yields

eλbϕ′
x(b) – eλaϕ′

x(a) = λeλaϕ(a) + λeλbϕ(b), ϕ(x) = y(x) – g(x);

e–λbϕ′
x(b) – e–λaϕ′

x(a) = λe–λaϕ(a) + λe–λbϕ(b).

Hence, we obtain the boundary conditions for y(x):

ϕ′
x(a) + λϕ(a) = 0, ϕ′

x(b) – λϕ(b) = 0; ϕ(x) = y(x) – g(x). (5)

Equation (3) under the boundary conditions (5) determines the solution of the original
integral equation (there may be several solutions). Conditions (5) make it possible to calculate
the constants of integration that occur in solving the differential equation (3).

37. y(x) +
∫∫ b

a

sinh
(
λ|x – t|

)
f

(
t, y(t)

)
dt = g(x), a ≤ x ≤ b.

1◦. Let us remove the modulus in the integrand:

y(x) +
∫ x

a

sinh[λ(x – t)]f
(
t, y(t)

)
dt +

∫ b

x

sinh[λ(t – x)]f
(
t, y(t)

)
dt = g(x). (1)

Differentiating (1) with respect to x twice yields

y′′xx(x) + 2λf
(
x, y(x)

)
+ λ2

∫ x

a

sinh[λ(x – t)]f
(
t, y(t)

)
dt

+ λ2
∫ b

x

sinh[λ(t – x)]f
(
t, y(t)

)
dt = g′′xx(x). (2)
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Eliminating the integral terms from (1) and (2), we arrive at a second-order ordinary
differential equation for y = y(x):

y′′xx + 2λf (x, y) – λ2y = g′′xx(x) – λ2g(x). (3)

2◦. Let us derive the boundary conditions for equation (3). We assume that –∞ < a < b < ∞.
By setting x = a and x = b in (1), we obtain the relations

y(a) +
∫ b

a

sinh[λ(t – a)]f
(
t, y(t)

)
dt = g(a),

y(b) +
∫ b

a

sinh[λ(b – t)]f
(
t, y(t)

)
dt = g(b).

(4)

Let us solve equation (3) for f (x, y) and substitute the result into (4). Integrating by parts
yields

sinh[λ(b – a)]ϕ′
x(b) – λ cosh[λ(b – a)]ϕ(b) = λϕ(a), ϕ(x) = y(x) – g(x);

sinh[λ(b – a)]ϕ′
x(a) + λ cosh[λ(b – a)]ϕ(a) = –λϕ(b).

(5)

Equation (3) under the boundary conditions (5) determines the solution of the original
integral equation (there may be several solutions). Conditions (5) make it possible to calculate
the constants of integration that occur in solving the differential equation (3).

38. y(x) +
∫∫ b

a

sin(λ|x – t|) f
(
t, y(t)

)
dt = g(x), a ≤ x ≤ b.

1◦. Let us remove the modulus in the integrand:

y(x) +
∫ x

a

sin[λ(x – t)]f
(
t, y(t)

)
dt +

∫ b

x

sin[λ(t – x)]f
(
t, y(t)

)
dt = g(x). (1)

Differentiating (1) with respect to x twice yields

y′′xx(x) + 2λf
(
x, y(x)

)
– λ2

∫ x

a

sin[λ(x – t)]f
(
t, y(t)

)
dt

– λ2
∫ b

x

sin[λ(t – x)]f
(
t, y(t)

)
dt = g′′xx(x). (2)

Eliminating the integral terms from (1) and (2), we arrive at a second-order ordinary
differential equation for y = y(x):

y′′xx + 2λf (x, y) + λ2y = g′′xx(x) + λ2g(x). (3)

2◦. Let us derive the boundary conditions for equation (3). We assume that –∞ < a < b < ∞.
By setting x = a and x = b in (1), we obtain the relations

y(a) +
∫ b

a

sin[λ(t – a)] f
(
t, y(t)

)
dt = g(a),

y(b) +
∫ b

a

sin[λ(b – t)] f
(
t, y(t)

)
dt = g(b).

(4)

Let us solve equation (3) for f (x, y) and substitute the result into (4). Integrating by parts
yields

sin[λ(b – a)]ϕ′
x(b) – λ cos[λ(b – a)]ϕ(b) = λϕ(a), ϕ(x) = y(x) – g(x);

sin[λ(b – a)]ϕ′
x(a) + λ cos[λ(b – a)]ϕ(a) = –λϕ(b).

(5)

Equation (3) under the boundary conditions (5) determines the solution of the original
integral equation (there may be several solutions). Conditions (5) make it possible to calculate
the constants of integration that occur in solving the differential equation (3).
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6.8-4. Equations of the Form y(x) +
∫ b

a
G

(
x, t, y(t)

)
dt = F (x)

39. y(x) +
∫∫ b

a

[
g1(x)f1

(
t, y(t)

)
+ g2(x)f2

(
t, y(t)

)]
dt = h(x).

A solution:
y(x) = h(x) + λ1g1(x) + λ2g2(x),

where the constants λ1 and λ2 are determined from the algebraic (or transcendental) system

λ1 +
∫ b

a

f1
(
t, h(t) + λ1g1(t) + λ2g2(t)

)
dt = 0,

λ2 +
∫ b

a

f2
(
t, h(t) + λ1g1(t) + λ2g2(t)

)
dt = 0.

40. y(x) +
∫∫ b

a

[ n∑
k=1

gk(x)fk

(
t, y(t)

)]
dt = h(x).

A solution:

y(x) = h(x) +
n∑

k=1

λkgk(x),

where the coefficients λk are determined from the algebraic (or transcendental) system

λm +
∫ b

a

fm

(
t, h(t) +

n∑
k=1

λkgk(t)
)
dt = 0; m = 1, . . . ,n.

Different roots of this system generate different solutions of the integral equation.

©• Reference: A. F. Verlan’ and V. S. Sizikov (1986).

6.8-5. Equations of the Form F
(
x, y(x)

)
+

∫ b

a
G

(
x, t, y(x), y(t)

)
dt = 0

41. y(x) +
∫∫ b

a

y(x)f
(
t, y(t)

)
dt = g(x).

A solution: y(x) =λg(x), where λ is determined by the algebraic (or transcendental) equation

λ + λF (λ) – 1 = 0, F (λ) =
∫ b

a

f
(
t,λg(t)

)
dt.

42. y(x) +
∫∫ b

a

g(x)y(x)f
(
t, y(t)

)
dt = h(x).

A solution: y(x) =
h(x)

1 + λg(x)
, where λ is determined from the algebraic (or transcendental)

equation

λ – F (λ) = 0, F (λ) =
∫ b

a

f

(
t,

h(t)
1 + λg(t)

)
dt.
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43. y(x) +
∫∫ b

a

g
(
x, y(x)

)
f

(
t, y(t)

)
dt = h(x).

Solution in an implicit form:

y(x) + λg
(
x, y(x)

)
– h(x) = 0, (1)

where λ is determined from the algebraic (or transcendental) equation

λ – F (λ) = 0, F (λ) =
∫ b

a

f
(
t, y(t)

)
dt. (2)

Here the function y(x) = y(x,λ) obtained by solving (1) must be substituted into (2).
The number of solutions of the integral equation is determined by the number of the

solutions obtained from (1) and (2).

44. f
(
x, y(x)

)
+

∫∫ b

a

[ n∑
k=1

gk

(
x, y(x)

)
hk

(
t, y(t)

)]
dt = 0.

Solution in an implicit form:

f
(
x, y(x)

)
+

n∑
k=1

λkgk

(
x, y(x)

)
= 0, (1)

where the λk are determined from the algebraic (or transcendental) system

λk –Hk(%λ) = 0, k = 1, . . . ,n;

Hk(%λ) =
∫ b

a

hk

(
t, y(t)

)
dt, %λ = {λ1, . . . ,λn}.

(2)

Here the function y(x) = y(x,%λ) obtained by solving (1) must be substituted into (2).
The number of solutions of the integral equation is determined by the number of the

solutions obtained from (1) and (2).

6.8-6. Other Equations

45. y(x) +
∫∫ b

a

y(xt)f
(
t, y(t)

)
dt = 0.

1◦. A solution:
y(x) = kxC , (1)

where C is an arbitrary constant and the dependence k = k(C) is determined by the algebraic
(or transcendental) equation

1 +
∫ b

a

tCf
(
t, ktC

)
dt = 0. (2)

Each root of equation (2) generates a solution of the integral equation which has the form (1).

2◦. The integral equation can have some other solutions similar to those indicated in items
1◦–3◦ of equation 6.2.30.
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46. y(x) +
∫∫ b

a

y(xt)f
(
t, y(t)

)
dt = Ax + B.

A solution:
y(x) = px + q, (1)

where p and q are roots of the following system of algebraic (or transcendental) equations:

p + p
∫ b

a

tf (t, pt + q) dt –A = 0,

q + q
∫ b

a

f (t, pt + q) dt –B = 0.

(2)

Different solutions of system (2) generate different solutions (1) of the integral equation.

47. y(x) +
∫∫ b

a

y(xt)f
(
t, y(t)

)
dt = Axβ.

A solution:
y(x) = kxβ , (1)

where k is a root of the algebraic (or transcendental) equation

k + kF (k) –A = 0, F (k) =
∫ b

a

tβf
(
t, ktβ

)
dt. (2)

Each root of equation (2) generates a solution of the integral equation which has the form (1).

48. y(x) +
∫∫ b

a

y(xt)f
(
t, y(t)

)
dt = A ln x + B.

A solution:
y(x) = p lnx + q, (1)

where p and q are roots of the following system of algebraic (or transcendental) equations:

p + p
∫ b

a

f (t, p ln t + q) dt –A = 0,

q +
∫ b

a

(p ln t + q)f (t, p ln t + q) dt –B = 0.

(2)

Different solutions of system (2) generate different solutions (1) of the integral equation.

49. y(x) +
∫∫ b

a

y(xt)f
(
t, y(t)

)
dt = Axβ ln x.

A solution:
y(x) = pxβ lnx + qxβ , (1)

where p and q are roots of the following system of algebraic (or transcendental) equations:

p + p
∫ b

a

tβf (t, ptβ ln t + qtβ) dt = A,

q +
∫ b

a

(ptβ ln t + qtβ)f (t, ptβ ln t + qtβ) dt = 0.

(2)

Different solutions of system (2) generate different solutions (1) of the integral equation.
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50. y(x) +
∫∫ b

a

y(xt)f
(
t, y(t)

)
dt = A cos(ln x).

A solution:
y(x) = p cos(lnx) + q sin(lnx),

where p and q are roots of the following system of algebraic (or transcendental) equations:

p +
∫ b

a

[
p cos(ln t) + q sin(ln t)

]
f
(
t, p cos(ln t) + q sin(ln t)

)
dt = A,

q +
∫ b

a

[
q cos(ln t) – p sin(ln t)

]
f
(
t, p cos(ln t) + q sin(ln t)

)
dt = 0.

51. y(x) +
∫∫ b

a

y(xt)f
(
t, y(t)

)
dt = A sin(ln x).

A solution:
y(x) = p cos(lnx) + q sin(lnx),

where p and q are roots of the following system of algebraic (or transcendental) equations:

p +
∫ b

a

[
p cos(ln t) + q sin(ln t)

]
f
(
t, p cos(ln t) + q sin(ln t)

)
dt = 0,

q +
∫ b

a

[
q cos(ln t) – p sin(ln t)

]
f
(
t, p cos(ln t) + q sin(ln t)

)
dt = A.

52. y(x) +
∫∫ b

a

y(xt)f
(
t, y(t)

)
dt = Axβ cos(ln x) + Bxβ sin(ln x).

A solution:
y(x) = pxβ cos(lnx) + qxβ sin(lnx), (1)

where p and q are roots of the following system of algebraic (or transcendental) equations:

p +
∫ b

a

tβ
[
p cos(ln t) + q sin(ln t)

]
f
(
t, ptβ cos(ln t) + qtβ sin(ln t)

)
dt = A,

q +
∫ b

a

tβ
[
q cos(ln t) – p sin(ln t)

]
f
(
t, ptβ cos(ln t) + qtβ sin(ln t)

)
dt = B.

(2)

Different solutions of system (2) generate different solutions (1) of the integral equation.

53. y(x) +
∫∫ b

a

y
(
xtβ

)
f

(
t, y(t)

)
dt = g(x), β > 0.

1◦. For g(x) =
n∑

k=1
Akx

k, the equation has a solution of the form

y(x) =
n∑

k=1

Bkx
k,

where Bk are roots of the algebraic (or transcendental) equations

Bk +BkFk( %B) –Ak = 0, Fk( %B) =
∫ b

a

tkβf

(
t,

n∑
m=1

Bmt
m

)
dt.

Different roots of this system generate different solutions of the integral equation.
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2◦. For g(x) = lnx
n∑

k=0
Akx

k, the equation has a solution of the form

y(x) = lnx
n∑

k=0

Bkx
k +

n∑
k=0

Ckx
k,

where the constants Bk and Ck can be found by the method of undetermined coefficients.

3◦. For g(x) =
n∑

k=0
Ak

(
lnx)k, the equation has a solution of the form

y(x) =
n∑

k=0

Bk

(
lnx)k,

where the constants Bk can be found by the method of undetermined coefficients.

4◦. For g(x) =
n∑

k=1
Ak cos(λk lnx), the equation has a solution of the form

y(x) =
n∑

k=1

Bk cos(λk lnx) +
n∑

k=1

Ck sin(λk lnx),

where the constants Bk and Ck can be found by the method of undetermined coefficients.

5◦. For g(x) =
n∑

k=1
Ak sin(λk lnx), the equation has a solution of the form

y(x) =
n∑

k=1

Bk cos(λk lnx) +
n∑

k=1

Ck sin(λk lnx),

where the constants Bk and Ck can be found by the method of undetermined coefficients.

54. y(x) +
∫∫ b

a

y(x – t)f
(
t, y(t)

)
dt = 0.

1◦. A solution:

y(x) = keCx, (1)

where C is an arbitrary constant and the dependence k = k(C) is determined by the algebraic
(or transcendental) equation

1 +
∫ b

a

f
(
t, keCt

)
e–Ct dt = 0. (2)

Each root of equation (2) generates a solution of the integral equation which has the form (1).

2◦. The equation has solutions of the form y(x) =
n∑

m=0
Emx

m, where the constants Em can

be found by the method of undetermined coefficients.
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55. y(x) +
∫∫ b

a

y(x – t)f
(
t, y(t)

)
dt = Ax + B.

A solution:
y(x) = px + q, (1)

where p and q are roots of the following system of algebraic (or transcendental) equations:

p + p
∫ b

a

f (t, pt + q) dt –A = 0,

q +
∫ b

a

(q – pt)f (t, pt + q) dt –B = 0.

(2)

Different solutions of system (2) generate different solutions (1) of the integral equation.

56. y(x) +
∫∫ b

a

y(x – t)f
(
t, y(t)

)
dt = Aeλx.

Solutions:
y(x) = kne

λx,

where kn are roots of the algebraic (or transcendental) equation

k + kF (k) –A = 0, F (k) =
∫ b

a

f
(
t, keλt

)
e–λt dt.

57. y(x) +
∫∫ b

a

y(x – t)f
(
t, y(t)

)
dt = A sinh λx.

A solution:
y(x) = p sinhλx + q coshλx, (1)

where p and q are roots of the following system of algebraic (or transcendental) equations:

p +
∫ b

a

(p coshλt – q sinhλt)f
(
t, p sinhλt + q coshλt

)
dt = A,

q +
∫ b

a

(q coshλt – p sinhλt)f
(
t, p sinhλt + q coshλt

)
dt = 0.

(2)

Different solutions of system (2) generate different solutions (1) of the integral equation.

58. y(x) +
∫∫ b

a

y(x – t)f
(
t, y(t)

)
dt = A cosh λx.

A solution:
y(x) = p sinhλx + q coshλx,

where p and q are roots of the following system of algebraic (or transcendental) equations:

p +
∫ b

a

(p coshλt – q sinhλt)f
(
t, p sinhλt + q coshλt

)
dt = 0,

q +
∫ b

a

(q coshλt – p sinhλt)f
(
t, p sinhλt + q coshλt

)
dt = A.
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59. y(x) +
∫∫ b

a

y(x – t)f
(
t, y(t)

)
dt = A sin λx.

A solution:
y(x) = p sinλx + q cosλx, (1)

where p and q are roots of the following system of algebraic (or transcendental) equations:

p +
∫ b

a

(p cosλt + q sinλt)f
(
t, p sinλt + q cosλt

)
dt = A,

q +
∫ b

a

(q cosλt – p sinλt)f
(
t, p sinλt + q cosλt

)
dt = 0.

(2)

Different solutions of system (2) generate different solutions (1) of the integral equation.

60. y(x) +
∫∫ b

a

y(x – t)f
(
t, y(t)

)
dt = A cos λx.

A solution:
y(x) = p sinλx + q cosλx,

where p and q are roots of the following system of algebraic (or transcendental) equations:

p +
∫ b

a

(p cosλt + q sinλt)f
(
t, p sinλt + q cosλt

)
dt = 0,

q +
∫ b

a

(q cosλt – p sinλt)f
(
t, p sinλt + q cosλt

)
dt = A.

61. y(x) +
∫∫ b

a

y(x – t)f
(
t, y(t)

)
dt = eµx(A sin λx + B cos λx).

A solution:
y(x) = eµx(p sinλx + q cosλx), (1)

where p and q are roots of the following system of algebraic (or transcendental) equations:

p +
∫ b

a

(p cosλt + q sinλt)e–µtf
(
t, peµt sinλt + qeµt cosλt

)
dt = A,

q +
∫ b

a

(q cosλt – p sinλt)e–µtf
(
t, peµt sinλt + qeµt cosλt

)
dt = B.

(2)

Different solutions of system (2) generate different solutions (1) of the integral equation.

62. y(x) +
∫∫ b

a

y(x – t)f
(
t, y(t)

)
dt = g(x).

1◦. For g(x) =
n∑

k=1
Ak exp(λkx), the equation has a solution of the form

y(x) =
n∑

k=1

Bk exp(λkx),

where the constantsBk are determined from the nonlinear algebraic (or transcendental) system

Bk +BkFk( %B) –Ak = 0, k = 1, . . . ,n,

%B = {B1, . . . ,Bn}, Fk( %B) =
∫ b

a

f

(
t,

n∑
m=1

Bm exp(λmt)

)
exp(–λkt) dt.

Different solutions of this system generate different solutions of the integral equation.

Page 418

© 1998 by CRC Press LLC



2◦. For a polynomial right-hand side, g(x) =
n∑

k=0
Akx

k, the equation has a solution of the

form

y(x) =
n∑

k=0

Bkx
k,

where the constants Bk can be found by the method of undetermined coefficients.

3◦. For g(x) = eλx
n∑

k=0
Akx

k, the equation has a solution of the form

y(x) = eλx
n∑

k=0

Bkx
k,

where the constants Bk can be found by the method of undetermined coefficients.

4◦. For g(x) =
n∑

k=1
Ak cos(λkx), the equation has a solution of the form

y(x) =
n∑

k=1

Bk cos(λkx) +
n∑

k=1

Ck sin(λkx),

where the constants Bk and Ck can be found by the method of undetermined coefficients.

5◦. For g(x) =
n∑

k=1
Ak sin(λkx), the equation has a solution of the form

y(x) =
n∑

k=1

Bk cos(λkx) +
n∑

k=1

Ck sin(λkx),

where the constants Bk and Ck can be found by the method of undetermined coefficients.

6◦. For g(x) = cos(λx)
n∑

k=0
Akx

k, the equation has a solution of the form

y(x) = cos(λx)
n∑

k=0

Bkx
k + sin(λx)

n∑
k=0

Ckx
k,

where the constants Bk and Ck can be found by the method of undetermined coefficients.

7◦. For g(x) = sin(λx)
n∑

k=0
Akx

k, the equation has a solution of the form

y(x) = cos(λx)
n∑

k=0

Bkx
k + sin(λx)

n∑
k=0

Ckx
k,

where the constants Bk and Ck can be found by the method of undetermined coefficients.

8◦. For g(x) = eµx
n∑

k=1
Ak cos(λkx), the equation has a solution of the form

y(x) = eµx
n∑

k=1

Bk cos(λkx) + eµx
n∑

k=1

Ck sin(λkx),

where the constants Bk and Ck can be found by the method of undetermined coefficients.
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9◦. For g(x) = eµx
n∑

k=1
Ak sin(λkx), the equation has a solution of the form

y(x) = eµx
n∑

k=1

Bk cos(λkx) + eµx
n∑

k=1

Ck sin(λkx),

where the constants Bk and Ck can be found by the method of undetermined coefficients.

10◦. For g(x) = cos(λx)
n∑

k=1
Ak exp(µkx), the equation has a solution of the form

y(x) = cos(λx)
n∑

k=1

Bk exp(µkx) + sin(λx)
n∑

k=1

Bk exp(µkx),

where the constants Bk and Ck can be found by the method of undetermined coefficients.

11◦. For g(x) = sin(λx)
n∑

k=1
Ak exp(µkx), the equation has a solution of the form

y(x) = cos(λx)
n∑

k=1

Bk exp(µkx) + sin(λx)
n∑

k=1

Bk exp(µkx),

where the constants Bk and Ck can be found by the method of undetermined coefficients.

63. y(x) +
∫∫ b

a

y(x + βt)f
(
t, y(t)

)
dt = Ax + B.

A solution:
y(x) = px + q, (1)

where p and q are roots of the following system of algebraic (or transcendental) equations:

p + p
∫ b

a

f (t, pt + q) dt –A = 0,

q +
∫ b

a

(βpt + q)f (t, pt + q) dt –B = 0.

(2)

Different solutions of system (2) generate different solutions (1) of the integral equation.

64. y(x) +
∫∫ b

a

y(x + βt)f
(
t, y(t)

)
dt = Aeλx.

Solutions:
y(x) = kne

λx,

where kn are roots of the algebraic (or transcendental) equation

k + kF (k) –A = 0, F (k) =
∫ b

a

f
(
t, keλt

)
eβλt dt.
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65. y(x) +
∫∫ b

a

y(x + βt)f
(
t, y(t)

)
dt = A sin λx + B cos λx.

A solution:
y(x) = p sinλx + q cosλx, (1)

where p and q are roots of the following system of algebraic (or transcendental) equations:

p +
∫ b

a

[
p cos(λβt) – q sin(λβt)

]
f
(
t, p sinλt + q cosλt

)
dt = A,

q +
∫ b

a

[
q cos(λβt) + p sin(λβt)

]
f
(
t, p sinλt + q cosλt

)
dt = B.

(2)

Different solutions of system (2) generate different solutions (1) of the integral equation.

66. y(x) +
∫∫ b

a

y(x + βt)f
(
t, y(t)

)
dt = g(x).

1◦. For g(x) =
n∑

k=1
Ak exp(λkx), the equation has a solution of the form

y(x) =
n∑

k=1

Bk exp(λkx),

where the constantsBk are determined from the nonlinear algebraic (or transcendental) system

Bk +BkFk( %B) –Ak = 0, k = 1, . . . ,n,

%B = {B1, . . . ,Bn}, Fk( %B) =
∫ b

a

f

(
t,

n∑
m=1

Bm exp(λmt)

)
exp(λkβt) dt.

Different solutions of this system generate different solutions of the integral equation.

2◦. For a polynomial right-hand side, g(x) =
n∑

k=0
Akx

k, the equation has a solution of the

form

y(x) =
n∑

k=0

Bkx
k,

where the constants Bk can be found by the method of undetermined coefficients.

3◦. For g(x) = eλx
n∑

k=0
Akx

k, the equation has a solution of the form

y(x) = eλx
n∑

k=0

Bkx
k,

where the constants Bk can be found by the method of undetermined coefficients.

4◦. For g(x) =
n∑

k=1
Ak cos(λkx), the equation has a solution of the form

y(x) =
n∑

k=1

Bk cos(λkx) +
n∑

k=1

Ck sin(λkx),

where the constants Bk and Ck can be found by the method of undetermined coefficients.
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5◦. For g(x) =
n∑

k=1
Ak sin(λkx), the equation has a solution of the form

y(x) =
n∑

k=1

Bk cos(λkx) +
n∑

k=1

Ck sin(λkx),

where the constants Bk and Ck can be found by the method of undetermined coefficients.

6◦. For g(x) = cos(λx)
n∑

k=0
Akx

k, the equation has a solution of the form

y(x) = cos(λx)
n∑

k=0

Bkx
k + sin(λx)

n∑
k=0

Ckx
k,

where the constants Bk and Ck can be found by the method of undetermined coefficients.

7◦. For g(x) = sin(λx)
n∑

k=0
Akx

k, the equation has a solution of the form

y(x) = cos(λx)
n∑

k=0

Bkx
k + sin(λx)

n∑
k=0

Ckx
k,

where the constants Bk and Ck can be found by the method of undetermined coefficients.

8◦. For g(x) = eµx
n∑

k=1
Ak cos(λkx), the equation has a solution of the form

y(x) = eµx
n∑

k=1

Bk cos(λkx) + eµx
n∑

k=1

Ck sin(λkx),

where the constants Bk and Ck can be found by the method of undetermined coefficients.

9◦. For g(x) = eµx
n∑

k=1
Ak sin(λkx), the equation has a solution of the form

y(x) = eµx
n∑

k=1

Bk cos(λkx) + eµx
n∑

k=1

Ck sin(λkx),

where the constants Bk and Ck can be found by the method of undetermined coefficients.

10◦. For g(x) = cos(λx)
n∑

k=1
Ak exp(µkx), the equation has a solution of the form

y(x) = cos(λx)
n∑

k=1

Bk exp(µkx) + sin(λx)
n∑

k=1

Ck exp(µkx),

where the constants Bk and Ck can be found by the method of undetermined coefficients.

11◦. For g(x) = sin(λx)
n∑

k=1
Ak exp(µkx), the equation has a solution of the form

y(x) = cos(λx)
n∑

k=1

Bk exp(µkx) + sin(λx)
n∑

k=1

Ck exp(µkx),

where the constants Bk and Ck can be found by the method of undetermined coefficients.
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67. y(x) +
∫∫ b

a

y(ξ)f
(
t, y(t)

)
dt = 0, ξ = xϕ(t).

1◦. A solution:
y(x) = kxC , (1)

where C is an arbitrary constant and the dependence k = k(C) is determined by the algebraic
(or transcendental) equation

1 +
∫ b

a

[
ϕ(t)

]C
f
(
t, ktC

)
dt = 0. (2)

Each root of equation (2) generates a solution of the integral equation which has the form (1).

2◦. The equation has solutions of the form y(x) =
n∑

m=0
Emx

m, where the constants Em can

be found by the method of undetermined coefficients.

68. y(x) +
∫∫ b

a

y(ξ)f
(
t, y(t)

)
dt = g(x), ξ = xϕ(t).

1◦. For g(x) =
n∑

k=1
Akx

k, the equation has a solution of the form

y(x) =
n∑

k=1

Bkx
k,

where Bk are roots of the algebraic (or transcendental) equations

Bk +BkFk( %B) –Ak = 0, k = 1, . . . ,n,

%B = {B1, . . . ,Bn}, Fk( %B) =
∫ b

a

[
ϕ(t)

]k
f

(
t,

n∑
m=1

Bmt
m

)
dt.

Different roots generate different solutions of the integral equation.

2◦. For solutions with some other functions g(x), see items 2◦–5◦ of equation 6.8.53.

69. y(x) +
∫∫ b

a

y(ξ)f
(
t, y(t)

)
dt = 0, ξ = x + ϕ(t).

1◦. A solution:
y(x) = keCx, (1)

where C is an arbitrary constant and the dependence k = k(C) is determined by the algebraic
(or transcendental) equation

1 +
∫ b

a

eCϕ(t)f
(
t, keCt

)
dt = 0. (2)

Each root of equation (2) generates a solution of the integral equation which has the form (1).

2◦. The equation has a solution of the form y(x) =
n∑

m=0
Emx

m, where the constants Em can

be found by the method of undetermined coefficients.
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70. y(x) +
∫∫ b

a

y(ξ)f
(
t, y(t)

)
dt = g(x), ξ = x + ϕ(t).

1◦. For g(x) =
n∑

k=1
Ak exp(λkx) the equation has a solution of the form

y(x) =
n∑

k=1

Bk exp(λkx),

where the constantsBk are determined from the nonlinear algebraic (or transcendental) system

Bk +BkFk( %B) –Ak = 0, k = 1, . . . ,n,

%B = {B1, . . . ,Bn}, Fk( %B) =
∫ b

a

f

(
t,

n∑
m=1

Bm exp(λmt)

)
exp

[
λkϕ(t)

]
dt.

2◦. Solutions for some other functions g(x) can be found in items 2◦–11◦ of equation 6.8.66.
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Part II

Methods for Solving
Integral Equations
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Chapter 7

Main Definitions and Formulas.
Integral Transforms

7.1. Some Definitions, Remarks, and Formulas

7.1-1. Some Definitions

A function f (x) is said to be square integrable on an interval [a, b] if f 2(x) is integrable on [a, b].
The set of all square integrable functions is denoted by L2(a, b) or, briefly, L2.* Likewise, the set of
all integrable functions on [a, b] is denoted by L1(a, b) or, briefly, L1.

Let us list the main properties of functions from L2.

1◦. The sum of two square integrable functions is a square integrable function.

2◦. The product of a square integrable function by a constant is a square integrable function.

3◦. The product of two square integrable functions is an integrable function.

4◦. If f (x) ∈ L2 and g(x) ∈ L2, then the following Cauchy–Schwarz–Bunyakovsky inequality
holds:

(f , g)2 ≤ ‖f‖2‖g‖2,

(f , g) =
∫ b

a

f (x)g(x) dx, ‖f‖2 = (f , f ) =
∫ b

a

f 2(x) dx.

The number (f , g) is called the inner product of the functions f (x) and g(x) and the number ‖f‖ is
called the L2-norm of f (x).

5◦. For f (x) ∈ L2 and g(x) ∈ L2, the following triangle inequality holds:

‖f + g‖ ≤ ‖f‖ + ‖g‖.

6◦. Let functions f (x) and f1(x), f2(x), . . . , fn(x), . . . be square integrable on an interval [a, b]. If

lim
n→∞

∫ b

a

[
fn(x) – f (x)

]2
dx = 0,

then the sequence f1(x), f2(x), . . . is said to be mean-square convergent to f (x).
Note that if a sequence of functions {fn(x)} fromL2 converges uniformly to f (x), then f (x)∈L2

and {fn(x)} is mean-square convergent to f (x).

* In the most general case the integral is understood as the Lebesgue integral of measurable functions. As usual, two equivalent
functions (i.e., equal everywhere, or distinct on a negligible set (of zero measure)) are regarded as one and the same element
of L2.
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The notion of an integrable function of several variables is similar. For instance, a function f (x, t)
is said to be square integrable in a domain S = {a ≤ x ≤ b, a ≤ t ≤ b} if f (x) is measurable and

‖f‖2 ≡
∫ b

a

∫ b

a

f 2(x, t) dx dt < ∞.

Here ‖f‖ denotes the norm of the function f (x, t), as above.

7.1-2. The Structure of Solutions to Linear Integral Equations

A linear integral equation with variable integration limit has the form

βy(x) +
∫ x

a

K(x, t)y(t) dt = f (x), (1)

where y(x) is the unknown function.
A linear integral equation with constant integration limits has the form

βy(x) +
∫ b

a

K(x, t)y(t) dt = f (x). (2)

For β = 0, Eqs. (1) and (2) are called linear integral equations of the first kind, and for β ≠ 0,
linear integral equations of the second kind.*

Equations of the form (1) and (2) with specific conditions imposed on the kernels and the
right-hand sides form various classes of integral equations (Volterra equations, Fredholm equations,
convolution equations, etc.), which are considered in detail in Chapters 8–12.

For brevity, we shall sometimes represent the linear equations (1) and (2) in the operator form

L [y] = f (x). (3)

A linear operator L possesses the properties

L [y1 + y2] = L [y1] + L [y2],

L [σy] = σL [y], σ = const .

A linear equation is called homogeneous if f (x) ≡ 0 and nonhomogeneous otherwise.
An arbitrary homogeneous linear integral equation has the trivial solution y ≡ 0.
If y1 = y1(x) and y2 = y2(x) are particular solutions of a linear homogeneous integral equation,

then the linear combination C1y1 + C2y2 with arbitrary constants C1 and C2 is also a solution (in
physical problems, this property is called the linear superposition principle).

The general solution of a linear nonhomogeneous integral equation (3) is the sum of the general
solution Y = Y (x) of the corresponding homogeneous equation L [Y ] = 0 and an arbitrary particular
solution ȳ = ȳ(x) of the nonhomogeneous equation L [ȳ] = f (x), that is,

y = Y + ȳ. (4)

If the homogeneous integral equation has only the trivial solution Y ≡ 0, then the solution of the
corresponding nonhomogeneous equation is unique (if it exists).

Let ȳ1 and ȳ2 be solutions of nonhomogeneous linear integral equations with the same left-hand
sides and different right-hand sides, L [ȳ1] = f1(x) and L [ȳ2] = f2(x). Then the function ȳ = ȳ1 + ȳ2

is a solution of the equation L [ȳ] = f1(x) + f2(x).
The transformation

x = g(z), t = g(τ ), y(x) = ϕ(z)w(z) + ψ(z), (5)

where g(z), ϕ(z), and ψ(z) are arbitrary continuous functions (g′z ≠ 0), reduces Eqs. (1) and (2) to
linear equations of the same form for the unknown function w = w(z). Such transformations are
frequently used for constructing exact solutions of linear integral equations.

* In Chapters 1–4, which deal with equations with variable and constant limits of integration, we sometimes consider
more general equations in which the integrand contains the unknown function y(z), where z = z(x, t), instead of y(t).
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7.1-3. Integral Transforms

Integral transforms have the form

f̃ (λ) =
∫ b

a

ϕ(x,λ)f (x) dx.

The function f̃ (λ) is called the transform of the function f (x) and ϕ(x,λ) is called the kernel of
the integral transform. The function f (x) is called the inverse transform of f̃ (λ). The limits of
integration a and b are real numbers (usually, a = 0, b = ∞ or a = –∞, b = ∞).

In Subsections 7.2–7.6, the most popular (Laplace, Mellin, Fourier, etc.) integral transforms,
applied in this book to the solution of specific integral equations, are described. These subsections
also describe the corresponding inversion formulas, which have the form

f (x) =
∫
L
ψ(x,λ)f̃ (λ) dλ

and make it possible to recover f (x) if f̃ (λ) is given. The integration path L can lie either on the
real axis or in the complex plane.

Integral transforms are used in the solution of various differential and integral equations. Figure 1
outlines the overall scheme of solving some special classes of linear integral equations by means
of integral transforms (by applying appropriate integral transforms to this sort of integral equations,
one obtains first-order linear algebraic equations for f̃ (λ)).

In many cases, to calculate definite integrals, in particular, to find the inverse Laplace, Mellin,
and Fourier transforms, methods of the theory of functions of a complex variable can be applied,
including the residue theorem and the Jordan lemma, which are presented below in Subsections 7.1-4
and 7.1-5.

7.1-4. Residues. Calculation Formulas

The residue of a function f (z) holomorphic in a deleted neighborhood of a point z = a (thus, a is an
isolated singularity of f ) of the complex plane z is the number

res
z=a
f (z) =

1
2πi

∫
cε

f (z) dz, i2 = –1,

where cε is a circle of sufficiently small radius ε described by the equation |z – a| = ε.
If the point z = a is a pole of order n* of the function f (z), then we have

res
z=a
f (z) =

1
(n – 1)!

lim
z→a

dn–1

dxn–1

[
(z – a)nf (z)

]
.

For a simple pole, which corresponds to n = 1, this implies

res
z=a
f (z) = lim

z→a

[
(z – a)f (z)

]
.

If f (z) =
ϕ(z)
ψ(z)

, where ϕ(a) ≠ 0 and ψ(z) has a simple zero at the point z = a, i.e., ψ(a) = 0 and

ψ′
z(a) ≠ 0, then

res
z=a
f (z) =

ϕ(a)
ψ′

z(a)
.

* In a neighborhood of this point we have f (z) ≈ const (z – a)–n.
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Fig. 1. Principal scheme of applying integral transforms for solving integral equations

7.1-5. The Jordan Lemma

If a function f (z) is continuous in the domain |z| ≥ R0, Im z ≥ α, where α is a chosen real number,
and if lim

z→∞
f (z) = 0, then

lim
R→∞

∫
CR

eiλzf (z) dz = 0

for any λ > 0, where CR is the arc of the circle |z| = R that lies in this domain.

©• References for Section 7.1: A. G. Sveshnikov and A. N. Tikhonov (1970), M. L. Krasnov, A. I. Kiselev, and
G. I. Makarenko (1971).

7.2. The Laplace Transform

7.2-1. Definition. The Inversion Formula

The Laplace transform of an arbitrary (complex-valued) function f (x) of a real variable x (x ≥ 0) is
defined by

f̃ (p) =
∫ ∞

0
e–pxf (x) dx, (1)

where p = s + iσ is a complex variable.
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The Laplace transform exists for any continuous or piecewise-continuous function satisfying the
condition |f (x)| <Meσ0x with someM > 0 and σ0 ≥ 0. In the following, σ0 often means the greatest
lower bound of the possible values of σ0 in this estimate; this value is called the growth exponent of
the function f (x).

For any f (x), the transform f̃ (p) is defined in the half-plane Re p > σ0 and is analytic there.
For brevity, we shall write formula (1) as follows:

f̃ (p) = L
{
f (x)

}
, or f̃ (p) = L

{
f (x), p

}
.

Given the transform f̃ (p), the function can be found by means of the inverse Laplace transform

f (x) =
1

2πi

∫ c+i∞

c–i∞
f̃ (p)epx dp, i2 = –1, (2)

where the integration path is parallel to the imaginary axis and lies to the right of all singularities
of f̃ (p), which corresponds to c > σ0.

The integral in (2) is understood in the sense of the Cauchy principal value:

∫ c+i∞

c–i∞
f̃ (p)epx dp = lim

ω→∞

∫ c+iω

c–iω

f̃ (p)epx dp.

In the domain x < 0, formula (2) gives f (x) ≡ 0.
Formula (2) holds for continuous functions. If f (x) has a (finite) jump discontinuity at a point

x = x0 > 0, then the left-hand side of (2) is equal to 1
2 [f (x0 – 0) + f (x0 + 0)] at this point (for x0 = 0,

the first term in the square brackets must be omitted).
For brevity, we write the Laplace inversion formula (2) as follows:

f (x) = L
–1{f̃ (p)

}
, or f (x) = L

–1{f̃ (p), x
}

.

7.2-2. The Inverse Transforms of Rational Functions

Consider the important case in which the transform is a rational function of the form

f̃ (p) =
R(p)
Q(p)

, (3)

whereQ(p) and R(p) are polynomials in the variable p and the degree ofQ(p) exceeds that of R(p).
Assume that the zeros of the denominator are simple, i.e.,

Q(p) ≡ const (p – λ1)(p – λ2) . . . (p – λn).

Then the inverse transform can be determined by the formula

f (x) =
n∑

k=1

R(λk)
Q′(λk)

exp(λkx), (4)

where the primes denote the derivatives.
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If Q(p) has multiple zeros, i.e.,

Q(p) ≡ const (p – λ1)s1 (p – λ2)s2 . . . (p – λm)sm ,

then

f (x) =
m∑

k=1

1
(sk – 1)!

lim
p→sk

dsk–1

dpsk–1

[
(p – λk)sk f̃ (p)epx

]
.

7.2-3. The Convolution Theorem for the Laplace Transform

The convolution of two functions f (x) and g(x) is defined as the integral
∫ x

0
f (t)g(x – t) dt, and is

usually denoted by f (x) ∗ g(x). The convolution theorem states that

L
{
f (x) ∗ g(x)

}
= L

{
f (x)

}
L

{
g(x)

}
,

and is frequently applied to solve Volterra equations with kernels depending on the difference of the
arguments.

7.2-4. Limit Theorems

Let 0 ≤ x < ∞ and f̃ (p) = L
{
f (x)

}
be the Laplace transform of f (x). If a limit of f (x) as x→ 0

exists, then
lim
x→0
f (x) = lim

p→∞

[
pf̃ (p)

]
.

If a limit of f (x) as x→ ∞ exists, then

lim
x→∞

f (x) = lim
p→0

[
pf̃ (p)

]
.

7.2-5. Main Properties of the Laplace Transform

The main properties of the correspondence between functions and their Laplace transforms are
gathered in Table 1.

There are tables of direct and inverse Laplace transforms (see Supplements 4 and 5), which are
handy in solving linear integral and differential equations.

7.2-6. The Post–Widder Formula

In applications, one can find f (x) if the Laplace transform f̃ (t) on the real semiaxis is known for
t = p ≥ 0. To this end, one uses the Post–Widder formula

f (x) = lim
n→∞

[
(–1)n

n!

(n
x

)n+1
f̃ (n)

t

(n
x

)]
. (5)

Approximate inversion formulas are obtained by taking sufficiently large positive integer n in (5)
instead of passing to the limit.

©• References for Section 7.2: G. Doetsch (1950, 1956, 1958), H. Bateman and A. Erdélyi (1954), I. I. Hirschman and
D. V. Widder (1955), V. A. Ditkin and A. P. Prudnikov (1965), J. W. Miles (1971), B. Davis (1978), Yu. A. Brychkov and
A. P. Prudnikov (1989), W. H. Beyer (1991).

Page 432

© 1998 by CRC Press LLC



TABLE 1
Main properties of the Laplace transform

No Function Laplace Transform Operation

1 af1(x) + bf2(x) af̃1(p) + bf̃2(p) Linearity

2 f (x/a), a > 0 af̃ (ap) Scaling

3
f (x – a),

f (ξ) ≡ 0 for ξ < 0 e–apf̃ (p) Shift of the argument

4 xnf (x); n = 1, 2, . . . (–1)nf̃ (n)
p (p) Differentiation

of the transform

5
1
x
f (x)

∫ ∞

p
f̃ (q) dq Integration

of the transform

6 eaxf (x) f̃ (p – a)
Shift in

the complex plane

7 f ′x(x) pf̃ (p) – f (+0) Differentiation

8 f (n)
x (x) pnf̃ (p) –

n∑
k=1
pn–kf (k–1)

x (+0) Differentiation

9 xmf (n)
x (x), m ≥ n

(
–
d

dp

)m[
pnf̃ (p)

]
Differentiation

10
dn

dxn

[
xmf (x)

]
, m ≥ n (–1)mpn

dm

dpm
f̃ (p) Differentiation

11
∫ x

0
f (t) dt

f̃ (p)
p

Integration

12
∫ x

0
f1(t)f2(x – t) dt f̃1(p)f̃2(p) Convolution

7.3. The Mellin Transform
7.3-1. Definition. The Inversion Formula

Suppose that a function f (x) is defined for positive x and satisfies the conditions∫ 1

0
|f (x)|xσ1–1 dx < ∞,

∫ ∞

1
|f (x)|xσ2–1 dx < ∞

for some real numbers σ1 and σ2, σ1 < σ2.
The Mellin transform of f (x) is defined by

f̂ (s) =
∫ ∞

0
f (x)xs–1 dx, (1)

where s = σ + iτ is a complex variable (σ1 < σ < σ2).
For brevity, we rewrite formula (1) as follows:

f̂ (s) = M{f (x)}, or f̂ (s) = M{f (x), s}.

Given f̂ (s), the function can be found by means of the inverse Mellin transform

f (x) =
1

2πi

∫ σ+i∞

σ–i∞
f̂ (s)x–s ds, (σ1 < σ < σ2) (2)
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where the integration path is parallel to the imaginary axis of the complex plane s and the integral
is understood in the sense of the Cauchy principal value.

Formula (2) holds for continuous functions. If f (x) has a (finite) jump discontinuity at a point
x = x0 > 0, then the left-hand side of (2) is equal to 1

2

[
f (x0 – 0) + f (x0 + 0)

]
at this point (for x0 = 0,

the first term in the square brackets must be omitted).
For brevity, we rewrite formula (2) in the form

f (x) = M
–1{f̂ (s)}, or f (x) = M

–1{f̂ (s), x}.

7.3-2. Main Properties of the Mellin Transform

The main properties of the correspondence between the functions and their Mellin transforms are
gathered in Table 2.

TABLE 2
Main properties of the Mellin transform

No Function Mellin Transform Operation

1 af1(x) + bf2(x) af̂1(s) + bf̂2(s) Linearity

2 f (ax), a > 0 a–s f̂ (s) Scaling

3 xaf (x) f̂ (s + a)
Shift of the argument

of the transform

4 f (x2) 1
2 f̂

(
1
2 s

)
Squared argument

5 f (1/x) f̂ (–s)
Inversion

of the argument
of the transform

6 xλf
(
axβ

)
, a > 0,β ≠ 0

1
β
a

– s+λ
β f̂

( s + λ
β

) Power law
transform

7 f ′x(x) –(s – 1)f̂ (s – 1) Differentiation

8 xf ′x(x) –sf̂ (s) Differentiation

9 f (n)
x (x) (–1)n

Γ(s)
Γ(s – n)

f̂ (s – n) Multiple
differentiation

10
(
x
d

dx

)n

f (x) (–1)nsnf̂ (s)
Multiple

differentiation

11 xα

∫ ∞

0
tβf1(xt)f2(t) dt f̂1(s + α)f̂2(1 – s – α + β) Complicated integration

12 xα

∫ ∞

0
tβf1

( x
t

)
f2(t) dt f̂1(s + α)f̂2(s + α + β + 1) Complicated integration

7.3-3. The Relation Among the Mellin, Laplace, and Fourier Transforms

There are tables of direct and inverse Mellin transforms (see Supplements 8 and 9), which are useful
in solving specific integral and differential equations. The Mellin transform is related to the Laplace
and Fourier transforms as follows:

M{f (x), s} = L{f (ex), –s} + L{f (e–x), s} = F{f (ex), is},

which makes it possible to apply much more common tables of direct and inverse Laplace and
Fourier transforms.

©• References for Section 7.3: V. A. Ditkin and A. P. Prudnikov (1965), Yu. A. Brychkov and A. P. Prudnikov (1989).
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7.4. The Fourier Transform
7.4-1. Definition. The Inversion Formula

The Fourier transform is defined as follows:

f̃ (u) =
1√
2π

∫ ∞

–∞
f (x)e–iux dx. (1)

For brevity, we rewrite formula (1) as follows:

f̃ (u) = F{f (x)}, or f̃ (u) = F{f (x),u}.

Given f̃ (u), the function f (x) can be found by means of the inverse Fourier transform

f (x) =
1√
2π

∫ ∞

–∞
f̃ (u)eiux du. (2)

Formula (2) holds for continuous functions. If f (x) has a (finite) jump discontinuity at a point
x = x0, then the left-hand side of (2) is equal to 1

2

[
f (x0 – 0) + f (x0 + 0)

]
at this point.

For brevity, we rewrite formula (2) as follows:

f (x) = F
–1{f̃ (u)}, or f (x) = F

–1{f̃ (u), x}.

7.4-2. An Asymmetric Form of the Transform

Sometimes it is more convenient to define the Fourier transform by

f̌ (u) =
∫ ∞

–∞
f (x)e–iux dx. (3)

For brevity, we rewrite formula (3) as follows: f̌ (u) = F{f (x)} or f̌ (u) = F{f (x),u}.
In this case, the Fourier inversion formula reads

f (x) =
1

2π

∫ ∞

–∞
f̌ (u)eiux du, (4)

and we use the following symbolic notation for relation (4): f (x) = F–1{f̌ (u)}, or f (x) =
F–1{f̌ (u), x}.

7.4-3. The Alternative Fourier Transform

Sometimes, for instance, in the theory of boundary value problems, the alternative Fourier transform
is used (and called merely the Fourier transform) in the form

F(u) =
1√
2π

∫ ∞

–∞
f (x)eiux dx. (5)

For brevity, we rewrite formula (5) as follows:

F(u) = F{f (x)}, or F(u) = F{f (x),u}.
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For given F(u), the function f (x) can be found by means of the inverse transform

f (x) =
1√
2π

∫ ∞

–∞
F(u)e–iux du. (6)

For brevity, we rewrite formula (6) as follows:

f (x) = F–1{F(u)}, or f (x) = F–1{F(u), x}.

The function F(u) is also called the Fourier integral of f (x).
We can introduce an asymmetric form for the alternative Fourier transform similarly to that of

the Fourier transform:

F̌(u) =
∫ ∞

–∞
f (x)eiux dx, f (x) =

1
2π

∫ ∞

–∞
F̌(u)e–iux du, (7)

where the direct and the inverse transforms (7) are briefly denoted by F̌(u) = F̌
{
f (x)

}
and f (x) =

F̌–1
{
F̌(u)

}
, or by F̌(u) = F̌

{
f (x), u

}
and f (x) = F̌–1

{
F̌(u)x

}
.

7.4-4. The Convolution Theorem for the Fourier Transform

The convolution of two functions f (x) and g(x) is defined as

f (x) ∗ g(x) ≡
1√
2π

∫ ∞

–∞
f (x – t)g(t) dt.

By performing substitution x – t = u, we see that the convolution is symmetric with respect to the
convolved functions: f (x) ∗ g(x) = g(x) ∗ f (x).

The convolution theorem states that

F
{
f (x) ∗ g(x)

}
= F

{
f (x)

}
F

{
g(x)

}
. (8)

For the alternative Fourier transform, the convolution theorem reads

F
{
f (x) ∗ g(x)

}
= F

{
f (x)

}
F
{
g(x)

}
. (9)

Formulas (8) and (9) will be used in Chapters 10 and 11 for solving linear integral equations
with difference kernel.

©• References for Section 7.4: V. A. Ditkin and A. P. Prudnikov (1965), J. W. Miles (1971), B. Davis (1978), Yu. A. Brychkov
and A. P. Prudnikov (1989), W. H. Beyer (1991).

7.5. The Fourier Sine and Cosine Transforms

7.5-1. The Fourier Cosine Transform

Let a function f (x) be integrable on the semiaxis 0 ≤ x < ∞. The Fourier cosine transform is defined
by

f̃c(u) =

√
2
π

∫ ∞

0
f (x) cos(xu) dx, 0 < u < ∞. (1)
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For given f̃c(u), the function can be found by means of the Fourier cosine inversion formula

f (x) =

√
2
π

∫ ∞

0
f̃c(u) cos(xu) du, 0 < x < ∞. (2)

The Fourier cosine transform (1) is denoted for brevity by f̃c(u) = Fc

{
f (x)

}
. It follows from

formula (2) that the Fourier cosine transform has the property F
2
c = 1. There are tables of the

Fourier cosine transform (see Supplement 7) which prove useful in the solution of specific integral
equations.

Sometimes the asymmetric form of the Fourier cosine transform is applied, which is given by
the pair of formulas

f̌c(u) =
∫ ∞

0
f (x) cos(xu) dx, f (x) =

2
π

∫ ∞

0
f̌c(u) cos(xu) du. (3)

The direct and inverse Fourier cosine transforms (3) are denoted by f̌c(u) = Fc
{
f (x)

}
and f (x) =

F–1
c

{
f̌c(u)

}
, respectively.

7.5-2. The Fourier Sine Transform

Let a function f (x) be integrable on the semiaxis 0 ≤ x < ∞. The Fourier sine transform is defined
by

f̃s(u) =

√
2
π

∫ ∞

0
f (x) sin(xu) dx, 0 < u < ∞. (4)

For given f̃s(u), the function f (x) can be found by means of the inverse Fourier sine transform

f (x) =

√
2
π

∫ ∞

0
f̃s(u) sin(xu) du, 0 < x < ∞. (5)

The Fourier sine transform (4) is briefly denoted by f̃s(u)=Fs

{
f (x)

}
. It follows from formula (5)

that the Fourier sine transform has the property F
2
s = 1. There are tables of the Fourier sine transform

(see Supplement 6), which are useful in solving specific integral equations.
Sometimes it is more convenient to apply the asymmetric form of the Fourier sine transform

defined by the following two formulas:

f̌s(u) =
∫ ∞

0
f (x) sin(xu) dx, f (x) =

2
π

∫ ∞

0
f̌s(u) sin(xu) du. (6)

The direct and inverse Fourier sine transforms (6) are denoted by f̌s(u) = Fs
{
f (x)

}
and f (x) =

F–1
s

{
f̌s(u)

}
, respectively.

©• References for Section 7.5: V. A. Ditkin and A. P. Prudnikov (1965), J. W. Miles (1971), Yu. A. Brychkov and
A. P. Prudnikov (1989), W. H. Beyer (1991).

7.6. Other Integral Transforms

7.6-1. The Hankel Transform

The Hankel transform is defined as follows:

f̃ν(u) =
∫ ∞

0
xJν(ux)f (x) dx, 0 < u < ∞, (1)

where ν > – 1
2 and Jν(x) is the Bessel function of the first kind of order ν (see Supplement 10).
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For given f̃ν(u), the function f (x) can be found by means of the Hankel inversion formula

f (x) =
∫ ∞

0
uJν(ux)f̃ν(u) du, 0 < x < ∞. (2)

Note that if f (x) = O(xα) as x→ 0, where α + ν + 2 > 0, and f (x) = O(xβ) as x→ ∞, where
β + 3

2 < 0, then the integral (1) is convergent.
The inversion formula (2) holds for continuous functions. If f (x) has a (finite) jump discontinuity

at a point x = x0, then the left-hand side of (2) is equal to 1
2 [f (x0 – 0) + f (x0 + 0)] at this point.

For brevity, we denote the Hankel transform (1) by f̃ν(u) = Hν

{
f (x)

}
. It follows from

formula (2) that the Hankel transform has the property H
2
ν = 1.

7.6-2. The Meijer Transform

The Meijer transform is defined as follows:

f̂µ(s) =

√
2
π

∫ ∞

0

√
sxKµ(sx)f (x) dx, 0 < s < ∞, (3)

whereKµ(x) is the modified Bessel function of the second kind (the Macdonald function) of order µ
(see Supplement 10).

For given f̃µ(s), the function f (x) can be found by means of the Meijer inversion formula

f (x) =
1

i
√

2π

∫ c+i∞

c–i∞

√
sx Iµ(sx)f̂µ(s) ds, 0 < x < ∞, (4)

where Iµ(x) is the modified Bessel function of the first kind of order µ (see Supplement 10). For
the Meijer transform, a convolution is defined and an operational calculus is developed.

7.6-3. The Kontorovich–Lebedev Transform and Other Transforms

The Kontorovich–Lebedev transform is introduced as follows:

F (τ ) =
∫ ∞

0
Kiτ (x)f (x) dx, 0 < τ < ∞, (5)

whereKµ(x) is the modified Bessel function of the second kind (the Macdonald function) of order µ
(see Supplement 10) and i =

√
–1.

For given F (τ ), the function can be found by means of the Kontorovich–Lebedev inversion
formula

f (x) =
2
π2x

∫ ∞

0
τ sinh(πτ )Kiτ (x)F (τ ) dτ , 0 < x < ∞. (6)

There are also other integral transforms, of which the most important are listed in Table 3 (for the
constraints imposed on the functions and parameters occurring in the integrand, see the references
given at the end of this section).
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TABLE 3
Main integral transforms

Integral
Transform

Definition Inversion Formula

Laplace
transform

f̃ (p)=
∫ ∞

0
e–pxf (x) dx f (x)=

1

2πi

∫ c+i∞

c–i∞
epxf̃ (p) dp

Two-sided
Laplace
transform

f̃∗(p)=
∫ ∞

–∞
e–pxf (x) dx f (x)=

1

2πi

∫ c+i∞

c–i∞
epxf̃∗(p) dp

Fourier
transform

f̃ (u)=
1√
2π

∫ ∞

–∞
e–iuxf (x) dx f (x)=

1√
2π

∫ ∞

–∞
eiuxf̃ (u) du

Fourier sine
transform f̃s(u)=

√
2

π

∫ ∞

0
sin(xu)f (x) dx f (x)=

√
2

π

∫ ∞

0
sin(xu)f̃s(u) du

Fourier cosine
transform f̃c(u)=

√
2

π

∫ ∞

0
cos(xu)f (x) dx f (x)=

√
2

π

∫ ∞

0
cos(xu)f̃c(u) du

Hartley
transform

f̃h(u)=
1√
2π

∫ ∞

–∞
(cos xu + sin xu)f (x) dx f (x)=

1√
2π

∫ ∞

–∞
(cos xu + sin xu)f̃h(u) du

Mellin
transform

f̂ (s)=
∫ ∞

0
xs–1f (x) dx f (x)=

1

2πi

∫ c+i∞

c–i∞
x–sf̂ (s) ds

Hankel
transform

f̂ν(w)=
∫ ∞

0
xJν(xw)f (x) dx f (x)=

∫ ∞

0
wJν(xw)f̂ν(w) dw

Y -transform Fν(u)=
∫ ∞

0

√
ux Yν(ux)f (x) dx f (x)=

∫ ∞

0

√
ux Hν(ux)Fν(u) du

Meijer
transform
(K-transform)

f̂ (s)=

√
2

π

∫ ∞

0

√
sx Kν(sx)f (x) dx f (x)=

1

i
√

2π

∫ c+i∞

c–i∞

√
sx Iν(sx)f̂ (s) ds

Bochner
transform

f̃ (r)=
∫ ∞

0
Jn/2–1(2πxr)G(x, r)f (x) dx,

G(x, r)=2πr(x/r)n/2, n=1, 2, . . .
f (x)=

∫ ∞

0
Jn/2–1(2πrx)G(r, x)f̃ (r) dr

Weber
transform

Fa(u)=
∫ ∞

a
Wν(xu, au)xf (x) dx,

Wν(β, µ)≡Jν(β)Yν(µ) – Jν(µ)Yν(β)
f (x)=

∫ ∞

0

Wν(xu, au)

J2
ν(au) + Y 2

ν (au)
uFa(u) du

Kontorovich–
Lebedev
transform

F (τ )=
∫ ∞

0
Kiτ(x)f (x) dx f (x)=

2

π2x

∫ ∞

0
τ sinh(πτ )Kiτ(x)F (τ ) dτ

Meler–Fock
transform

F̃ (τ )=
∫ ∞

1
P– 1

2 +iτ(x)f (x) dx f (x)=
∫ ∞

0
τ tanh(πτ )P– 1

2 +iτ(x)F̃ (τ ) dτ

Hilbert
transform*

F̂ (s)=
1

π

∫ ∞

–∞

f (x)

x – s
dx f (x)=–

1

π

∫ ∞

–∞

F̂ (s)

s – x
ds

Notation: i=
√

–1, Jµ(x) and Yµ(x) are the Bessel functions of the first and the second kind, respectively,
Iµ(x) and Kµ(x) are the modified Bessel functions of the first and the second kind, respectively, Pµ(x) is the Leg-

endre spherical function of the second kind, and Hµ(x) is the Struve function, Hµ(x)=
∞∑
j=0

(–1)j(x/2)µ+2j+1

Γ
(
j + 3

2

)
Γ
(
µ + j + 3

2

) .

* REMARK. In the direct and inverse Hilbert transforms, the integrals are understood in the sense of the Cauchy principal
value.

©• References for Section 7.6: H. Bateman and A. Erdélyi (1954), V. A. Ditkin and A. P. Prudnikov (1965), J. W. Miles
(1971), B. Davis (1978), D. Zwillinger (1989), Yu. A. Brychkov and A. P. Prudnikov (1989), W. H. Beyer (1991).
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Chapter 8

Methods for Solving Linear Equations
of the Form

∫∫ x

a
K(x, t)y(t) dt = f (x)

8.1. Volterra Equations of the First Kind
8.1-1. Equations of the First Kind. Function and Kernel Classes

In this chapter we present methods for solving Volterra linear equations of the first kind. These
equations have the form ∫ x

a

K(x, t)y(t) dt = f (x), (1)

where y(x) is the unknown function (a ≤ x ≤ b), K(x, t) is the kernel of the integral equation, and
f (x) is a given function, the right-hand side of Eq. (1). The functions y(x) and f (x) are usually
assumed to be continuous or square integrable on [a, b]. The kernel K(x, t) is usually assumed
either to be continuous on the square S = {a ≤ x ≤ b, a ≤ t ≤ b} or to satisfy the condition

∫ b

a

∫ b

a

K2(x, t) dx dt = B2 < ∞, (2)

where B is a constant, that is, to be square integrable on this square. It is assumed in (2) that
K(x, t) ≡ 0 for t > x.

The kernel K(x, t) is said to be degenerate if it can be represented in the form K(x, t) =
g1(x)h1(t) + · · · + gn(x)hn(t).

The kernel K(x, t) of an integral equation is called difference kernel if it depends only on the
difference of the arguments, K(x, t) = K(x – t).

Polar kernels

K(x, t) =
L(x, t)
(x – t)β

+M (x, t), 0 < β < 1, (3)

and logarithmic kernels (kernels with logarithmic singularity)

K(x, t) = L(x, t) ln(x – t) +M (x, t), (4)

where L(x, t) and M (x, t) are continuous on S and L(x,x) /≡ 0, are often considered as well.
Polar and logarithmic kernels form a class of kernels with weak singularity. Equations containing

such kernels are called equations with weak singularity.
The following generalized Abel equation is a special case of Eq. (1) with the kernel of the

form (3): ∫ x

a

y(t)
(x – t)β

dt = f (x), 0 < β < 1.

In case the functionsK(x, t) and f (x) are continuous, the right-hand side of Eq. (1) must satisfy
the following conditions:
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1◦. If K(a, a) ≠ 0, then f (x) must be constrained by f (a) = 0.

2◦. If K(a, a) = K ′
x(a, a) = · · · = K (n–1)

x (a, a) = 0, 0 <
∣∣K (n)

x (a, a)
∣∣ < ∞, then the right-hand side

of the equation must satisfy the conditions

f (a) = f ′x(a) = · · · = f (n)
x (a) = 0.

3◦. If K(a, a) = K ′
x(a, a) = · · · = K (n–1)

x (a, a) = 0, K (n)
x (a, a) = ∞, then the right-hand side of the

equation must satisfy the conditions

f (a) = f ′x(a) = · · · = f (n–1)
x (a) = 0.

For polar kernels of the form (4) and continuous f (x), no additional conditions are imposed on
the right-hand side of the integral equation.

Remark 1. Generally, the case in which the integration limit a is infinite is not excluded.

8.1-2. Existence and Uniqueness of a Solution

Assume that in Eq. (1) the functions f (x) and K(x, t) are continuous together with their first
derivatives on [a, b] and on S, respectively. IfK(x,x) ≠ 0 (x ∈ [a, b]) and f (a) = 0, then there exists
a unique continuous solution y(x) of Eq. (1).

Remark 2. The problem of existence and uniqueness of a solution to a Volterra equation of
the first kind is closely related to conditions under which this equation can be reduced to Volterra
equations of the second kind (see Section 8.3).

Remark 3. A Volterra equation of the first kind can be treated as a Fredholm equation of the
first kind whose kernel K(x, t) vanishes for t > x (see Chapter 10).

©• References for Section 8.1: E. Goursat (1923), H. M. Müntz (1934), F. G. Tricomi (1957), V. Volterra (1959),
S. G. Mikhlin (1960), M. L. Krasnov, A. I. Kiselev, and G. I. Makarenko (1971), J. A. Cochran (1972), C. Corduneanu (1973),
V. I. Smirnov (1974), P. P. Zabreyko, A. I. Koshelev, et al. (1975), A. J. Jerry (1985), A. F. Verlan’ and V. S. Sizikov (1986).

8.2. Equations With Degenerate Kernel:
K(x, t) = g1(x)h1(t) + · · · + gn(x)hn(t)

8.2-1. Equations With Kernel of the Form K(x, t) = g1(x)h1(t) + g2(x)h2(t)

Any equation of this type can be rewritten in the form

g1(x)
∫ x

a

h1(t)y(t) dt + g2(x)
∫ x

a

h2(t)y(t) dt = f (x). (1)

It is assumed that g1(x) ≠ const g2(x), h1(t) ≠ const h2(t), 0 < g2
1(a) + g2

2(a) < ∞, and f (a) = 0.
The change of variables

u(x) =
∫ x

a

h1(t)y(t) dt (2)

followed by the integration by parts in the second integral in (1) with regard to the relation u(a) = 0
yields the following Volterra equation of the second kind:

[g1(x)h1(x) + g2(x)h2(x)]u(x) – g2(x)h1(x)
∫ x

a

[
h2(t)
h1(t)

]′

t

u(t) dt = h1(x)f (x). (3)
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The substitution

w(x) =
∫ x

a

[
h2(t)
h1(t)

]′

t

u(t) dt (4)

reduces Eq. (3) to the first-order linear ordinary differential equation

[g1(x)h1(x) + g2(x)h2(x)]w′
x – g2(x)h1(x)

[
h2(x)
h1(x)

]′

x

w = f (x)h1(x)

[
h2(x)
h1(x)

]′

x

. (5)

1◦. In the case g1(x)h1(x) + g2(x)h2(x) /≡ 0, the solution of equation (5) satisfying the condition
w(a) = 0 (this condition is a consequence of the substitution (4)) has the form

w(x) = Φ(x)
∫ x

a

[
h2(t)
h1(t)

]′

t

f (t)h1(t) dt
Φ(t)[g1(t)h1(t) + g2(t)h2(t)]

, (6)

Φ(x) = exp

{∫ x

a

[
h2(t)
h1(t)

]′

t

g2(t)h1(t) dt
g1(t)h1(t) + g2(t)h2(t)

}
. (7)

Let us differentiate relation (4) and substitute the function (6) into the resulting expression. After
integrating by parts with regard to the relations f (a) = 0 and w(a) = 0, for f /≡ const g2 we obtain

u(x) =
g2(x)h1(x)Φ(x)

g1(x)h1(x) + g2(x)h2(x)

∫ x

a

[
f (t)
g2(t)

]′

t

dt

Φ(t)
.

Using formula (2), we find a solution of the original equation in the form

y(x) =
1

h1(x)
d

dx

{
g2(x)h1(x)Φ(x)

g1(x)h1(x) + g2(x)h2(x)

∫ x

a

[
f (t)
g2(t)

]′

t

dt

Φ(t)

}
, (8)

where the function Φ(x) is given by (7).
If f (x) ≡ const g2(x), the solution is given by formulas (8) and (7) in which the subscript 1 must

be changed by 2 and vice versa.

2◦. In the case g1(x)h1(x) + g2(x)h2(x) ≡ 0, the solution has the form

y(x) =
1
h1

d

dx

[
(f/g2)′x
(g1/g2)′x

]
= –

1
h1

d

dx

[
(f/g2)′x
(h2/h1)′x

]
.

8.2-2. Equations With General Degenerate Kernel

A Volterra equation of the first kind with general degenerate kernel has the form

n∑
m=1

gm(x)
∫ x

a

hm(t)y(t) dt = f (x). (9)

Using the notation

wm(x) =
∫ x

a

hm(t)y(t) dt, m = 1, . . . ,n, (10)

we can rewrite Eq. (9) as follows:

n∑
m=1

gm(x)wm(x) = f (x). (11)

Page 443

© 1998 by CRC Press LLC



On differentiating formulas (10) and eliminating y(x) from the resulting equations, we arrive at the
following linear differential equations for the functions wm = wm(x):

h1(x)w′
m = hm(x)w′

1, m = 2, . . . ,n, (12)

(the prime stands for the derivative with respect to x) with the initial conditions

wm(a) = 0, m = 1, . . . ,n.

Any solution of system (11), (12) determines a solution of the original integral equation (9) by each
of the expressions

y(x) =
w′

m(x)
hm(x)

, m = 1, . . . ,n,

which can be obtained by differentiating formula (10).
System (11), (12) can be reduced to a linear differential equation of order n – 1 for any

function wm(x) (m = 1, . . . ,n) by multiple differentiation of Eq. (11) with regard to (12).

©• References for Section 8.2: E. Goursat (1923), A. F. Verlan’ and V. S. Sizikov (1986).

8.3. Reduction of Volterra Equations of the First Kind to
Volterra Equations of the Second Kind

8.3-1. The First Method

Suppose that the kernel and the right-hand side of the equation

∫ x

a

K(x, t)y(t) dt = f (x), (1)

have continuous derivatives with respect to x and that the condition K(x,x) /≡ 0 holds. In this case,
after differentiating relation (1) and dividing the resulting expression by K(x,x) we arrive at the
following Volterra equation of the second kind:

y(x) +
∫ x

a

K ′
x(x, t)

K(x,x)
y(t) dt =

f ′x(x)
K(x,x)

. (2)

Equations of this type are considered in Chapter 9. If K(x,x) ≡ 0, then, on differentiating Eq. (1)
with respect to x twice and assuming that K ′

x(x, t)|t=x /≡ 0, we obtain the Volterra equation of the
second kind

y(x) +
∫ x

a

K ′′
xx(x, t)

K ′
x(x, t)|t=x

y(t) dt =
f ′′xx(x)

K ′
x(x, t)|t=x

.

If K ′
x(x,x) ≡ 0, we can again apply differentiation, and so on. If the first m – 2 partial derivatives

of the kernel with respect to x are identically zero and the (m – 1)st derivative is nonzero, then the
m-fold differentiation of the original equation gives the following Volterra equation of the second
kind:

y(x) +
∫ x

a

K (m)
x (x, t)

K (m–1)
x (x, t)|t=x

y(t) dt =
f (m)

x (x)

K (m–1)
x (x, t)|t=x

.
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8.3-2. The Second Method

Let us introduce the new variable

Y (x) =
∫ x

a

y(t) dt

and integrate the right-hand side of Eq. (1) by parts taking into account the relation f (a) = 0. After
dividing the resulting expression by K(x,x), we arrive at the Volterra equation of the second kind

Y (x) –
∫ x

a

K ′
t(x, t)

K(x,x)
Y (t) dt =

f (x)
K(x,x)

,

for which the condition K(x,x) /≡ 0 must hold.

©• References for Section 8.3: E. Goursat (1923), V. Volterra (1959).

8.4. Equations With Difference Kernel: K(x, t) = K(x – t)
8.4-1. A Solution Method Based on the Laplace Transform

Volterra equations of the first kind with kernel depending on the difference of the arguments have
the form ∫ x

0
K(x – t)y(t) dt = f (x). (1)

To solve these equations, the Laplace transform can be used (see Section 7.2). In what follows
we need the transforms of the kernel and the right-hand side; they are given by the formulas

K̃(p) =
∫ ∞

0
K(x)e–px dx, f̃ (p) =

∫ ∞

0
f (x)e–px dx. (2)

Applying the Laplace transform L to Eq. (1) and taking into account the fact that an integral
with kernel depending on the difference of the arguments is transformed to the product by the rule
(see Subsection 7.2-3)

L

{∫ x

0
K(x – t)y(t) dt

}
= K̃(p)ỹ(p),

we obtain the following equation for the transform ỹ(p):

K̃(p)ỹ(p) = f̃ (p). (3)

The solution of Eq. (3) is given by the formula

ỹ(p) =
f̃ (p)

K̃(p)
. (4)

On applying the Laplace inversion formula (if it is applicable) to (4), we obtain a solution of Eq. (1)
in the form

y(x) =
1

2πi

∫ c+i∞

c–i∞

f̃ (p)

K̃(p)
epx dp. (5)

When applying formula (5) in practice, the following two technical problems occur:

1◦. Finding the transform K̃(p) =
∫ ∞

0
K(x)e–px dx for a given kernel K(x).

2◦. Finding the resolvent (5) whose transform R̃(p) is given by formula (4).
To calculate the corresponding integrals, tables of direct and inverse Laplace transforms can be

applied (see Supplements 4 and 5), and, in many cases, to find the inverse transform, methods of the
theory of functions of a complex variable are applied, including the Cauchy residue theorem (see
Subsection 7.1-4).

Remark. If the lower limit in the integral of a Volterra equation with difference kernel is a, then
this equation can be reduced to Eq. (1) by means of the change of variables x = x̄ – a, t = t̄ – a.
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8.4-2. The Case in Which the Transform of the Solution is a Rational Function

Consider the important special case in which the transform (4) of the solution is a rational function
of the form

ỹ(p) =
f̃ (p)

K̃(p)
≡
R(p)
Q(p)

,

where Q(p) and R(p) are polynomials in the variable p and the degree of Q(p) exceeds that of R(p).
If the zeros of the denominator Q(p) are simple, i.e.,

Q(p) ≡ const (p – λ1)(p – λ2) . . . (p – λn),

and λi ≠ λj for i ≠ j, then the solution has the form

y(x) =
n∑

k=1

R(λk)
Q′(λk)

exp(λkx),

where the prime stands for the derivatives.

Example 1. Consider the Volterra integral equation of the first kind
∫ x

0
e–a(x–t)y(t) dt = A sinh(bx).

We apply the Laplace transform to this equation and obtain (see Supplement 4)

1

p + a
ỹ(p) =

Ab

p2 – b2
.

This implies

ỹ(p) =
Ab(p + a)

p2 – b2
=

Ab(p + a)

(p – b)(p + b)
.

We have Q(p) = (p – b)(p + b), R(p) = Ab(p + a), λ1 = b, and λ2 = –b. Therefore, the solution of the integral equation has
the form

y(x) = 1
2 A(b + a)ebx + 1

2 A(b – a)e–bx = Aa sinh(bx) + Ab cosh(bx).

8.4-3. Convolution Representation of a Solution

In solving Volterra integral equations of the first kind with difference kernel K(x – t) by means of
the Laplace transform, it is sometimes useful to apply the following approach.

Let us represent the transform (4) of a solution in the form

ỹ(p) = Ñ (p)M̃ (p)f̃ (p), Ñ (p) ≡
1

K̃(p)M̃ (p)
. (6)

If we can find a function M̃ (p) for which the inverse transforms

L
–1{M̃ (p)

}
= M (x), L

–1{Ñ (p)
}

= N (x) (7)

exist and can be found in a closed form, then the solution can be written as the convolution

y(x) =
∫ x

0
N (x – t)F (t) dt, F (t) =

∫ t

0
M (t – s)f (s) ds. (8)

Example 2. Consider the equation
∫ x

0
sin

(
k
√

x – t
)
y(t) dt = f (x), f (0) = 0. (9)
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Applying the Laplace transform, we obtain (see Supplement 4)

ỹ(p) =
2√
π k

p3/2 exp(α/p)f̃ (p), α = 1
4 k2. (10)

Let us rewrite the right-hand side of (10) in the equivalent form

ỹ(p) =
2√
π k

p2[p–1/2 exp(α/p)
]
f̃ (p), α = 1

4 k2, (11)

where the factor in the square brackets corresponds to M̃ (p) in formula (6) and Ñ (p) = const p2.
By applying the Laplace inversion formula according to the above scheme to formula (11) with regard to the relation

(see Supplement 5)

L
–1{

p2ϕ̃(p)
}

=
d2

dx2
ϕ(x), L

–1{
p–1/2 exp(α/p)

}
=

1√
πx

cosh
(
k
√

x
)
,

we find the solution

y(x) =
2

πk

d2

dx2

∫ x

0

cosh
(
k
√

x – t
)

√
x – t

f (t) dt.

8.4-4. Application of an Auxiliary Equation

Consider the equation ∫ x

a

K(x – t)y(t) dt = f (x), (12)

where the kernel K(x) has an integrable singularity at x = 0.
Let w = w(x) be the solution of the simpler auxiliary equation with f (x) ≡ 1 and a = 0,∫ x

0
K(x – t)w(t) dt = 1. (13)

Then the solution of the original equation (12) with arbitrary right-hand side can be expressed as
follows via the solution of the auxiliary equation (13):

y(x) =
d

dx

∫ x

a

w(x – t)f (t) dt = f (a)w(x – a) +
∫ x

a

w(x – t)f ′t(t) dt. (14)

Example 3. Consider the generalized Abel equation∫ x

a

y(t) dt

(x – t)µ
= f (x), 0 < µ < 1. (15)

We seek a solution of the corresponding auxiliary equation∫ x

0

w(t) dt

(x – t)µ
= 1, 0 < µ < 1, (16)

by the method of indeterminate coefficients in the form

w(x) = Axβ . (17)
Let us substitute (17) into (15) and then perform the change of variable t = xξ in the integral. Taking into account the
relationship

B(p, q) =
∫ 1

0
ξp–1(1 – ξ)1–q dξ =

Γ(p)Γ(q)

Γ(p + q)
between the beta and gamma functions, we obtain

A
Γ(β + 1)Γ(1 – µ)

Γ(2 + β – µ)
xβ+1–µ = 1.

From this relation we find the coefficients A and β:

β = µ – 1, A =
1

Γ(µ)Γ(1 – µ)
=

sin(πµ)

π
. (18)

Formulas (17) and (18) define the solution of the auxiliary equation (16) and make it possible to find the solution of the
generalized Abel equation (15) by means of formula (14) as follows:

y(x) =
sin(πµ)

π

d

dx

∫ x

a

f (t) dt

(x – t)1–µ
=

sin(πµ)

π

[
f (a)

(x – a)1–µ
+

∫ x

a

f ′
t(t) dt

(x – t)1–µ

]
. (19)

Page 447

© 1998 by CRC Press LLC



8.4-5. Reduction to Ordinary Differential Equations

Consider the special case in which the transform of the kernel of the integral equation (1) can be
represented in the form

K̃(p) =
M (p)
N (p)

, (20)

where M (p) and N (p) are some polynomials of degrees m and n, respectively:

M (p) =
m∑

k=0

Akp
k, N (p) =

n∑
k=0

Bkp
k. (21)

In this case, the solution of the integral equation (1) (if it exists) satisfies the following linear
nonhomogeneous ordinary differential equation of order m with constant coefficients:

m∑
k=0

Aky
(k)
x (x) =

n∑
k=0

Bkf
(k)
x (x). (22)

We can rewrite Eq. (22) in the operator form

M (D)y(x) = N (D)f (x), D ≡
d

dx
.

The initial data for the differential equation (22), as well as the conditions that must be imposed on
the right-hand side of the integral equation (1), can be obtained from the relation

m∑
k=0

Ak

k–1∑
s=0

pk–1–sy(s)
x (0) –

n∑
k=0

Bk

k–1∑
s=0

pk–1–sf (s)
x (0) = 0 (23)

by matching the coefficients of like powers of the parameter p.
The proof of this assertion can be given by applying the Laplace transform to the differential

equation (22) followed by comparing the resulting expression with Eq. (3) with regard to (20).

8.4-6. Reduction of a Volterra Equation to a Wiener–Hopf Equation

A Volterra equation of the first kind with difference kernel of the form
∫ x

0
K(x – t)y(t) dt = f (x), 0 < x < ∞, (24)

can be reduced to the following Wiener–Hopf equation of the first kind:
∫ ∞

0
K+(x – t)y(t) dt = f (x), 0 < x < ∞, (25)

where the kernel K+(x – t) is given by

K+(s) =
{
K(s) for s > 0,
0 for s < 0.

Methods for solving Eq. (25) are presented in Chapter 10.

©• References for Section 8.4: G. Doetsch (1956), V. A. Ditkin and A. P. Prudnikov (1965), M. L. Krasnov, A. I. Kiselev,
and G. I. Makarenko (1971), V. I. Smirnov (1974), P. P. Zabreyko, A. I. Koshelev, et al. (1975), F. D. Gakhov and
Yu. I. Cherskii (1978).
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8.5. Method of Fractional Differentiation

8.5-1. The Definition of Fractional Integrals

A function f (x) is said to be absolutely continuous on a closed interval [a, b] if for each ε > 0 there
exists a δ > 0 such that for any finite system of disjoint intervals [ak, bk] ⊂ [a, b], k = 1, . . . ,n, such

that
n∑

k=1
(bk – ak) < δ the inequality

n∑
k=1

|f (bk) – f (ak)| < ε holds. The class of all these functions is

denoted by AC.
LetACn, n = 1, 2, . . . , be the class of functions f (x) that are continuously differentiable on [a, b]

up to the order n – 1 and for which f (n–1)(x) ∈ AC.
Let ϕ(x) ∈ L1(a, b). The integrals

Iµ
a+ϕ(x) ≡

1
Γ(µ)

∫ x

a

ϕ(t)
(x – t)1–µ

dt, x > a, (1)

Iµ
b–ϕ(x) ≡

1
Γ(µ)

∫ b

x

ϕ(t)
(t – x)1–µ

dt, x < b, (2)

where µ > 0, are called the integrals of fractional order µ. Sometimes the integral (1) is called
left-sided and the integral (2) is called right-sided. The operators Iµ

a+ and Iµ
b– are called the operators

of fractional integration.
The integrals (1) and (2) are usually called the Riemann–Liouville fractional integrals.
The following formula holds:

∫ b

a

ϕ(x)Iµ
a+ψ(x) dx =

∫ b

a

ψ(x)Iµ
b–ϕ(x) dx, (3)

which is sometimes called the formula of fractional integration by parts.
Fractional integration has the property

Iµ
a+Iβ

a+ϕ(x) = Iµ+β
a+ ϕ(x), Iµ

b–Iβ
b–ϕ(x) = Iµ+β

b– ϕ(x), µ > 0, β > 0. (4)

Property (4) is called the semigroup property of fractional integration.

8.5-2. The Definition of Fractional Derivatives

It is natural to introduce fractional differentiation as the operation inverse to fractional integration.
For a function f (x) defined on a closed interval [a, b], the expressions

Dµ
a+f (x) =

1
Γ(1 – µ)

d

dx

∫ x

a

f (t)
(x – t)µ

dt, (5)

Dµ
b–f (x) = –

1
Γ(1 – µ)

d

dx

∫ b

x

f (t)
(t – x)µ

dt (6)

are called the left and the right fractional derivative of order µ, respectively. It is assumed here that
0 < µ < 1.

The fractional derivatives (5) and (6) are usually called the Riemann–Liouville derivatives.
Note that the fractional integrals are defined for any order µ > 0, but the fractional derivatives

are so far defined only for 0 < µ < 1.
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If f (x) ∈ AC, then the derivatives Dµ
a+f (x) and Dµ

b–f (x), 0 < µ < 1, exist almost everywhere,
and we have Dµ

a+f (x) ∈ Lr(a, b) and Dµ
b–f (x) ∈ Lr(a, b), 1 ≤ r < 1/µ. These derivatives have the

representations

Dµ
a+f (x) =

1
Γ(1 – µ)

[
f (a)

(x – a)µ
+

∫ x

a

f ′t(t)
(x – t)µ

dt

]
, (7)

Dµ
b–f (x) =

1
Γ(1 – µ)

[
f (b)

(b – x)µ
–

∫ b

x

f ′t(t)
(t – x)µ

dt

]
. (8)

Finally, let us pass to the fractional derivatives of order µ ≥ 1. We shall use the following
notation: [µ] stands for the integral part of a real number µ and {µ} is the fractional part of µ,
0 ≤ {µ} < 1, so that

µ = [µ] + {µ}. (9)

If µ is an integer, then by the fractional derivative of order µ we mean the ordinary derivative

Dµ
a+ =

(
d

dx

)µ

, Dµ
b– =

(
–
d

dx

)µ

, µ = 1, 2, . . . (10)

However, if µ is not integral, then Dµ
a+f and Dµ

b–f are introduced by the formulas

Dµ
a+f (x) ≡

(
d

dx

)[µ]

D{µ}
a+ f (x) =

(
d

dx

)[µ]+1

I1–{µ}
a+ f (x), (11)

Dµ
b–f (x) ≡

(
–
d

dx

)[µ]

D{µ}
b– f (x) =

(
–
d

dx

)[µ]+1

I1–{µ}
b– f (x). (12)

Thus,

Dµ
a+f (x) =

1
Γ(n – µ)

(
d

dx

)n ∫ x

a

f (t)
(x – t)µ–n+1

dt, n = [µ] + 1, (13)

Dµ
b–f (x) =

(–1)n

Γ(n – µ)

(
d

dx

)n ∫ b

x

f (t)
(t – x)µ–n+1

dt, n = [µ] + 1. (14)

A sufficient condition for the existence of the derivatives (13) and (14) is as follows:

∫ x

a

f (t) dt
(x – t){µ} ∈ AC [µ].

This sufficient condition holds whenever f (x) ∈ AC [µ].

Remark. The definitions of the fractional integrals and fractional derivatives can be extended to
the case of complex µ (e.g., see S. G. Samko, A. A. Kilbas, and O. I. Marichev (1993)).

8.5-3. Main Properties

Let Iµ
a+(L1), µ > 0, be the class of functions f (x) that can be represented by the left fractional integral

of order µ of an integrable function: f (x) = Iµ
a+ϕ(x), ϕ(x) ∈ L1(a, b), 1 ≤ p < ∞.

For the relation f (x) ∈ Iµ
a+(L1), µ > 0, to hold, it is necessary and sufficient that

fn–µ(x) ≡ In–µ
a+ f ∈ ACn, (15)
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where n = [µ] + 1, and*
f (k)

n–µ(a) = 0, k = 0, 1, . . . ,n – 1. (16)

Let µ > 0. We say that a function f (x) ∈ L1 has an integrable fractional derivative Dµ
a+f if

In–µ
a+ f (x) ∈ ACn, where n = [µ] + 1.

In other words, this definition introduces a notion involving only the first of the two condi-
tions (15) and (16) describing the class Iµ

a+(L1).
Let µ > 0. In this case the relation

Dµ
a+Iµ

a+ϕ(x) = ϕ(x) (17)

holds for any integrable function ϕ(x), and the relation

Iµ
a+Dµ

a+f (x) = f (x) (18)

holds for any function f (x) such that

f (x) ∈ Iµ
a+(L1). (19)

If we replace (19) by the condition that the function f (x) ∈ L1(a, b) has an integrable deriva-
tive Dµ

a+f (x), then relation (18) fails in general and must be replaced by the formula

Iµ
a+Dµ

a+f (x) = f (x) –
n–1∑
k=0

(x – a)µ–k–1

Γ(µ – k)
f (n–k–1)

n–µ (a), (20)

where n = [µ] + 1 and fn–µ(x) = In–µ
a+ f (x). In particular, for 0 < µ < 1 we have

Iµ
a+Dµ

a+f (x) = f (x) –
f1–µ(a)
Γ(µ)

(x – a)µ–1. (21)

8.5-4. The Solution of the Generalized Abel Equation

Consider the Abel integral equation

∫ x

a

y(t)
(x – t)µ

dt = f (x), (22)

where 0 < µ < 1. Suppose that x ∈ [a, b], f (x) ∈ AC, and y(t) ∈ L1, and apply the technique of
fractional differentiation. We divide Eq. (22) by Γ(1 –µ), and, by virtue of (1), rewrite this equation
as follows:

I1–µ
a+ y(x) =

f (x)
Γ(1 – µ)

, x > a. (23)

Let us apply the operator of fractional differentiation D1–µ
a+ to (23). Using the properties of the

operators of fractional integration and differentiation, we obtain

y(x) =
D1–µ

a+ f (x)
Γ(1 – µ)

, (24)

* From now on in Section 8.5, by f (n)(x) we mean the nth derivative of f (x) with respect to x and f (n)(a) ≡ f (n)(x)
∣∣
x=a

.
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or, in the detailed notation,

y(x) =
1

Γ(µ)Γ(1 – µ)

[
f (a)

(x – a)1–µ
+

∫ x

a

f ′t(t)
(x – t)1–µ

dt

]
. (25)

Taking into account the relation

1
Γ(µ)Γ(1 – µ)

=
sin(πµ)
π

,

we now arrive at the solution of the generalized Abel equation in the form

y(x) =
sin(πµ)
π

[
f (a)

(x – a)1–µ
+

∫ x

a

f ′t(t) dt
(x – t)1–µ

]
, (26)

which coincides with that obtained above in Subsection 8.4-4.

©• References for Section 8.5: K. B. Oldham and J. Spanier (1974), Yu. I. Babenko (1986), S. G. Samko, A. A. Kilbas, and
O. I. Marichev (1993).

8.6. Equations With Weakly Singular Kernel

8.6-1. A Method of Transformation of the Kernel

Consider the Volterra integral equation of the first kind with polar kernel

K(x, t) =
L(x, t)
(x – t)α

, 0 < α < 1. (1)

The integral equation in question can be represented in the form
∫ x

0

L(x, t)
(x – t)α

y(t) dt = f (x), (2)

where we assume that the functions L(x, t) and ∂L(x, t)/∂x are continuous and bounded. To solve
Eq. (2), we multiply it by dx/(ξ – x)1–α and integrate from 0 to ξ, thus obtaining

∫ ξ

0

[∫ x

0

L(x, t)
(x – t)α

y(t) dt

]
dx

(ξ – x)1–α
=

∫ ξ

0

f (x) dx
(ξ – x)1–α

.

By setting

K∗(ξ, t) =
∫ ξ

t

L(x, t) dx
(ξ – x)1–α(x – t)α

,

ϕ(ξ) =
∫ ξ

0

f (x) dx
(ξ – x)1–α

, ϕ(0) = 0,

we obtain another integral equation of the first kind with the unknown function y(t):

∫ ξ

0
K∗(ξ, t)y(t) dt = ϕ(ξ), (3)

in which the kernel K∗(ξ, t) has no singularities.
It can be shown that any solution of Eq. (3) is a solution of Eq. (2). Thus, after transforming

Eq. (2) to the form (3), we can apply any methods available for continuous kernels to the latter
equation.
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8.6-2. Kernel With Logarithmic Singularity

Consider the equation ∫ x

0
ln(x – t)y(t) dt = f (x), f (0) = 0. (4)

Let us apply the Laplace transform to solve this equation. Note that

L
{
xν

}
=

∫ ∞

0
e–pxxν dx =

Γ(ν + 1)
pν+1

, ν > –1. (5)

Let us differentiate relation (5) with respect to ν. We obtain

L
{
xν lnx

}
=

Γ(ν + 1)
pν+1

[
Γ′

ν(ν + 1)
Γ(ν + 1)

+ ln
1
p

]
. (6)

For ν = 0, it follows from (6) that
Γ′

ν(1)
Γ(1)

= –C,

where C = 0.5772. . . is the Euler constant. With regard to the last relation, formula (6) becomes

L
{

lnx
}

= –
ln p + C
p

. (7)

Applying the Laplace transform to Eq. (4) and taking into account (7), we obtain

–
ln p + C
p

ỹ(p) = f̃ (p),

and hence

ỹ(p) = –
pf̃ (p)

ln p + C . (8)

Now let us express ỹ(p) in the form

ỹ(p) = –
p2f̃ (p) – f ′x(0)
p(ln p + C)

–
f ′x(0)

p(ln p + C)
. (9)

Since f (0) = 0, it follows that

L
{
f ′′xx(x)

}
= p2f̃ (p) – f ′x(0). (10)

Let us rewrite formula (5) as

L

{
xν

Γ(ν + 1)

}
=

1
pν+1

(11)

and integrate (11) with respect to ν from 0 to ∞. We obtain

L

{∫ ∞

0

xν

Γ(ν + 1)
dν

}
=

∫ ∞

0

dν

pν+1
=

1
p ln p

.

Applying the scaling formula for the Laplace transform (see Table 1 in Subsection 7.2-5) we see
that

L

{∫ ∞

0

(x/a)ν

Γ(ν + 1)
dν

}
=

∫ ∞

0

dν

pν+1
=

1
p ln ap

=
1

p (ln p + ln a)
.
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We set a = eC and obtain

L

{∫ ∞

0

xνe–Cν

Γ(ν + 1)
dν

}
=

1
p (ln p + C)

. (12)

Let us proceed with relation (9). By (12), we have

f ′x(0)
p (ln p + C)

= L

{
f ′x(0)

∫ ∞

0

xνe–Cν

Γ(ν + 1)
dν

}
. (13)

Taking into account (10) and (12), we can regard the first summand on the right-hand side in (9) as
a product of transforms. To find this summand itself we apply the convolution theorem:

p2f̃ (p) – f ′x(0)
p (ln p + C)

= L

{∫ x

0
f ′′tt(t)

∫ ∞

0

(x – t)νe–Cν

Γ(ν + 1)
dν dt

}
. (14)

On the basis of relations (9), (13), and (14) we obtain the solution of the integral equation (4) in
the form

y(x) = –
∫ x

0
f ′′tt(t)

∫ ∞

0

(x – t)νe–Cν

Γ(ν + 1)
dν dt – f ′x(0)

∫ ∞

0

xνe–Cν

Γ(ν + 1)
dν. (15)

©• References for Section 8.6: V. Volterra (1959), M. L. Krasnov, A. I. Kiselev, and G. I. Makarenko (1971).

8.7. Method of Quadratures
8.7-1. Quadrature Formulas

The method of quadratures is a method for constructing an approximate solution of an integral
equation based on the replacement of integrals by finite sums according to some formula. Such
formulas are called quadrature formulas and, in general, have the form∫ b

a

ψ(x) dx =
n∑

i=1

Aiψ(xi) + εn[ψ], (1)

where xi (i = 1, . . . ,n) are the abscissas of the partition points of the integration interval [a, b], or
quadrature (interpolation) nodes, Ai (i = 1, . . . ,n) are numerical coefficients independent of the
choice of the function ψ(x), and εn[ψ] is the remainder (the truncation error) of formula (1). As a

rule, Ai ≥ 0 and
n∑

i=1
Ai = b – a.

There are quite a few quadrature formulas of the form (1). The following formulas are the
simplest and most frequently used in practice.

Rectangle rule:
A1 = A2 = · · · = An–1 = h, An = 0,

h =
b – a
n – 1

, xi = a + h(i – 1) (i = 1, . . . ,n).
(2)

Trapezoidal rule:

A1 = An = 1
2h, A2 = A3 = · · · = An–1 = h,

h =
b – a
n – 1

, xi = a + h(i – 1) (i = 1, . . . ,n).
(3)

Simpson’s rule (or prizmoidal formula):

A1 = A2m+1 = 1
3h, A2 = · · · = A2m = 4

3h, A3 = · · · = A2m–1 = 2
3h,

h =
b – a
n – 1

, xi = a + h(i – 1) (n = 2m + 1, i = 1, . . . ,n),
(4)

where m is a positive integer.
In formulas (2)–(4), h is a constant integration step.
The quadrature formulas due to Chebyshev and Gauss with various numbers of interpolation

nodes are also widely applied. Let us illustrate these formulas by an example.
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Example. For the interval [–1, 1], the parameters in formula (1) acquire the following values:
Chebyshev’s formula (n = 6):

A1 = A2 = · · · =
2

n
=

1

3
,

x2 = –x5 = –0.4225186538,

x1 = –x6 = –0.8662468181,

x3 = –x4 = –0.2666354015.
(5)

Gauss’ formula (n = 7):

A1 = A7 = 0.1294849662,

A3 = A5 = 0.3818300505,

x1 = –x7 = –0.9491079123,

x3 = –x5 = –0.4058451514,

A2 = A6 = 0.2797053915,

A4 = 0.4179591837,

x2 = –x6 = –0.7415311856,

x4 = 0.

(6)

Note that a vast literature is devoted to quadrature formulas, and the reader can find books of
interest (e.g., see G. A. Korn and T. M. Korn (1968), N. S. Bakhvalov (1973), S. M. Nikol’skii
(1979)).

8.7-2. The General Scheme of the Method

Let us solve the Volterra integral equation of the first kind
∫ x

a

K(x, t)y(t) dt = f (x), f (a) = 0, (7)

on an interval a ≤ x ≤ b by the method of quadratures. The procedure of constructing the solution
involves two stages:

1◦. First, we determine the initial value y(a). To this end, we differentiate Eq. (7) with respect to x,
thus obtaining

K(x,x)y(x) +
∫ x

a

K ′
x(x, t)y(t) dt = f ′x(x).

By setting x = a, we find that

y1 = y(a) =
f ′x(a)
K(a, a)

=
f ′x(a)
K11

.

2◦. Let us choose a constant integration step h and consider the discrete set of points xi = a+h(i–1),
i = 1, . . . ,n. For x = xi, Eq. (7) acquires the form

∫ xi

a

K(xi, t)y(t) dt = f (xi), i = 2, . . . ,n, (8)

Applying the quadrature formula (1) to the integral in (8) and choosing xj (j = 1, . . . , i) to be the
nodes in t, we arrive at the system of equations

i∑
j=1

AijK(xi,xj)y(xj) = f (xi) + εi[y], i = 2, . . . ,n, (9)

where the Aij are the coefficients of the quadrature formula on the interval [a,xi] and εi[y] is the
truncation error. Assume that the εi[y] are small and neglect them; then we obtain a system of linear
algebraic equations in the form

i∑
j=1

AijKijyj = fi, i = 2, . . . ,n, (10)
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where Kij = K(xi,xj) (j = 1, . . . , i), fi = f (xi), and yj are approximate values of the unknown
function at the nodes xi.

Now system (10) permits one, provided that AiiKii ≠ 0 (i = 2, . . . ,n), to successively find the
desired approximate values by the formulas

y1 =
f ′x(a)
K11

, y2 =
f2 –A21K21y1

A22K22
, . . . , yn =

fn –
n–1∑
j=1

AnjKnjyj

AnnKnn
,

whose specific form depends on the choice of the quadrature formula.

8.7-3. An Algorithm Based on the Trapezoidal Rule

According to the trapezoidal rule (3), we have

Ai1 = Aii = 1
2h, Ai2 = · · · = Ai,i–1 = h, i = 2, . . . ,n.

The application of the trapezoidal rule in the general scheme leads to the following step algorithm:

y1 =
f ′x(a)
K11

, f ′x(a) =
–3f1 + 4f2 – f3

2h
,

yi =
2
Kii

(
fi

h
–

i–1∑
j=1

βjKijyj

)
, βj =

{ 1
2 for j = 1,

1 for j > 1,
i = 2, . . . ,n,

where the notation coincides with that introduced in Subsection 8.7-2. The trapezoidal rule is quite
simple and effective and frequently used in practice for solving integral equations with variable limit
of integration.

On the basis of Subsections 8.7-1 and 8.7-2, one can write out similar expressions for other
quadrature formulas. However, they must be used with care. For example, the application of
Simpson’s rule must be alternated, for odd nodes, with some other rule, e.g., the rectangle rule or
the trapezoidal rule. For equations with variable integration limit, the use of Chebyshev’s formula
or Gauss’ formula also has some difficulties as well.

8.7-4. An Algorithm for an Equation With Degenerate Kernel

A general property of the algorithms of the method of quadratures in the solution of the Volterra
equations of the first kind with arbitrary kernel is that the amount of computational work at each
step is proportional to the number of the step: all operations of the previous step are repeated with
new data and another term in the sum is added.

However, if the kernel in Eq. (7) is degenerate, i.e.,

K(x, t) =
m∑

k=1

pk(x)qk(t), (11)

or if the kernel under consideration can be approximated by a degenerate kernel, then an algorithm can
be constructed for which the number of operations does not depend on the index of the digitalization
node. With regard to (11), Eq. (7) becomes

m∑
k=1

pk(x)
∫ x

a

qk(t)y(t) dt = f (x). (12)
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By applying the trapezoidal rule to (12), we obtain recurrent expressions for the solution of the
equation (see formulas in Subsection 8.7-3):

y(a) =
f ′x(a)

m∑
k=1

pk(a)qk(a)
, yi =

2
m∑

k=1
pkiqki

[
fi

h
–

m∑
k=1

pki

i–1∑
j=1

βjqkjyj

]
,

where yi are approximate values of y(x) at xi, fi = f (xi), pki = pk(xi), and qki = qk(xi).

©• References for Section 8.7: G. A. Korn and T. M. Korn (1968), N. S. Bakhvalov (1973), V. I. Krylov, V. V. Bobkov, and
P. I. Monastyrnyi (1984), A. F. Verlan’ and V. S. Sizikov (1986).

8.8. Equations With Infinite Integration Limit
Integral equations of the first kind with difference kernel in which one of the limits of integration

is variable and the other is infinite are of interest. Sometimes the kernels and the functions of these
equations do not belong to the classes described in the beginning of the chapter. The investigation
of these equations can be performed by the method of model solutions (see Section 9.6) or by the
method of reducing to equations of the convolution type. Let us consider these methods for an
example of an equation of the first kind with variable lower limit of integration.

8.8-1. An Equation of the First Kind With Variable Lower Limit of Integration

Consider the equation of the first kind with difference kernel

∫ ∞

x

K(x – t)y(t) dt = f (x). (1)

Equation (1) cannot be solved by direct application of the Laplace transform, because the convolution
theorem cannot be used here. According to the method of model solutions whose detailed exposition
can be found in Section 9.6, we consider the auxiliary equation with exponential right-hand side

∫ ∞

x

K(x – t)y(t) dt = epx. (2)

The solution of (2) has the form

Y (x, p) =
1

K̃(–p)
epx, K̃(–p) =

∫ ∞

0
K(–z)epz dz. (3)

On the basis of these formulas and formula (11) from Section 9.6, we obtain the solution of Eq. (1)
for an arbitrary right-hand side f (x) in the form

y(x) =
1

2πi

∫ c+i∞

c–i∞

f̃ (p)

K̃(–p)
epx dp, (4)

where f̃ (p) is the Laplace transform of the function f (x).
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Example. Consider the following integral equation of the first kind with variable lower limit of integration:
∫ ∞

x
ea(x–t)y(t) dt = A sin(bx), a > 0. (5)

According to (3) and (4), we can write out the expressions for f̃ (p) (see Supplement 4) and K̃(–p),

f̃ (p) =
Ab

p2 + b2
, K̃(–p) =

∫ ∞

0
e(p–a)z dz =

1

a – p
, (6)

and the solution of Eq. (5) in the form

y(x) =
1

2πi

∫ c+i∞

c–i∞

Ab(a – p)

p2 + b2
epx dp. (7)

Now using the tables of inverse Laplace transforms (see Supplement 5), we obtain the exact solution

y(x) = Aa sin(bx) – Ab cos(bx), a > 0, (8)

which can readily be verified by substituting (8) into (5) and using the tables of integrals in Supplement 2.

8.8-2. Reduction to a Wiener–Hopf Equation of the First Kind

Equation (1) can be reduced to a first-kind one-sided equation

∫ ∞

0
K–(x – t)y(t) dt = –f (x), 0 < x < ∞, (9)

where the kernel K–(x – t) has the following form:

K–(s) =

{
0 for s > 0,
–K(s) for s < 0.

Methods for studying Eq. (9) are described in Chapter 10.

©• References for Section 8.8: F. D. Gakhov and Yu. I. Cherskii (1978), A. D. Polyanin and A. V. Manzhirov (1997).
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Chapter 9

Methods for Solving Linear Equations
of the Form y(x) –

∫∫ x
a
K(x, t)y(t) dt = f (x)

9.1. Volterra Integral Equations of the Second Kind

9.1-1. Preliminary Remarks. Equations for the Resolvent

In this chapter we present methods for solving Volterra integral equations of the second kind, which
have the form

y(x) –
∫ x

a

K(x, t)y(t) dt = f (x), (1)

where y(x) is the unknown function (a ≤ x ≤ b), K(x, t) is the kernel of the integral equation, and
f (x) is the right-hand side of the integral equation. The function classes to which y(x), f (x), and
K(x, t) can belong are defined in Subsection 8.1-1. In these function classes, there exists a unique
solution of the Volterra integral equation of the second kind.

Equation (1) is said to be homogeneous if f (x) ≡ 0 and nonhomogeneous otherwise.
The kernel K(x, t) is said to be degenerate if it can be represented in the form K(x, t) =

g1(x)h1(t) + · · · + gn(x)hn(t).
The kernel K(x, t) of an integral equation is called difference kernel if it depends only on the

difference of the arguments, K(x, t) = K(x – t).

Remark 1. A homogeneous Volterra integral equation of the second kind has only the trivial
solution.

Remark 2. The existence and uniqueness of the solution of a Volterra integral equation of the
second kind hold for a much wider class of kernels and functions.

Remark 3. A Volterra equation of the second kind can be regarded as a Fredholm equation of
the second kind whose kernel K(x, t) vanishes for t > x (see Chapter 11).

Remark 4. The case in which a = –∞ and/or b = ∞ is not excluded, but in this case the square
integrability of the kernel K(x, t) on the square S = {a ≤ x ≤ b, a ≤ t ≤ b} is especially significant.

The solution of Eq. (1) can be presented in the form

y(x) = f (x) +
∫ x

a

R(x, t)f (t) dt, (2)

where the resolvent R(x, t) is independent of f (x) and the lower limit of integration a and is
determined by the kernel of the integral equation alone.

The resolvent of the Volterra equation (1) satisfies the following two integral equations:

R(x, t) = K(x, t) +
∫ x

t

K(x, s)R(s, t) ds, (3)
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R(x, t) = K(x, t) +
∫ x

t

K(s, t)R(x, s) ds, (4)

in which the integration is performed with respect to different pairs of variables of the kernel and
the resolvent.

9.1-2. A Relationship Between Solutions of Some Integral Equations

Let us present two useful formulas that express the solution of one integral equation via the solutions
of other integral equations.

1◦. Assume that the Volterra equation of the second kind with kernelK(x, t) has a resolventR(x, t).
Then the Volterra equation of the second kind with kernel K∗(x, t) = –K(t,x) has the resolvent
R∗(x, t) = –R(t,x).

2◦. Assume that two Volterra equations of the second kind with kernels K1(x, t) and K2(x, t) are
given and that resolventsR1(x, t) andR2(x, t) correspond to these equations. In this case the Volterra
equation with kernel

K(x, t) = K1(x, t) + K2(x, t) –
∫ x

t

K1(x, s)K2(s, t) ds (5)

has the resolvent

R(x, t) = R1(x, t) + R2(x, t) +
∫ x

t

R1(s, t)R2(x, s) ds. (6)

Note that in formulas (5) and (6), the integration is performed with respect to different pairs of
variables.

©• References for Section 9.1: E. Goursat (1923), H. M. Müntz (1934), V. Volterra (1959), S. G. Mikhlin (1960),
M. L. Krasnov, A. I. Kiselev, and G. I. Makarenko (1971), J. A. Cochran (1972), V. I. Smirnov (1974), P. P. Zabreyko,
A. I. Koshelev, et al. (1975), A. J. Jerry (1985), F. G. Tricomi (1985), A. F. Verlan’ and V. S. Sizikov (1986), G. Gripenberg,
S.-O. Londen, and O. Staffans (1990), C. Corduneanu (1991), R. Gorenflo and S. Vessella (1991), A. C. Pipkin (1991).

9.2. Equations With Degenerate Kernel:
K(x, t) = g1(x)h1(t) + · · · + gn(x)hn(t)

9.2-1. Equations With Kernel of the Form K(x, t) = ϕ(x) + ψ(x)(x – t)

The solution of a Volterra equation (see Subsection 9.1-1) with kernel of this type can be expressed
by the formula

y = w′′
xx, (1)

where w = w(x) is the solution of the second-order linear nonhomogeneous ordinary differential
equation

w′′
xx – ϕ(x)w′

x – ψ(x)w = f (x), (2)

with the initial conditions
w(a) = w′

x(a) = 0. (3)

Let w1 = w1(x) be a nontrivial particular solution of the corresponding homogeneous linear differ-
ential equation (2) for f (x) ≡ 0. Assume that w1(a) ≠ 0. In this case, the other nontrivial particular
solution w2 = w2(x) of this homogeneous linear differential equation has the form

w2(x) = w1(x)
∫ x

a

Φ(t)
[w1(t)]2

dt, Φ(x) = exp
[∫ x

a

ϕ(s) ds
]
.
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The solution of the nonhomogeneous equation (2) with the initial conditions (3) is given by the
formula

w(x) = w2(x)
∫ x

a

w1(t)
Φ(t)

f (t) dt – w1(x)
∫ x

a

w2(t)
Φ(t)

f (t) dt. (4)

On substituting expression (4) into formula (1) we obtain the solution of the original integral equation
in the form

y(x) = f (x) +
∫ x

a

R(x, t)f (t) dt,

where

R(x, t) = [w′′
2 (x)w1(t) – w′′

1 (x)w2(t)]
1

Φ(t)

= ϕ(x)
Φ(x)
w1(x)

w1(t)
Φ(t)

+ [ϕ(x)w′
1(x) + ψ(x)w1(x)]

w1(t)
Φ(t)

∫ x

t

Φ(s)
[w1(s)]2

ds.

Here Φ(x) = exp
[∫ x

a

ϕ(s) ds
]

and the primes stand for x-derivatives.

For a degenerate kernel of the above form, the resolvent can be defined by the formula

R(x, t) = u′′xx,

where the auxiliary function u is the solution of the homogeneous linear second-order ordinary
differential equation

u′′xx – ϕ(x)u′x – ψ(x)u = 0 (5)

with the following initial conditions at x = t:

u
∣∣
x=t

= 0, u′x
∣∣
x=t

= 1. (6)

The parameter t occurs only in the initial conditions (6), and Eq. (5) itself is independent of t.

Remark 1. The kernel of the integral equation in question can be rewritten in the form K(x, t) =
G1(x) + tG2(x), where G1(x) = ϕ(x) + xψ(x) and G2(x) = –ϕ(x).

9.2-2. Equations With Kernel of the Form K(x, t) = ϕ(t) + ψ(t)(t – x)

For a degenerate kernel of the above form, the resolvent is determined by the expression

R(x, t) = –v′′tt, (7)

where the auxiliary function v is the solution of the homogeneous linear second-order ordinary
differential equation

v′′tt + ϕ(t)v′t + ψ(t)v = 0 (8)

with the following initial conditions at t = x:

v
∣∣
t=x

= 0, v′t
∣∣
t=x

= 1. (9)

The point x occurs only in the initial data (9) as a parameter, and Eq. (8) itself is independent of x.
Assume that v1 = v1(t) is a nontrivial particular solution of Eq. (8). In this case, the general

solution of this differential equation is given by the formula

v(t) = C1v1(t) + C2v1(t)
∫ t

a

ds

Φ(s)[v1(s)]2
, Φ(t) = exp

[∫ t

a

ϕ(s) ds
]
.
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Taking into account the initial data (9), we find the dependence of the integration constants C1

and C2 on the parameter x. As a result, we obtain the solution of problem (8), (9):

v = v1(x)Φ(x)
∫ t

x

ds

Φ(s)[v1(s)]2
. (10)

On substituting the expression (10) into formula (7) and eliminating the second derivative by means
of Eq. (8) we find the resolvent:

R(x, t) = ϕ(t)
v1(x)Φ(x)
v1(t)Φ(t)

+ v1(x)Φ(x)[ϕ(t)v′t(t) + ψ(t)v1(t)]
∫ t

x

ds

Φ(s)[v1(s)]2
.

Remark 2. The kernel of the integral equation under consideration can be rewritten in the form
K(x, t) = G1(t) + xG2(t), where G1(t) = ϕ(t) + tψ(t) and G2(t) = –ϕ(t).

9.2-3. Equations With Kernel of the Form K(x, t) =
∑n

m=1 ϕm(x)(x – t)m–1

To find the resolvent, we introduce an auxiliary function as follows:

u(x, t) =
1

(n – 1)!

∫ x

t

R(s, t)(x – s)n–1 ds +
(x – t)n–1

(n – 1)!
;

at x = t, this function vanishes together with the first n – 2 derivatives with respect to x, and the
(n – 1)st derivative at x = t is equal to 1. Moreover,

R(x, t) = u(n)
x (x, t), u(n)

x =
dnu(x, t)
dxn

. (11)

On substituting relation (11) into the resolvent equation (3) of Subsection 9.1-1, we see that

u(n)
x (x, t) = K(x, t) +

∫ x

t

K(x, s)u(n)
s (s, t) ds. (12)

Integrating by parts the right-hand side in (12), we obtain

u(n)
x (x, t) = K(x, t) +

n–1∑
m=0

(–1)mK (m)
s (x, s)u(n–m–1)

s (s, t)
∣∣s=x

s=t
. (13)

On substituting the expressions for K(x, t) and u(x, t) into (13), we arrive at a linear homogeneous
ordinary differential equation of order n for the function u(x, t).

Thus, the resolvent R(x, t) of the Volterra integral equation with degenerate kernel of the above
form can be obtained by means of (11), where u(x, t) satisfies the following differential equation
and initial conditions:

u(n)
x – ϕ1(x)u(n–1)

x – ϕ2(x)u(n–2)
x – 2ϕ3(x)u(n–3)

x – · · · – (n – 1)!ϕn(x)u = 0,

u
∣∣
x=t

= u′x
∣∣
x=t

= · · · = u(n–2)
x

∣∣
x=t

= 0, u(n–1)
x

∣∣
x=t

= 1.

The parameter t occurs only in the initial conditions, and the equation itself is independent of t
explicitly.

Remark 3. A kernel of the form K(x, t) =
n∑

m=1
φm(x)tm–1 can be reduced to a kernel of the

above type by elementary transformations.
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9.2-4. Equations With Kernel of the Form K(x, t) =
∑n

m=1 ϕm(t)(t – x)m–1

Let us represent the resolvent of this degenerate kernel in the form

R(x, t) = –v(n)
t (x, t), v(n)

t =
dnv(x, t)
dtn

,

where the auxiliary function v(x, t) vanishes at t = x together with n– 2 derivatives with respect to t,
and the (n – 1)st derivative with respect to t at t = x is equal to 1. On substituting the expression for
the resolvent into Eq. (3) of Subsection 9.1-1, we obtain

v(n)
t (x, t) =

∫ x

t

K(s, t)v(n)
s (x, s) ds – K(x, t).

Let us apply integration by parts to the integral on the right-hand side. Taking into account the
properties of the auxiliary function v(x, t), we arrive at the following Cauchy problem for an
nth-order ordinary differential equation:

v(n)
t + ϕ1(t)v(n–1)

t + ϕ2(t)v(n–2)
t + 2ϕ3(t)v(n–3)

t + · · · + (n – 1)!ϕn(t)v = 0,

v
∣∣
t=x

= v′t
∣∣
t=x

= · · · = v(n–2)
t

∣∣
t=x

= 0, v(n–1)
t

∣∣
t=x

= 1.

The parameter x occurs only in the initial conditions, and the equation itself is independent of x
explicitly.

Remark 4. A kernel of the form K(x, t) =
n∑

m=1
φm(t)xm–1 can be reduced to a kernel of the

above type by elementary transformations.

9.2-5. Equations With Degenerate Kernel of the General Form

In this case, the Volterra equation of the second kind can be represented in the form

y(x) –
n∑

m=1

gm(x)
∫ x

a

hm(t)y(t) dt = f (x). (14)

Let us introduce the notation

wj(x) =
∫ x

a

hj(t)y(t) dt, j = 1, . . . ,n, (15)

and rewrite Eq. (14) as follows:

y(x) =
n∑

m=1

gm(x)wm(x) + f (x). (16)

On differentiating the expressions (15) with regard to formula (16), we arrive at the following system
of linear differential equations for the functions wj = wj(x):

w′
j = hj(x)

[ n∑
m=1

gm(x)wm + f (x)
]
, j = 1, . . . ,n,

with the initial conditions
wj(a) = 0, j = 1, . . . ,n.

Once the solution of this system is found, the solution of the original integral equation (14) is defined
by formula(16) or any of the expressions

y(x) =
w′

j(x)

hj(x)
, j = 1, . . . ,n,

which can be obtained from formula (15) by differentiation.

©• References for Section 9.2: E. Goursat (1923), H. M. Müntz (1934), A. F. Verlan’ and V. S. Sizikov (1986), A. D. Polyanin
and A. V. Manzhirov (1998).
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9.3. Equations With Difference Kernel: K(x, t) = K(x – t)

9.3-1. A Solution Method Based on the Laplace Transform

Volterra equations of the second kind with kernel depending on the difference of the arguments have
the form

y(x) –
∫ x

0
K(x – t)y(t) dt = f (x). (1)

Applying the Laplace transform L to Eq. (1) and taking into account the fact that by the
convolution theorem (see Subsection 7.2-3) the integral with kernel depending on the difference of
the arguments is transformed into the product K̃(p)ỹ(p), we arrive at the following equation for the
transform of the unknown function:

ỹ(p) – K̃(p)ỹ(p) = f̃ (p). (2)

The solution of Eq. (2) is given by the formula

ỹ(p) =
f̃ (p)

1 – K̃(p)
, (3)

which can be written equivalently in the form

ỹ(p) = f̃ (p) + R̃(p)f̃ (p), R̃(p) =
K̃(p)

1 – K̃(p)
. (4)

On applying the Laplace inversion formula to (4), we obtain the solution of Eq. (1) in the form

y(x) = f (x) +
∫ x

0
R(x – t)f (t) dt,

R(x) =
1

2πi

∫ c+i∞

c–i∞
R̃(p)epx dp.

(5)

When applying formula (5) in practice, the following two technical problems occur:

1◦. Finding the transform K̃(p) =
∫ ∞

0
K(x)e–px dx for a given kernel K(x).

2◦. Finding the resolvent (5) whose transform R̃(p) is given by formula (4).
To calculate the corresponding integrals, tables of direct and inverse Laplace transforms can be

applied (see Supplements 4 and 5), and, in many cases, to find the inverse transform, methods of the
theory of functions of a complex variable are applied, including the Cauchy residue theorem (see
Subsection 7.1-4).

Remark. If the lower limit of the integral in the Volterra equation with kernel depending on the
difference of the arguments is equal to a, then this equation can be reduced to Eq. (1) by the change
of variables x = x̄ – a, t = t̄ – a.

Figure 2 depicts the principal scheme of solving Volterra integral equations of the second kind
with difference kernel by means of the Laplace integral transform.
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Fig. 2. Scheme of solving Volterra integral equations of the second kind with difference kernel by means

of the Laplace integral transform. R(x) is the inverse transform of the function R̃(p) =
K̃(p)

1 – K̃(p)
.

Example 1. Consider the equation

y(x) + A
∫ x

0
sin

[
λ(x – t)

]
y(t) dt = f (x), (6)

which is a special case of Eq. (1) for K(x) = –A sin(λx).
We first apply the table of Laplace transforms (see Supplement 4) and obtain the transform of the kernel of the integral

equation in the form

K̃(p) = –
Aλ

p2 + λ2
.

Next, by formula (4) we find the transform of the resolvent:

R̃(p) = –
Aλ

p2 + λ(A + λ)
.

Furthermore, applying the table of inverse Laplace transforms (see Supplement 5) we obtain the resolvent:

R(x) =




–
Aλ

k
sin(kx) for λ(A + λ) > 0,

–
Aλ

k
sinh(kx) for λ(A + λ) < 0,

where k = |λ(A + λ)|1/2.
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Moreover, in the special case λ = –A, we haveR(x) =A2x. On substituting the expressions for the resolvent into formula (5),
we find the solution of the integral equation (6). In particular, for λ(A + λ) > 0, this solution has the form

y(x) = f (x) –
Aλ

k

∫ x

0
sin

[
k(x – t)

]
f (t) dt, k =

√
λ(A + λ). (7)

9.3-2. A Method Based on the Solution of an Auxiliary Equation

Consider the integral equation

Ay(x) + B
∫ x

a

K(x – t)y(t) dt = f (x). (8)

Let w = w(x) be a solution of the simpler auxiliary equation with f (x) ≡ 1 and a = 0,

Aw(x) + B
∫ x

0
K(x – t)w(t) dt = 1. (9)

In this case, the solution of the original equation (8) with an arbitrary right-hand side can be expressed
via the solution of the auxiliary equation (9) by the formula

y(x) =
d

dx

∫ x

a

w(x – t)f (t) dt = f (a)w(x – a) +
∫ x

a

w(x – t)f ′
t(t) dt. (10)

Let us prove this assertion. We rewrite expression (10) (in which we first redenote the integration parameter t by s) in
the form

y(x) =
d

dx
I(x), I(x) =

∫ x

a
w(x – s)f (s) ds (11)

and substitute it into the left-hand side of Eq. (8). After some algebraic manipulations and after changing the order of
integration in the double integral with regard to (9), we obtain

d

dx
AI(x) + B

∫ x

a
K(x – t)

d

dt
I(t) dt =

d

dx
AI(x) +

d

dx
B

∫ x

a
K(x – t)I(t) dt

=
d

dx

[
A

∫ x

a
w(x – s)f (s) ds + B

∫ x

a

∫ t

a
K(x – t)w(t – s)f (s) ds dt

]

=
d

dx

{∫ x

a
f (s)

[
Aw(x – s) + B

∫ x

s
K(x – t)w(t – s) dt

]
ds

}

=
d

dx

{∫ x

a
f (s)

[
Aw(x – s) + B

∫ x–s

0
K(x – s – λ)w(λ) dλ

]
ds

}
=

d

dx

∫ x

a
f (s) ds = f (x),

which proves the desired assertion.

9.3-3. Reduction to Ordinary Differential Equations

Consider the special case in which the transform of the kernel of the integral equation (1) can be
expressed in the form

1 – K̃(p) =
Q(p)
R(p)

, (12)

where Q(p) and R(p) are polynomials of degree n:

Q(p) =
n∑

k=0

Akp
k, R(p) =

n∑
k=0

Bkp
k. (13)
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In this case, the solution of the integral equation (1) satisfies the following linear nonhomogeneous
ordinary differential equation of order n with constant coefficients:

n∑
k=0

Aky
(k)
x (x) =

n∑
k=0

Bkf
(k)
x (x). (14)

Equation (14) can be rewritten in the operator form

Q(D)y(x) = R(D)f (x), D ≡
d

dx
.

The initial conditions for Eq. (14) can be found from the relation

n∑
k=0

Ak

k–1∑
s=0

pk–1–sy(s)
x (0) –

n∑
k=0

Bk

k–1∑
s=0

pk–1–sf (s)
x (0) = 0 (15)

by matching the coefficients of like powers of the parameter p.
The proof of this assertion can be performed by applying the Laplace transform to the differential

equation (14) and by the subsequent comparison of the resulting expression with Eq. (2) with regard
to (12).

Another method of reducing an integral equation to an ordinary differential equation is described
in Section 9.7.

9.3-4. Reduction to a Wiener–Hopf Equation of the Second Kind

A Volterra equation of the second kind with the difference kernel of the form

y(x) +
∫ x

0
K(x – t)y(t) dt = f (x), 0 < x < ∞, (16)

can be reduced to the Wiener–Hopf equation

y(x) +
∫ ∞

0
K+(x – t)y(t) dt = f (x), 0 < x < ∞, (17)

where the kernel K+(x – t) is given by

K+(s) =
{
K(s) for s > 0,
0 for s < 0.

Methods for studying Eq. (17) are described in Chapter 11, where an example of constructing
a solution of a Volterra equation of the second kind with difference kernel by means of con-
structing a solution of the corresponding Wiener–Hopf equation of the second kind is presented
(see Subsection 11.9-3).

9.3-5. Method of Fractional Integration for the Generalized Abel Equation

Consider the generalized Abel equation of the second kind

y(x) – λ
∫ x

a

y(t)
(x – t)µ

dt = f (x), x > a, (18)
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where 0 < µ < 1. Let us assume that x ∈ [a, b], f (x) ∈ AC, and y(t) ∈ L1, and apply the technique
of the fractional integration (see Section 8.5). We set

µ = 1 – β, 0 < β < 1, λ =
ν

Γ(β)
, (19)

and use (8.5.1) to rewrite Eq. (18) in the form(
1 – νIβ

a+

)
y(x) = f (x), x > a. (20)

Now the solution of the generalized Abel equation of the second kind can be symbolically written
as follows:

y(x) =
(
1 – νIβ

a+

)–1
f (x), x > a. (21)

On expanding the operator expression in the parentheses in a series in powers of the operator by
means of the formula for a geometric progression, we obtain

y(x) =

[
1 +

∞∑
n=1

(
νIβ

a+

)n
]
f (x), x > a. (22)

Taking into account the relation (Iβ
a+)n = Iβn

a+ , we can rewrite formula (22) in the expanded form

y(x) = f (x) +
∞∑
n=1

νn

Γ(βn)

∫ x

a

(x – t)βn–1f (t) dt, x > a. (23)

Let us transpose the integration and summation in the expression (23). Note that
∞∑
n=1

νn(x – t)βn–1

Γ(βn)
=

d

dx

∞∑
n=1

νn(x – t)βn

Γ(1 + βn)
.

In this case, taking into account the change of variables (19), we see that a solution of the generalized
Abel equation of the second kind becomes

y(x) = f (x) +
∫ x

a

R(x – t)f (t) dt, x > a, (24)

where the resolvent R(x – t) is given by the formula

R(x – t) =
d

dx

∞∑
n=1

[
λΓ(1 – µ)(x – t)(1–µ)

]n

Γ[1 + (1 – µ)n]
. (25)

In some cases, the sum of the series in the representation (25) of the resolvent can be found, and a
closed-form expression for this sum can be obtained.

Example 2. Consider the Abel equation of the second kind (we set µ = 1
2 in Eq. (18))

y(x) – λ
∫ x

a

y(t)√
x – t

dt = f (x), x > a. (26)

By virtue of formula (25), the resolvent for Eq. (26) is given by the expression

R(x – t) =
d

dx

∞∑
n=1

[
λ
√
π(x – t)

]n

Γ
(
1 + 1

2 n
) . (27)

We have
∞∑
n=1

xn/2

Γ
(
1 + 1

2 n
) = ex erf

√
x, erf x ≡

2√
π

∫ x

0
e–t2

dt, (28)

where erf x is the error function. By (27) and (28), in this case the expression for the resolvent can be rewritten in the form

R(x – t) =
d

dx

{
exp[λ2π(x – t)] erf

[
λ
√
π(x – t)

]}
. (29)

Applying relations (24) and (27), we obtain the solution of the Abel integral equation of the second kind in the form

y(x) = f (x) +
d

dx

∫ x

a

{
exp[λ2π(x – t)] erf

[
λ
√
π(x – t)

]}
f (t) dt, x > a. (30)

Note that in the case under consideration, the solution is constructed in the closed form.
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9.3-6. Systems of Volterra Integral Equations

The Laplace transform can be applied to solve systems of Volterra integral equations of the form

ym(x) –
n∑

k=1

∫ x

0
Kmk(x – t)yk(t) dt = fm(x), m = 1, . . . ,n. (31)

Let us apply the Laplace transform to system (31). We obtain the relations

ỹm(p) –
n∑

k=1

K̃mk(p)ỹk(p) = f̃m(p), m = 1, . . . ,n. (32)

On solving this system of linear algebraic equations, we find ỹm(p), and the solution of the system
under consideration becomes

ym(x) =
1

2πi

∫ c+i∞

c–i∞
ỹm(p)epx dp. (33)

The Laplace transform can be applied to construct a solution of systems of Volterra equations
of the first kind and of integro-differential equations as well.

©• References for Section 9.3: V. A. Ditkin and A. P. Prudnikov (1965), M. L. Krasnov, A. I. Kiselev, and G. I. Makarenko
(1971), V. I. Smirnov (1974), K. B. Oldham and J. Spanier (1974), P. P. Zabreyko, A. I. Koshelev, et al. (1975), F. D. Gakhov
and Yu. I. Cherskii (1978), Yu. I. Babenko (1986), R. Gorenflo and S. Vessella (1991), S. G. Samko, A. A. Kilbas, and
O. I. Marichev (1993).

9.4. Operator Methods for Solving Linear Integral
Equations

9.4-1. Application of a Solution of a “Truncated” Equation of the First Kind

Consider the linear equation of the second kind

y(x) + L [y] = f (x), (1)

where L is a linear (integral) operator.
Assume that the solution of the auxiliary “truncated” equation of the first kind

L [u] = g(x), (2)

can be represented in the form
u(x) = M

[
L[g]

]
, (3)

where M is a known linear operator. Formula (3) means that

L–1 = ML.

Let us apply the operator L–1 to Eq. (1). The resulting relation has the form

M
[
L[y]

]
+ y(x) = M

[
L[f ]

]
, (4)

On eliminating y(x) from (1) and (4) we obtain the equation

M [w] – w(x) = F (x), (5)

in which the following notation is used:

w = L [y], F (x) = M
[
L[f ]

]
– f (x).

In some cases, Eq. (5) is simpler than the original equation (1). For example, this is the case if
the operator M is a constant (see Subsection 11.7-2) or a differential operator:

M = anD
n + an–1D

n–1 + · · · + a1D + a0, D ≡
d

dx
.

In the latter case, Eq. (5) is an ordinary linear differential equation for the function w.
If a solution w = w(x) of Eq. (5) is obtained, then a solution of Eq. (1) is given by the formula

y(x) = M
[
L[w]

]
.
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Example 1. Consider the Abel equation of the second kind

y(x) + λ
∫ x

a

y(t) dt√
x – t

= f (x). (6)

To solve this equation, we apply a slight modification of the above scheme, which corresponds to the case M ≡ const
d

dx
.

Let us rewrite Eq. (6) as follows: ∫ x

a

y(t) dt√
x – t

=
f (x) – y(x)

λ
. (7)

Let us assume that the right-hand side of Eq. (7) is known and treat Eq. (7) as an Abel equation of the first kind. Its solution
can be written in the following form (see the example in Subsection 8.4-4):

y(x) =
1

π

d

dx

∫ x

a

f (t) – y(t)

λ
√
x – t

dt

or

y(x) +
1

πλ

d

dx

∫ x

a

y(t) dt√
x – t

dt =
1

πλ

d

dx

∫ x

a

f (t) dt√
x – t

. (8)

Let us differentiate both sides of Eq. (6) with respect to x, multiply Eq. (8) by –πλ2, and add the resulting expressions term
by term. We eventually arrive at the following first-order linear ordinary differential equation for the function y = y(x):

y′x – πλ2y = F ′
x(x), (9)

where

F (x) = f (x) – λ
∫ x

a

f (t) dt√
x – t

. (10)

We must supplement Eq. (9) with initial condition
y(a) = f (a), (11)

which is a consequence of (6).
The solution of problem (9)–(11) has the form

y(x) = F (x) + πλ2
∫ x

a
exp[πλ2(x – t)]F (t) dt, (12)

and defines the solution of the Abel equation of the second kind (6).

9.4-2. Application of the Auxiliary Equation of the Second Kind

The solution of the Abel equation of the second kind (6) can also be obtained by another method,
presented below.

Consider the linear equation
y(x) – L [y] = f (x), (13)

where L is a linear operator. Assume that the solution of the auxiliary equation

w(x) – Ln[w] = Φ(x), Ln[w] ≡ L
[
Ln–1[w]

]
, (14)

which involves the nth power of the operator L, is known and is defined by the formula

w(x) = M [Φ(x)]. (15)

In this case, the solution of the original equation (13) has the form

y(x) = M [Φ(x)], Φ(x) = Ln–1[f ] + Ln–2[f ] + · · · + L [f ] + f (x). (16)

This assertion can be proved by applying the operator Ln–1 + Ln–2 + · · · + L + 1 to Eq. (13), with
regard to the operator relation

(
1 – L

)(
Ln–1 + Ln–2 + · · · + L + 1

)
= 1 – Ln

together with formula (16) for Φ(x). In Eq. (14) we may write y(x) instead of w(x).
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Example 2. Let us apply the operator method (for n = 2) to solve the generalized Abel equation with exponent 3/4:

y(x) – b
∫ x

0

y(t) dt

(x – t)3/4
= f (x). (17)

We first consider the integral operator with difference kernel

L [y(x)] ≡
∫ x

0
K(x – t)y(t) dt.

Let us find L2:

L2 [y] ≡ L
[
L [y]

]
=

∫ x

0

∫ t

0
K(x – t)K(t – s)y(s) ds dt

=
∫ x

0
y(s) ds

∫ x

s
K(x – t)K(t – s) dt =

∫ x

0
K2(x – s)y(s) ds,

K2(z) =
∫ z

0
K(ξ)K(z – ξ) dξ.

(18)

In the proof of this formula, we have reversed the order of integration and performed the change of variables ξ = t – s.
For the power-law kernel

K(ξ) = bξµ,

we have

K2(z) = b2 Γ2(1 + µ)

Γ(2 + 2µ)
z1+2µ. (19)

For Eq. (17) we obtain

µ = –
3

4
, K2(z) = A

1√
z

, A =
b2

√
π

Γ2( 1
4 ).

Therefore, the auxiliary equation (14) corresponding to n = 2 has the form

y(x) – A
∫ x

0

y(t) dt√
x – t

= Φ(x), (20)

where

Φ(x) = f (x) + b
∫ x

0

f (t) dt

(x – t)3/4
.

After the substitution A→ –λ and Φ → f , relation (20) coincides with Eq. (6), and the solution of Eq. (20) can be obtained
by formula (12).

Remark. It follows from (19) that the solution of the generalized Abel equation with exponent β

y(x) + λ
∫ x

0

y(t) dt
(x – t)β

= f (x)

can be reduced to the solution of a similar equation with the different exponent β1 = 2β – 1. In
particular, the Abel equation (6), which corresponds to β = 1

2 , is reduced to the solution of an
equation with degenerate kernel for β1 = 0.

9.4-3. A Method for Solving “Quadratic” Operator Equations

Suppose that the solution of the linear (integral, differential, etc.) equation

y(x) – λL [y] = f (x) (21)

is known for an arbitrary right-hand side f (x) and for any λ from the interval (λmin, λmax). We
denote this solution by

y = Y (f ,λ). (22)

Let us construct the solution of the more complicated equation

y(x) – aL [y] – bL2 [y] = f (x), (23)
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where a and b are some numbers and f (x) is an arbitrary function. To this end, we represent the
left-hand side of Eq. (23) by the product of operators

(
1 – aL – bL2

)
[y] ≡

(
1 – λ1L

)(
1 – λ2L

)
[y], (24)

where λ1 and λ2 are the roots of the quadratic equation

λ2 – aλ – b = 0. (25)

We assume that λmin < λ1, λ2 < λmax.
Let us solve the auxiliary equation

w(x) – λ2L [w] = f (x), (26)

which is the special case of Eq. (21) for λ = λ2. The solution of this equation is given by the formula

w(x) = Y (f ,λ2). (27)

Taking into account (24) and (26), we can rewrite Eq. (23) in the form
(
1 – λ1L

)(
1 – λ2L

)
[y] =

(
1 – λ2L

)
[w],

or, in view of the identity (1 – λ1L)(1 – λ2L) ≡ (1 – λ2L)(1 – λ1L), in the form

(
1 – λ2L

){(
1 – λ1L

)
[y] – w(x)

}
= 0.

This relation holds if the unknown function y(x) satisfies the equation

y(x) – λ1L [y] = w(x). (28)

The solution of this equation is given by the formula

y(x) = Y (w,λ1), where w = Y (f ,λ2). (29)

If the homogeneous equation y(x) – λ2L[y] = 0 has only the trivial* solution y ≡ 0, then
formula (29) defines the unique solution of the original equation (23).

Example 3. Consider the integral equation

y(x) –
∫ x

0

( A√
x – t

+ B
)
y(t) dt = f (x).

It follows from the results of Example 2 that this equation can be written in the form of Eq. (23):

y(x) – AL [y] – 1
π
BL2 [y] = f (x), L [y] ≡

∫ x

0

y(t) dt√
x – t

.

Therefore, the solution (in the form of antiderivatives) of the integral equation can be given by the formulas

y(x) = Y (w,λ1), w = Y (f ,λ2),

Y (f ,λ) = F (x) + πλ2
∫ x

0
exp

[
πλ2(x – t)

]
F (t) dt, F (x) = f (x) + λ

∫ x

0

f (t) dt√
x – t

,

where λ1 and λ2 are the roots of the quadratic equation λ2 – Aλ – 1
π
B = 0.

This method can also be applied to solve (in the form of antiderivatives) more general equations of the form

y(x) –
∫ x

0

[ A

(x – t)β
+

B

(x – t)2β–1

]
y(t) dt = f (x),

where β is a rational number satisfying the condition 0 < β < 1 (see Example 2 and Eq. 2.1.59 from the first part of the book).

* If the homogeneous equation y(x) – λ2L[y] = 0 has nontrivial solutions, then the right-hand side of Eq. (28) must
contain the function w(x) + y0(x) instead of w(x), where y0 is the general solution of the homogeneous equation.
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9.4-4. Solution of Operator Equations of Polynomial Form

The method described in Subsection 9.4-3 can be generalized to the case of operator equations of
polynomial form. Suppose that the solution of the linear nonhomogeneous equation (21) is given
by formula (22) and that the corresponding homogeneous equation has only the trivial solution.

Let us construct the solution of the more complicated equation with polynomial left-hand side
with respect to the operator L:

y(x) –
n∑

k=1

AkLk [y] = f (x), Lk ≡ L
(
Lk–1

)
, (30)

where Ak are some numbers and f (x) is an arbitrary function.
We denote by λ1, . . . , λn the roots of the characteristic equation

λn –
n∑

k=1

Akλ
n–k = 0. (31)

The left-hand side of Eq. (30) can be expressed in the form of a product of operators:

y(x) –
n∑

k=1

AkLk [y] ≡
n∏

k=1

(
1 – λkL

)
[y]. (32)

The solution of the auxiliary equation (26), in which we use the substitutionw→ yn–1 and λ2 → λn,
is given by the formula yn–1(x) = Y (f ,λn). Reasoning similar to that in Subsection 9.4-3 shows
that the solution of Eq. (30) is reduced to the solution of the simpler equation

n–1∏
k=1

(
1 – λkL

)
[y] = yn–1(x), (33)

whose degree is less by one than that of the original equation with respect to the operator L. We can
show in a similar way that Eq. (33) can be reduced to the solution of the simpler equation

n–2∏
k=1

(
1 – λkL

)
[y] = yn–2(x), yn–2(x) = Y (yn–1,λn–1).

Successively reducing the order of the equation, we eventually arrive at an equation of the form (28)
whose right-hand side contains the function y1(x) = Y (y2,λ2). The solution of this equation is given
by the formula y(x) = Y (y1,λ1).

The solution of the original equation (30) is defined recursively by the following formulas:

yk–1(x) = Y (yk,λk); k = n, . . . , 1, where yn(x) ≡ f (x), y0(x) ≡ y(x).

Note that here the decreasing sequence k = n, . . . , 1 is used.

9.4-5. A Generalization

Suppose that the left-hand side of a linear (integral) equation

y(x) – Q [y] = f (x) (34)
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can be represented in the form of a product

y(x) – Q [y] ≡
n∏

k=1

(
1 – Lk

)
[y], (35)

where the Lk are linear operators. Suppose that the solutions of the auxiliary equations

y(x) – Lk [y] = f (x), k = 1, . . . ,n (36)

are known and are given by the formulas

y(x) = Yk

[
f (x)

]
, k = 1, . . . ,n. (37)

The solution of the auxiliary equation (36) for k =n, in which we apply the substitution y→ yn–1,
is given by the formula yn–1(x) = Yn

[
f (x)

]
. Reasoning similar to that used in Subsection 9.4-3

shows that the solution of Eq. (34) can be reduced to the solution of the simpler equation
n–1∏
k=1

(
1 – Lk

)
[y] = yn–1(x).

Successively reducing the order of the equation, we eventually arrive at an equation of the form (36)
for k = 1, whose right-hand side contains the function y1(x) = Y2

[
y2(x)

]
. The solution of this

equation is given by the formula y(x) = Y1
[
y1(x)

]
.

The solution of the original equation (35) can be defined recursively by the following formulas:

yk–1(x) = Yk

[
yk(x)

]
; k = n, . . . , 1, where yn(x) ≡ f (x), y0(x) ≡ y(x).

Note that here the decreasing sequence k = n, . . . , 1 is used.

©• Reference for Section 9.4: A. D. Polyanin and A. V. Manzhirov (1998).

9.5. Construction of Solutions of Integral Equations With
Special Right-Hand Side

In this section we describe some approaches to the construction of solutions of integral equations
with special right-hand side. These approaches are based on the application of auxiliary solutions
that depend on a free parameter.

9.5-1. The General Scheme

Consider a linear equation, which we shall write in the following brief form:

L [y] = fg(x,λ), (1)

where L is a linear operator (integral, differential, etc.) that acts with respect to the variable x and is
independent of the parameter λ, and fg(x,λ) is a given function that depends on the variable x and
the parameter λ.

Suppose that the solution of Eq. (1) is known:

y = y(x,λ). (2)

Let M be a linear operator (integral, differential, etc.) that acts with respect to the parameter λ
and is independent of the variable x. Consider the (usual) case in which M commutes with L. We
apply the operator M to Eq. (1) and find that the equation

L [w] = fM (x), fM (x) = M
[
fg(x,λ)

]
, (3)

has the solution
w = M

[
y(x,λ)

]
. (4)

By choosing the operator M in a different way, we can obtain solutions for other right-hand
sides of Eq. (1). The original function fg(x,λ) is called the generating function for the operator L.
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9.5-2. A Generating Function of Exponential Form

Consider a linear equation with exponential right-hand side

L [y] = eλx. (5)

Suppose that the solution is known and is given by formula (2). In Table 4 we present solutions
of the equation L [y] = f (x) with various right-hand sides; these solutions are expressed via the
solution of Eq. (5).

Remark 1. When applying the formulas indicated in the table, we need not know the left-hand
side of the linear equation (5) (the equation can be integral, differential, etc.) provided that a particular
solution of this equation for exponential right-hand side is known. It is only of importance that the
left-hand side of the equation is independent of the parameter λ.

Remark 2. When applying formulas indicated in the table, the convergence of the integrals
occurring in the resulting solution must be verified.

Example 1. We seek a solution of the equation with exponential right-hand side

y(x) +
∫ ∞

x
K(x – t)y(t) dt = eλx (6)

in the form y(x,λ) = keλx by the method of indeterminate coefficients. Then we obtain

y(x,λ) =
1

B(λ)
eλx, B(λ) = 1 +

∫ ∞

0
K(–z)eλz dz. (7)

It follows from row 3 of Table 4 that the solution of the equation

y(x) +
∫ ∞

x
K(x – t)y(t) dt = Ax (8)

has the form

y(x) =
A

D
x –

AC

D2
,

D = 1 +
∫ ∞

0
K(–z) dz, C =

∫ ∞

0
zK(–z) dz.

For such a solution to exist, it is necessary that the improper integrals of the functions K(–z) and zK(–z) exist. This
holds if the function K(–z) decreases more rapidly than z–2 as z → ∞. Otherwise a solution can be nonexistent. It is of
interest that for functions K(–z) with power-law growth as z → ∞ in the case λ < 0, the solution of Eq. (6) exists and is
given by formula (7), whereas Eq. (8) does not have a solution. Therefore, we must be careful when using formulas from
Table 4 and verify the convergence of the integrals occurring in the solution.

It follows from row 15 of Table 4 that the solution of the equation

y(x) +
∫ ∞

x
K(x – t)y(t) dt = A sin(λx) (9)

is given by the formula

y(x) =
A

B2
c + B2

s

[
Bc sin(λx) – Bs cos(λx)

]
,

Bc = 1 +
∫ ∞

0
K(–z) cos(λz) dz, Bs =

∫ ∞

0
K(–z) sin(λz) dz.
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TABLE 4
Solutions of the equation L [y] = f (x) with generating function of the exponential form

No Right-Hand Side f (x) Solution y Solution Method

1 eλx y(x,λ) Original Equation

2 A1e
λ1x + · · · + Ane

λnx A1y(x,λ1) + · · · + Any(x,λn) Follows from linearity

3 Ax + B A
∂

∂λ

[
y(x,λ)

]
λ=0

+ By(x, 0) Follows from linearity
and the results of row No 4

4 Axn,
n = 0, 1, 2, . . .

A

{
∂n

∂λn

[
y(x,λ)

]}
λ=0

Follows from the results
of row No 6 for λ = 0

5
A

x + a
, a > 0 A

∫ ∞

0
e–aλy(x, –λ) dλ Integration with respect

to the parameter λ

6 Axneλx,
n = 0, 1, 2, . . . A

∂n

∂λn

[
y(x,λ)

] Differentiation with respect
to the parameter λ

7 ax y(x, ln a) Follows from row No 1

8 A cosh(λx) 1
2A[y(x, λ) + y(x, –λ)

] Linearity and relations
to the exponential

9 A sinh(λx) 1
2A[y(x, λ) – y(x, –λ)

] Linearity and relations
to the exponential

10 Axm cosh(λx),
m = 1, 3, 5, . . .

1
2A

∂m

∂λm
[y(x, λ) – y(x, –λ)

] Differentiation with respect
to λ and relation

to the exponential

11 Axm cosh(λx),
m = 2, 4, 6, . . .

1
2A

∂m

∂λm
[y(x, λ) + y(x, –λ)

] Differentiation with respect
to λ and relation

to the exponential

12 Axm sinh(λx),
m = 1, 3, 5, . . .

1
2A

∂m

∂λm
[y(x, λ) + y(x, –λ)

] Differentiation with respect
to λ and relation
to the exponential

13 Axm sinh(λx),
m = 2, 4, 6, . . .

1
2A

∂m

∂λm
[y(x, λ) – y(x, –λ)

] Differentiation with respect
to λ and relation
to the exponential

14 A cos(βx) ARe
[
y(x, iβ)

] Selection of the real
part for λ = iβ

15 A sin(βx) A Im
[
y(x, iβ)

] Selection of the imaginary
part for λ = iβ

16 Axn cos(βx),
n = 1, 2, 3, . . .

ARe

{
∂n

∂λn

[
y(x,λ)

]}
λ=iβ

Differentiation with respect
to λ and selection of the real

part for λ = iβ

17 Axn sin(βx),
n = 1, 2, 3, . . .

A Im

{
∂n

∂λn

[
y(x,λ)

]}
λ=iβ

Differentiation with respect
to λ and selection of the

imaginary part for λ = iβ

18 Aeµx cos(βx) ARe
[
y(x, µ + iβ)

] Selection of the real
part for λ = µ + iβ

19 Aeµx sin(βx) A Im
[
y(x, µ + iβ)

] Selection of the imaginary
part for λ = µ + iβ

20 Axneµx cos(βx),
n = 1, 2, 3, . . .

ARe

{
∂n

∂λn

[
y(x,λ)

]}
λ=µ+iβ

Differentiation with respect
to λ and selection of the real

part for λ = µ + iβ

21 Axneµx sin(βx),
n = 1, 2, 3, . . .

A Im

{
∂n

∂λn

[
y(x,λ)

]}
λ=µ+iβ

Differentiation with respect
to λ and selection of the

imaginary part for λ = µ + iβ
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9.5-3. Power-Law Generating Function

Consider the linear equation with power-law right-hand side

L [y] = xλ. (10)

Suppose that the solution is known and is given by formula (2). In Table 5, solutions of the equation
L [y] = f (x) with various right-hand sides are presented which can be expressed via the solution of
Eq. (10).

TABLE 5
Solutions of the equation L [y] = f (x) with generating function of power-law form

No Right-Hand Side f (x) Solution y Solution Method

1 xλ y(x,λ) Original Equation

2
n∑

k=0
Akx

k
n∑

k=0
Aky(x, k) Follows from linearity

3 A lnx + B A
∂

∂λ

[
y(x,λ)

]
λ=0

+ By(x, 0)
Follows from linearity and

from the results of row No 4

4
A lnn x,

n = 0, 1, 2, . . .
A

{
∂n

∂λn

[
y(x,λ)

]}
λ=0

Follows from the results
of row No 5 for λ = 0

5
Axnxλ,

n = 0, 1, 2, . . .
A

∂n

∂λn

[
y(x,λ)

] Differentiation
with respect to the parameter λ

6 A cos(β lnx) ARe
[
y(x, iβ)

] Selection of the real
part for λ = iβ

7 A sin(β lnx) A Im
[
y(x, iβ)

] Selection of the imaginary
part for λ = iβ

8 Axµ cos(β lnx) ARe
[
y(x, µ + iβ)

] Selection of the real
part for λ = µ + iβ

9 Axµ sin(β lnx) A Im
[
y(x, µ + iβ)

] Selection of the imaginary
part for λ = µ + iβ

Example 2. We seek a solution of the equation with power-law right-hand side

y(x) +
∫ x

0

1

x
K

( t

x

)
y(t) dt = xλ

in the form y(x,λ) = kxλ by the method of indeterminate coefficients. We finally obtain

y(x,λ) =
1

1 + B(λ)
xλ, B(λ) =

∫ 1

0
K(t)tλ dt.

It follows from row 3 of Table 5 that the solution of the equation with logarithmic right-hand side

y(x) +
∫ x

0

1

x
K

( t

x

)
y(t) dt = A lnx

has the form

y(x) =
A

1 + I0
lnx –

AI1

(1 + I0)2
,

I0 =
∫ 1

0
K(t) dt, I1 =

∫ 1

0
K(t) ln t dt.
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9.5-4. Generating Function Containing Sines and Cosines

Consider the linear equation
L [y] = sin(λx). (11)

We assume that the solution of this equation is known and is given by formula (2). In Table 6,
solutions of the equation L [y] = f (x) with various right-hand sides are given, which are expressed
via the solution of Eq. (11).

Consider the linear equation
L [y] = cos(λx). (12)

We assume that the solution of this equation is known and is given by formula (2). In Table 7,
solutions of the equation L [y] = f (x) with various right-hand sides are given, which are expressed
via the solution of Eq. (12).

TABLE 6
Solutions of the equation L [y] = f (x) with sine-shaped generating function

No Right-Hand Side f (x) Solution y Solution Method

1 sin(λx) y(x,λ) Original Equation

2
n∑

k=1
Ak sin(λkx)

n∑
k=1

Aky(x,λk) Follows from linearity

3 Axm,
m = 1, 3, 5, . . . A(–1)

m–1
2

[ ∂m

∂λm
y(x, λ)

]
λ=0

Follows from the results
of row 5 for λ = 0

4 Axm sin(λx),
m = 2, 4, 6, . . . A(–1)

m
2

∂m

∂λm
y(x, λ)

Differentiation
with respect to the parameter λ

5 Axm cos(λx),
m = 1, 3, 5, . . . A(–1)

m–1
2

∂m

∂λm
y(x, λ)

Differentiation with respect
to the parameter λ

6 sinh(βx) –iy(x, iβ) Relation to the hyperbolic
sine, λ = iβ

7 xm sinh(βx),
m = 2, 4, 6, . . . i(–1)

m+2
2

[ ∂m

∂λm
y(x, λ)

]
λ=iβ

Differentiation with respect
to λ and relation to the
hyperbolic sine, λ = iβ

TABLE 7
Solutions of the equation L [y] = f (x) with cosine-shaped generating function

No Right-Hand Side f (x) Solution y Solution Method

1 cos(λx) y(x,λ) Original Equation

2
n∑

k=1
Ak cos(λkx)

n∑
k=1

Aky(x,λk) Follows from linearity

3 Axm,
m = 0, 2, 4, . . . A(–1)

m
2

[ ∂m

∂λm
y(x, λ)

]
λ=0

Follows from the results
of row 4 for λ = 0

4 Axm cos(λx),
m = 2, 4, 6, . . . A(–1)

m
2

∂m

∂λm
y(x, λ)

Differentiation
with respect to the parameter λ

5 Axm sin(λx),
m = 1, 3, 5, . . . A(–1)

m+1
2

∂m

∂λm
y(x, λ)

Differentiation
with respect to the parameter λ

6 cosh(βx) y(x, iβ) Relation to the hyperbolic
cosine, λ = iβ

7 xm cosh(βx),
m = 2, 4, 6, . . . (–1)

m
2

[ ∂m

∂λm
y(x, λ)

]
λ=iβ

Differentiation with respect
to λ and relation to the

hyperbolic cosine, λ = iβ
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9.6. The Method of Model Solutions

9.6-1. Preliminary Remarks*

Consider a linear equation, which we briefly write out in the form

L [y(x)] = f (x), (1)

where L is a linear (integral) operator, y(x) is an unknown function, and f (x) is a known function.
We first define arbitrarily a test solution

y0 = y0(x,λ), (2)

which depends on an auxiliary parameter λ (it is assumed that the operator L is independent of λ
and y0 /≡ const). By means of Eq. (1) we define the right-hand side that corresponds to the test
solution (2):

f0(x,λ) = L [y0(x,λ)].

Let us multiply Eq. (1), for y = y0 and f = f0, by some function ϕ(λ) and integrate the resulting
relation with respect to λ over an interval [a, b]. We finally obtain

L [yϕ(x)] = fϕ(x), (3)

where

yϕ(x) =
∫ b

a

y0(x,λ)ϕ(λ) dλ, fϕ(x) =
∫ b

a

f0(x,λ)ϕ(λ) dλ. (4)

It follows from formulas (3) and (4) that, for the right-hand side f = fϕ(x), the function y = yϕ(x)
is a solution of the original equation (1). Since the choice of the function ϕ(λ) (as well as of the
integration interval) is arbitrary, the function fϕ(x) can be arbitrary in principle. Here the main
problem is how to choose a function ϕ(λ) to obtain a given function fϕ(x). This problem can be
solved if we can find a test solution such that the right-hand side of Eq. (1) is the kernel of a known
inverse integral transform (we denote such a test solution by Y (x,λ) and call it a model solution).

9.6-2. Description of the Method

Indeed, let P be an invertible integral transform that takes each function f (x) to the corresponding
transform F (λ) by the rule

F (λ) = P{f (x)}. (5)

Assume that the inverse transform P
–1 has the kernel ψ(x,λ) and acts as follows:

P
–1{F (λ)} = f (x), P

–1{F (λ)} ≡
∫ b

a

F (λ)ψ(x,λ) dλ. (6)

The limits of integration a and b and the integration path in (6) may well lie in the complex plane.
Suppose that we succeeded in finding a model solution Y (x,λ) of the auxiliary problem for

Eq. (1) whose right-hand side is the kernel of the inverse transform P
–1:

L [Y (x,λ)] = ψ(x,λ). (7)

* Before reading this section, it is useful to look over Section 9.5.
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Let us multiply Eq. (7) by F (λ) and integrate with respect to λ within the same limits that stand in
the inverse transform (6). Taking into account the fact that the operator L is independent of λ and
applying the relation P

–1 {F (λ)} = f (x), we obtain

L
[∫ b

a

Y (x,λ)F (λ) dλ
]

= f (x).

Therefore, the solution of Eq. (1) for an arbitrary function f (x) on the right-hand side is expressed
via a solution of the simpler auxiliary equation (7) by the formula

y(x) =
∫ b

a

Y (x,λ)F (λ) dλ, (8)

where F (λ) is the transform (5) of the function f (x).
For the right-hand side of the auxiliary equation (7) we can take, for instance, exponential, power-

law, and trigonometric function, which are the kernels of the Laplace, Mellin, and sine and cosine
Fourier transforms (up to a constant factor). Sometimes it is rather easy to find a model solution
by means of the method of indeterminate coefficients (by prescribing its structure). Afterwards, to
construct a solution of the equation with arbitrary right-hand side, we can apply formulas written
out below in Subsections 9.6-3–9.6-6.

9.6-3. The Model Solution in the Case of an Exponential Right-Hand Side

Assume that we have found a model solution Y = Y (x,λ) that corresponds to the exponential
right-hand side:

L [Y (x,λ)] = eλx. (9)

Consider two cases:

1◦. Equations on the semiaxis, 0 ≤ x < ∞. Let f̃ (p) be the Laplace transform of the function f (x):

f̃ (p) = L{f (x)}, L{f (x)} ≡
∫ ∞

0
f (x)e–px dx. (10)

The solution of Eq. (1) for an arbitrary right-hand side f (x) can be expressed via the solution of the
simpler auxiliary equation with exponential right-hand side (9) for λ = p by the formula

y(x) =
1

2πi

∫ c+i∞

c–i∞
Y (x, p)f̃ (p) dp. (11)

2◦. Equations on the entire axis, –∞ < x < ∞. Let f̃ (u) the Fourier transform of the function f (x):

f̃ (u) = F{f (x)}, F{f (x)} ≡
1√
2π

∫ ∞

–∞
f (x)e–iux dx. (12)

The solution of Eq. (1) for an arbitrary right-hand side f (x) can be expressed via the solution of the
simpler auxiliary equation with exponential right-hand side (9) for λ = iu by the formula

y(x) =
1√
2π

∫ ∞

–∞
Y (x, iu)f̃ (u) du. (13)

In the calculation of the integrals on the right-hand sides in (11) and (13), methods of the theory of
functions of a complex variable are applied, including the Jordan lemma and the Cauchy residue
theorem (see Subsections 7.1-4 and 7.1-5).
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Remark 1. The structure of a model solution Y (x,λ) can differ from that of the kernel of the
Laplace or Fourier inversion formula.

Remark 2. When applying the method under consideration, the left-hand side of Eq. (1) need
not be known (the equation can be integral, differential, functional, etc.) if a particular solution of
this equation is known for the exponential right-hand side. Here only the most general information is
important, namely, that the equation is linear, and its left-hand side is independent of the parameter λ.

Remark 3. The above method can be used in the solution of linear integral (differential, integro-
differential, and functional) equations with composed argument of the unknown function.

Example 1. Consider the following Volterra equation of the second kind with difference kernel:

y(x) +
∫ ∞

x
K(x – t)y(t) dt = f (x). (14)

This equation cannot be solved by direct application of the Laplace transform because the convolution theorem cannot be
used here.

In accordance with the method of model solutions, we consider the auxiliary equation with exponential right-hand side

y(x) +
∫ ∞

x
K(x – t)y(t) dt = epx. (15)

Its solution has the form (see Example 1 of Section 9.5)

Y (x, p) =
1

1 + K̃(–p)
epx, K̃(–p) =

∫ ∞

0
K(–z)epz dz. (16)

This, by means of formula (11), yields a solution of Eq. (12) for an arbitrary right-hand side,

y(x) =
1

2πi

∫ c+i∞

c–i∞

f̃ (p)

1 + K̃(–p)
epx dp, (17)

where f̃ (p) is the Laplace transform (10) of the function f (x) (see also Section 9.11).
Note that a solution to Eq. (12) was obtained in the book of M. L. Krasnov, A. I. Kiselev, and G. I. Makarenko (1971)

in a more complicated way.

9.6-4. The Model Solution in the Case of a Power-Law Right-Hand Side

Suppose that we have succeeded in finding a model solution Y = Y (x, s) that corresponds to a
power-law right-hand side of the equation:

L [Y (x, s)] = x–s , λ = –s. (18)

Let f̂ (s) be the Mellin transform of the function f (x):

f̂ (s) = M{f (x)}, M{f (x)} ≡
∫ ∞

0
f (x)xs–1 dx. (19)

The solution of Eq. (1) for an arbitrary right-hand side f (x) can be expressed via the solution of the
simpler auxiliary equation with power-law right-hand side (18) by the formula

y(x) =
1

2πi

∫ c+i∞

c–i∞
Y (x, s)f̂ (s) ds. (20)

In the calculation of the corresponding integrals on the right-hand side of formula (20), one can
use tables of inverse Mellin transforms (e.g., see Supplement 9), as well as methods of the theory of
functions of a complex variable, including the Jordan lemma and the Cauchy residue theorem (see
Subsections 7.1-4 and 7.1-5).
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Example 2. Consider the equation

y(x) +
∫ x

0

1

x
K

( t

x

)
y(t) dt = f (x). (21)

In accordance with the method of model solutions, we consider the following auxiliary equation with power-law right-hand
side:

y(x) +
∫ x

0

1

x
K

( t

x

)
y(t) dt = x–s . (22)

Its solution has the form (see Example 2 for λ = –s in Section 9.5)

Y (x, s) =
1

1 + B(s)
x–s , B(s) =

∫ 1

0
K(t)t–s dt. (23)

This, by means of formula (20), yields the solution of Eq. (21) for an arbitrary right-hand side:

y(x) =
1

2πi

∫ c+i∞

c–i∞

f̂ (s)

1 + B(s)
x–s ds, (24)

where f̂ (s) is the Mellin transform (19) of the function f (x).

9.6-5. The Model Solution in the Case of a Sine-Shaped Right-Hand Side

Suppose that we have succeeded in finding a model solution Y = Y (x,u) that corresponds to the
sine on the right-hand side:

L [Y (x,u)] = sin(ux), λ = u. (25)

Let f̌s(u) be the asymmetric sine Fourier transform of the function f (x):

f̌s(u) = Fs{f (x)}, Fs{f (x)} ≡
∫ ∞

0
f (x) sin(ux) dx. (26)

The solution of Eq. (1) for an arbitrary right-hand side f (x) can be expressed via the solution of the
simpler auxiliary equation with sine-shape right-hand side (25) by the formula

y(x) =
2
π

∫ ∞

0
Y (x,u)f̌s(u) du. (27)

9.6-6. The Model Solution in the Case of a Cosine-Shaped Right-Hand Side

Suppose that we have succeeded in finding a model solution Y = Y (x,u) that corresponds to the
cosine on the right-hand side:

L [Y (x,u)] = cos(ux), λ = u. (28)

Let f̌c(u) be the asymmetric Fourier cosine transform of the function f (x):

f̌c(u) = Fc{f (x)}, Fc{f (x)} ≡
∫ ∞

0
f (x) cos(ux) dx. (29)

The solution of Eq. (1) for an arbitrary right-hand side f (x) can be expressed via the solution of the
simpler auxiliary equation with cosine right-hand side (28) by the formula

y(x) =
2
π

∫ ∞

0
Y (x,u)f̌c(u) du. (30)
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9.6-7. Some Generalizations

Just as above we assume that P is an invertible transform taking each function f (x) to the corre-
sponding transform F (λ) by the rule (5) and that the inverse transform is defined by formula (6).

Suppose that we have succeeded in finding a model solution Y (x,λ) of the following auxiliary
problem for Eq. (1):

Lx [Y (x,λ)] = Hλ [ψ(x,λ)]. (31)

The right-hand side of Eq. (31) contains an invertible linear operator (which is integral, differential,
or functional) that is independent of the variable x and acts with respect to the parameter λ on the
kernel ψ(x,λ) of the inverse transform, see formula (6). For clarity, the operator on the left-hand
side of Eq. (31) is labeled by the subscript x (it acts with respect to the variable x and is independent
of λ).

Let us apply the inverse operator H–1
λ to Eq. (31). As a result, we obtain the kernel ψ(x,λ) on

the right-hand side. On the left-hand side we intertwine the operators by the rule H–1
λ Lx = Lx H–1

λ

(this is as a rule possible because the operators act with respect to different variables). Furthermore,
let us multiply the resulting relation by F (λ) and integrate with respect to λ within the limits that
stand in the inverse transform (6). Taking into account the relation P

–1 {F (λ)} = f (x), we finally
obtain

Lx

[∫ b

a

F (λ)H–1
λ [Y (x,λ)] dλ

]
= f (x). (32)

Hence, a solution of Eq. (1) with an arbitrary function f (x) on the right-hand side can be expressed
via the solution of the simpler auxiliary equation (31) by the formula

y(x) =
∫ b

a

F (λ)H–1
λ [Y (x,λ)] dλ, (33)

where F (λ) is the transform of the function f (x) obtained by means of the transform P (5).
Since the choice of the operator Hλ is arbitrary, this approach extends the abilities of the method

of model solutions.

©• References for Section 9.6: A. D. Polyanin and A. V. Manzhirov (1997, 1998).

9.7. Method of Differentiation for Integral Equations
In some cases, the differentiation of integral equations (once, twice, and so on) with the subse-

quent elimination of integral terms by means of the original equation makes it possible to reduce a
given equation to an ordinary differential equation. Sometimes by differentiating we can reduce a
given equation to a simpler integral equation whose solution is known. Below we list some classes of
integral equations that can be reduced to ordinary differential equations with constant coefficients.

9.7-1. Equations With Kernel Containing a Sum of Exponential Functions

Consider the equation

y(x) +
∫ x

a

[ n∑
k=1

Ake
λk(x–t)

]
y(t) dt = f (x). (1)

In the general case, this equation can be reduced to a linear nonhomogeneous ordinary differential
equation of nth order with constant coefficients (see equation 2.2.19 of the first part of the book).

In a wide range of the parameters Ak and λk, the solution can be represented as follows:

y(x) = f (x) +
∫ x

a

[ n∑
k=1

Bke
µk(x–t)

]
f (t) dt, (2)
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where the parameters Bk and µk of the solution are related to the parameters Ak and λk of the
equation by algebraic relations.

For the solution of Eq. (1) withn= 2, see Section 2.2 of the first part of the book (equation 2.2.10).

9.7-2. Equations With Kernel Containing a Sum of Hyperbolic Functions

By means of the formulas coshβ = 1
2 (eβ +e–β) and sinhβ = 1

2 (eβ –e–β), any equation with difference
kernel of the form

y(x) +
∫ x

a

K(x – t)y(t) dt = f (x),

K(x) =
m∑

k=1

Ak cosh(λkx) +
s∑

k=1

Bk sinh(µkx),
(3)

can be represented in the form of Eq. (1) with n = 2m+2s, and hence these equations can be reduced
to linear nonhomogeneous ordinary differential equations with constant coefficients.

9.7-3. Equations With Kernel Containing a Sum of Trigonometric Functions

Equations with difference kernel of the form

y(x) +
∫ x

a

K(x – t)y(t) dt = f (x), K(x) =
m∑

k=1

Ak cos(λkx), (4)

y(x) +
∫ x

a

K(x – t)y(t) dt = f (x), K(x) =
m∑

k=1

Ak sin(λkx), (5)

can also be reduced to linear nonhomogeneous ordinary differential equations of order 2m with
constant coefficients (see equations 2.5.4 and 2.5.15 in the first part of the book).

In a wide range of the parameters Ak and λk, the solution of Eq. (5) can be represented in the
form

y(x) = f (x) +
∫ x

a

R(x – t)f (t) dt, R(x) =
m∑

k=1

Bk sin(µkx), (6)

where the parameters Bk and µk of the solution are related to the parameters Ak and λk of the
equation by algebraic relations.

Equations with difference kernels containing both cosines and sines can also be reduced to linear
nonhomogeneous ordinary differential equations with constant coefficients.

9.7-4. Equations Whose Kernels Contain Combinations of Various Functions

Any equation with difference kernel that contains a linear combination of summands of the form

(x – t)m (m = 0, 1, 2, . . .), exp
[
α(x – t)

]
,

cosh
[
β(x – t)

]
, sinh

[
γ(x – t)

]
, cos

[
λ(x – t)

]
, sin

[
µ(x – t)

]
,

(7)

can also be reduced by differentiation to a linear nonhomogeneous ordinary differential equation
with constant coefficients, where exponential, hyperbolic, and trigonometric functions can also be
multiplied by (x – t)n (n = 1, 2, . . . ).

Remark. The method of differentiation can be successfully used to solve more complicated
equations with nondifference kernel to which the Laplace transform cannot be applied (see, for
instance, Eqs. 2.9.5, 2.9.28, 2.9.30, and 2.9.34 in the first part of the book).
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9.8. Reduction of Volterra Equations of the Second Kind
to Volterra Equations of the First Kind

The Volterra equation of the second kind

y(x) –
∫ x

a

K(x, t)y(t) dt = f (x) (1)

can be reduced to a Volterra equation of the first kind in two ways.

9.8-1. The First Method

We integrate Eq. (1) with respect to x from a to x and then reverse the order of integration in the
double integral. We finally obtain the Volterra equation of the first kind

∫ x

a

M (x, t)y(t) dt = F (x), (2)

where M (x, t) and F (x) are defined as follows:

M (x, t) = 1 –
∫ x

t

K(s, t) ds, F (x) =
∫ x

a

f (t) dt. (3)

9.8-2. The Second Method

Assume that the condition f (a) = 0 is satisfied. In this case Eq. (1) can be reduced to a Volterra
equation of the first kind for the derivative of the unknown function,

∫ x

a

N (x, t)y′t(t) dt = f (x), y(a) = 0, (4)

where

N (x, t) = 1 –
∫ x

t

K(x, s) ds. (5)

Indeed, on integrating by parts the right-hand side of formula (4) with regard to formula (5), we
arrive at Eq. (1).

Remark. For f (a) ≠ 0, Eq. (1) implies the relation y(a) = f (a). In this case the substitution
z(x) = y(x) – f (a) yields the Volterra equation of the second kind

z(x) –
∫ x

a

K(x, t)z(t) dt = Φ(x),

Φ(x) = f (x) – f (a) + f (a)
∫ x

a

K(x, t) dt,

whose right-hand side satisfies the condition Φ(a) = 0, and hence this equation can be reduced by
the second method to a Volterra equation of the first kind.

©• References for Section 9.8: V. Volterra (1959), A. F. Verlan’ and V. S. Sizikov (1986).
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9.9. The Successive Approximation Method

9.9-1. The General Scheme

1◦. Consider a Volterra integral equation of the second kind

y(x) –
∫ x

a

K(x, t)y(t) dt = f (x). (1)

Assume that f (x) is continuous on the interval [a, b] and the kernelK(x, t) is continuous for a ≤x ≤ b
and a ≤ t ≤ x.

Let us seek the solution by the successive approximation method. To this end, we set

y(x) = f (x) +
∞∑
n=1

ϕn(x), (2)

where the ϕn(x) are determined by the formulas

ϕ1(x) =
∫ x

a

K(x, t)f (t) dt,

ϕ2(x) =
∫ x

a

K(x, t)ϕ1(t) dt =
∫ x

a

K2(x, t)f (t) dt,

ϕ3(x) =
∫ x

a

K(x, t)ϕ2(t) dt =
∫ x

a

K3(x, t)f (t) dt, etc.

Here

Kn(x, t) =
∫ x

a

K(x, z)Kn–1(z, t) dz, (3)

where n = 2, 3, . . . , and we have the relations K1(x, t) ≡ K(x, t) and Kn(x, t) = 0 for t > x.
The functions Kn(x, t) given by formulas (3) are called iterated kernels. These kernels satisfy the
relation

Kn(x, t) =
∫ x

a

Km(x, s)Kn–m(s, t) ds, (4)

where m is an arbitrary positive integer less than n.

2◦. The successive approximations can be implemented in a more general scheme:

yn(x) = f (x) +
∫ x

a

K(x, t)yn–1(t) dt, n = 1, 2, . . . , (5)

where the function y0(x) is continuous on the interval [a, b]. The functions y1(x), y2(x), . . . which
are obtained from (5) are also continuous on [a, b].

Under the assumptions adopted in item 1◦ for f (x) andK(x, t), the sequence {yn(x)} converges,
as n → ∞, to the continuous solution y(x) of the integral equation. A successful choice of the
“zeroth” approximation y0(x) can result in a rapid convergence of the procedure.

Note that in the special case y0(x) = f (x), this method becomes that described in item 1◦.

Remark 1. If the kernel K(x, t) is square integrable on the square S = {a ≤ x ≤ b, a ≤ t ≤ b}
and f (x) ∈ L2(a, b), then the successive approximations are mean-square convergent to the solution
y(x) ∈ L2(a, b) of the integral equation (1) for any initial approximation y0(x) ∈ L2(a, b).
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9.9-2. A Formula for the Resolvent

The resolvent of the integral equation (1) is determined via the iterated kernels by the formula

R(x, t) =
∞∑
n=1

Kn(x, t), (6)

where the convergent series on the right-hand side is called the Neumann series of the kernelK(x, t).
Now the solution of the Volterra equation of the second kind (1) can be rewritten in the traditional
form

y(x) = f (x) +
∫ x

a

R(x, t)f (t) dt. (7)

Remark 2. In the case of a kernel with weak singularity, the solution of Eq. (1) can be obtained
by the successive approximation method. In this case the kernels Kn(x, t) are continuous starting
from some n. For α < 1

2 , even the kernel K2(x, t) is continuous.

©• References for Section 9.9: W. V. Lovitt (1950), V. Volterra (1959), S. G. Mikhlin (1960), M. L. Krasnov, A. I. Kiselev,
and G. I. Makarenko (1971), V. I. Smirnov (1974).

9.10. Method of Quadratures
9.10-1. The General Scheme of the Method

Let us consider the linear Volterra integral equation of the second kind

y(x) –
∫ x

a

K(x, t)y(t) dt = f (x), (1)

on an interval a ≤x ≤ b. Assume that the kernel and the right-hand side of the equation are continuous
functions.

From Eq. (1) we find that y(a) = f (a). Let us choose a constant integration step h and consider
the discrete set of points xi = a + h(i – 1), i = 1, . . . ,n. For x = xi, Eq. (1) acquires the form

y(xi) –
∫ xi

a

K(xi, t)y(t) dt = f (xi), i = 1, . . . ,n. (2)

Applying the quadrature formula (see Subsection 8.7-1) to the integral in (2) and choosing xj

(j = 1, . . . , i) to be the nodes in t, we arrive at the system of equations

y(xi) –
i∑

j=1

AijK(xi,xj)y(xj) = f (xi) + εi[y], i = 2, . . . ,n, (3)

where εi[y] is the truncation error and Aij are the coefficients of the quadrature formula on the
interval [a,xi] (see Subsection 8.7-1). Suppose that εi[y] are small and neglect them; then we
obtain a system of linear algebraic equations in the form

y1 = f1, yi –
i∑

j=1

AijKijyj = fi, i = 2, . . . ,n, (4)

where Kij = K(xi,xj), fi = f (xi), and yi are approximate values of the unknown function y(x) at
the nodes xi.
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From (4) we obtain the recurrent formula

y1 = f1, yi =

fi +
i–1∑
j=1

AijKijyj

1 – AiiKii
, i = 2, . . . ,n, (5)

valid under the condition
1 – AiiKii ≠ 0, (6)

which can always be ensured by an appropriate choice of the nodes and by guaranteeing that the
coefficients Aii are sufficiently small.

9.10-2. Application of the Trapezoidal Rule

According to the trapezoidal rule (see Section 8.7-1), we have

Ai1 = Aii = 1
2h, Ai2 = · · · = Ai,i–1 = h, i = 2, . . . ,n.

The application of the trapezoidal rule in the general scheme leads to the following step algorithm:

y1 = f1, yi =

fi + h
i–1∑
j=1

βjKijyj

1 – 1
2hKii

, i = 2, . . . ,n,

xi = a + (i – 1)h, n =
b – a
h

+ 1, βj =

{ 1
2 for j = 1,

1 for j > 1,

where the notation coincides with that introduced in Subsection 9.10-1. The trapezoidal rule
is quite simple and effective, and frequently used in practice. Some peculiarities of using the
quadrature method for solving integral equations with variable limits of integration are indicated in
Subsection 8.7-3.

9.10-3. The Case of a Degenerate Kernel

When solving a Volterra integral equation of the second kind with arbitrary kernel, the amount
of calculations increases as the index of the integration step increases. However, if the kernel is
degenerate, then it is possible to construct algorithms with a constant amount of calculations at each
step. Indeed, for a degenerate kernel

K(x, t) =
m∑

k=1

pk(x)qk(t),

we can rewrite Eq. (1) in the form

y(x) =
m∑

k=1

pk(x)
∫ x

a

qk(t)y(t) dt + f (x).

The application of the trapezoidal rule makes it possible to obtain the following recurrent expression
(see Subsection 9.10-2):

y1 = f1, yi =

fi + h
m∑

k=1
pki

i–1∑
j=1

βjqkjyj

1 – 1
2h

m∑
k=1

pkiqki

,

where yi are approximate values of the unknown function y(x) at the nodesxi, fi =f (xi), pki =pk(xi),
and qki = qk(xi), and this expression shows that the amount of calculations is the same at each step.

©• References for Section 9.10: V. I. Krylov, V. V. Bobkov, and P. I. Monastyrnyi (1984), A. F. Verlan’ and V. S. Sizikov (1986).
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9.11. Equations With Infinite Integration Limit
Integral equations of the second kind with difference kernel and with a variable limit of integration

for which the other limit is infinite are also of interest. Kernels and functions in such equations need
not belong to the classes described in the beginning of the chapter. In this case their investigation can
be performed by the method of model solutions (see Section 9.6) or by the reduction to equations of
convolution type. We consider the latter method by an example of an equation of the second kind
with variable lower limit.

9.11-1. An Equation of the Second Kind With Variable Lower Integration Limit

Integral equations of the second kind with variable lower limit, in the case of a difference kernel,
have the form

y(x) +
∫ ∞

x

K(x – t)y(t) dt = f (x), 0 < x < ∞. (1)

This equation substantially differs from Volterra equations of the second kind studied above for
which a solution exists and is unique. A solution of the corresponding homogeneous equation

y(x) +
∫ ∞

x

K(x – t)y(t) dt = 0 (2)

can be nontrivial.
The eigenfunctions of the integral equation (2) are determined by the roots of the following

transcendental (or algebraic) equation for the parameter λ:∫ ∞

0
K(–z)e–λz dz = –1. (3)

The left-hand side of this equation is the Laplace transform of the function K(–z) with parameter λ.
To a real simple root λk of Eq. (3) there corresponds an eigenfunction

yk(x) = exp(–λkx).

The general solution is the linear combination (with arbitrary constants) of the eigenfunctions
of the homogeneous integral equation (2).

For solutions of Eq. (2) in the case of multiple or complex roots, see equation 52 in Section 2.9
(see also Example 1 below).

The general solution of the integral equation (1) is the sum of the general solution of the
homogeneous equation (2) and a particular solution of the nonhomogeneous equation (1).

Example 1. Consider the homogeneous Picard–Goursat equation

y(x) + A
∫ ∞

x
(t – x)ny(t) dt = 0, n = 0, 1, 2, . . . , (4)

which is a special case of Eq. (1) with K(z) = A(–z)n.
The general solution of the homogeneous equation has the form

y(x) =
m∑
k=1

Ck exp(–λkx), (5)

where Ck are arbitrary constants and λk are the roots of the algebraic equation

λn+1 + An! = 0 (6)
that satisfy the condition Reλk > 0 (m is the number of the roots of Eq. (6) that satisfy this condition). Equation (6) is a
special case of Eq. (3) with K(z) = A(–z)n. The roots of Eq. (6) such that Reλk ≤ 0 must be dropped out, since for them
the integral in (3) is divergent.

Equation (6) has complex roots. Consider two cases that correspond to different signs of A.

1◦. Let A < 0. A solution of the Eq. (4) is

y(x) = Ce–λx, λ =
(
–An!

) 1
n+1 , (7)

where C is an arbitrary constant. This solution is unique for n = 0, 1, 2, 3.
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For n ≥ 4, taking the real and the imaginary part in (5), one arrives at the general solution of the homogeneous
Picard–Goursat equation in the form

y(x) = Ce–λx +
[n/4]∑
k=1

exp(–αkx)
[
C(1)

k cos(βkx) + C(2)
k sin(βkx)

]
, (8)

where C(1)
k and C(2)

k are arbitrary constants, [a] stands for the integral part of a number a, λ is defined in (7), and the
coefficients αk and βk are given by

αk = |An!|
1

n+1 cos
( 2πk

n + 1

)
, βk = |An!|

1
n+1 sin

( 2πk

n + 1

)
.

Note that Eq. (8) contains an odd number of terms.

2◦. Let A > 0. By taking the real and the imaginary part in (5), one obtains the general solution of the homogeneous
Picard–Goursat equation in the form

y(x) =

[
n+2

4

]
∑
k=0

exp(–αkx)
[
C(1)

k cos(βkx) + C(2)
k sin(βkx)

]
, (9)

where C(1)
k and C(2)

k are arbitrary constants, and the coefficients αk and βk are given by

αk = (An!)
1

n+1 cos
( 2πk + π

n + 1

)
, βk = (An!)

1
n+1 sin

( 2πk + π

n + 1

)
.

Note that Eq. (9) contains an even number of terms. In the special cases of n = 0 and n = 1, Eq. (9) gives the trivial solution
y(x) ≡ 0.

Example 2. Consider the nonhomogeneous Picard–Goursat equation

y(x) + A
∫ ∞

x
(t – x)ny(t) dt = Be–µx, n = 0, 1, 2, . . . , (10)

which is a special case of Eq. (1) with K(z) = A(–z)n and f (x) = Be–µx.
Let µ > 0. Consider two cases.

1◦. Let µn+1 + An! ≠ 0. A particular solution of the nonhomogeneous equation is

ȳ(x) = De–µx, D =
Bµn+1

µn+1 + An!
. (11)

For A < 0, the general solution of the nonhomogeneous Picard–Goursat equation is the sum of solutions (8) and (11).
For A > 0, the general solution of the Eq. (10) is the sum of solutions (9) and (11).

2◦. Let µn+1 +An! = 0. Since µ is positive, it follows thatAmust be negative. A particular solution of the nonhomogeneous
equation is

ȳ(x) = Exe–µx, E =
Bµn+2

A(n + 1)!
. (12)

The general solution of the nonhomogeneous Picard–Goursat equation is the sum of solutions (8) and (12).

9.11-2. Reduction to a Wiener–Hopf Equation of the Second Kind

Equation (1) can be reduced to a one-sided equation of the second kind of the form

y(x) –
∫ ∞

0
K–(x – t)y(t) dt = f (x), 0 < x < ∞, (13)

where the kernel K–(x – t) has the form

K–(s) =

{
0 for s > 0,
–K(s) for s < 0.

Methods for studying Eq. (13) are described in Chapter 11, where equations of the second kind
with constant limits are considered. In the same chapter, in Subsection 11.9-3, an equation of the
second kind with difference kernel and variable lower limit is studied by means of reduction to a
Wiener–Hopf equation of the second kind.

©• Reference for Section 9.11: F. D. Gakhov and Yu. I. Cherskii (1978).
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Chapter 10

Methods for Solving Linear Equations
of the Form

∫∫ b

a
K(x, t)y(t) dt = f (x)

10.1. Some Definition and Remarks
10.1-1. Fredholm Integral Equations of the First Kind

Linear integral equations of the first kind with constant limits of integration have the form

∫ b

a

K(x, t)y(t) dt = f (x), (1)

where y(x) is the unknown function (a ≤ x ≤ b), K(x, t) is the kernel of the integral equation, and
f (x) is a given function, which is called the right-hand side of Eq. (1). The functions y(x) and f (x)
are usually assumed to be continuous or square integrable on [a, b]. If the kernel of the integral
equation (1) is continuous on the square S = {a ≤ x ≤ b, a ≤ t ≤ b} or at least square integrable on
this square, i.e., ∫ b

a

∫ b

a

K2(x, t) dx dt = B2 < ∞, (2)

where B is a constant, then this kernel is called a Fredholm kernel. Equations of the form (1) with
constant integration limits and Fredholm kernel are called Fredholm equations of the first kind.

The kernel K(x, t) of an integral equation is said to be degenerate if it can be represented in the
form K(x, t) = g1(x)h1(t) + · · · + gn(x)hn(t).

The kernel K(x, t) of an integral equation is called a difference kernel if it depends only on the
difference of the arguments: K(x, t) = K(x – t).

The kernel K(x, t) of an integral equation is said to be symmetric if it satisfies the condition
K(x, t) = K(t,x).

The integral equation obtained from (1) by replacing the kernel K(x, t) by K(t,x) is said to be
transposed to (1).

Remark 1. The variables t and x in Eq. (1) may vary within different intervals (e.g., a ≤ t ≤ b
and c ≤ x ≤ d).

10.1-2. Integral Equations of the First Kind With Weak Singularity

If the kernel of the integral equation (1) is polar, i.e., if

K(x, t) =
L(x, t)
|x – t|α

+M (x, t), 0 < α < 1, (3)
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or logarithmic, i.e.,
K(x, t) = L(x, t) ln |x – t| +M (x, t), (4)

where L(x, t) and M (x, t) are continuous on S and L(x,x) /≡ 0, then K(x, t) is called a kernel with
weak singularity, and the equation itself is called an equation with weak singularity.

Remark 2. Kernels with logarithmic singularity and polar kernels with 0 < α < 1
2 are Fredholm

kernels.

Remark 3. In general, the case in which the limits of integration a and/or b can be infinite is not
excluded, but in this case the validity of condition (2) must be verified with special care.

10.1-3. Integral Equations of Convolution Type

The integral equation of the first kind with difference kernel on the entire axis (this equation is
sometimes called an equation of convolution type of the first kind with a single kernel) has the form

∫ ∞

–∞
K(x – t)y(t) dt = f (x), –∞ < x < ∞, (5)

where f (x) and K(x) are the right-hand side and the kernel of the integral equation and y(x) is the
unknown function (in what follows we use the above notation).

An integral equation of the first kind with difference kernel on the semiaxis has the form

∫ ∞

0
K(x – t)y(t) dt = f (x), 0 < x < ∞. (6)

Equation (6) is also called a one-sided equation of the first kind or a Wiener–Hopf integral equation
of the first kind.

An integral equation of convolution type with two kernels of the first kind has the form

∫ ∞

0
K1(x – t)y(t) dt +

∫ 0

–∞
K2(x – t)y(t) dt = f (x), –∞ < x < ∞, (7)

where K1(x) and K2(x) are the kernels of the integral equation (7).
Recall that a function g(x) satisfies the Hölder condition on the real axis if for any real x1 and x2

we have the inequality

|g(x2) – g(x1)| ≤ A|x2 – x1|λ, 0 < λ ≤ 1,

and for any x1 and x2 sufficiently large in absolute value we have

|g(x2) – g(x1)| ≤ A
∣∣∣∣ 1
x2

–
1
x1

∣∣∣∣λ , 0 < λ ≤ 1,

where A and λ are positive (the latter inequality is the Hölder condition in the vicinity of the point
at infinity).

Assume that the functions y(x) and f (x) and the kernels K(x), K1(x), and K2(x) are such that
their Fourier transforms belong to L2(–∞,∞) and, moreover, satisfy the Hölder condition.

For a function y(x) to belong to the above function class it suffices to require y(x) to belong to
L2(–∞,∞) and xy(x) to be absolutely integrable on (–∞,∞).

Page 492

© 1998 by CRC Press LLC



10.1-4. Dual Integral Equations of the First Kind

A dual integral equation of the first kind with difference kernels (of convolution type) has the form∫ ∞

–∞
K1(x – t)y(t) dt = f (x), 0 < x < ∞,∫ ∞

–∞
K2(x – t)y(t) dt = f (x), –∞ < x < 0,

(8)

where the notation and the classes of functions and kernels coincide with those introduced above for
equations of convolution type.

In the general case, a dual integral equation of the first kind has the form∫ ∞

a

K1(x, t)y(t) dt = f1(x), a < x < b,∫ ∞

a

K2(x, t)y(t) dt = f2(x), b < x < ∞,

where f1(x) and f2(x) are the right-hand sides, K1(x, t) and K2(x, t) are the kernels of Eq. (9), and
y(x) is the unknown function. Various forms of this equation are considered in Subsections 10.6-2
and 10.6-3.

The integral equations obtained from (5)–(8) by replacing the kernel K(x – t) with K(t – x) are
called transposed equations.

Remark 3. Some equations whose kernels contain the product or the ratio of the variables x
and t can be reduced to equations of the form (5)–(8).

Remark 4. Equations (5)–(8) of the convolution type are sometimes written in the form in which
the integrals are multiplied by the coefficient 1/

√
2π.

©• References for Section 10.1: I. Sneddon (1951), B. Noble (1958), S. G. Mikhlin (1960), I. C. Gohberg and M. G. Krein
(1967), L. Ya. Tslaf (1970), M. L. Krasnov, A. I. Kiselev, and G. I. Makarenko (1971), P. P. Zabreyko, A. I. Koshelev,
et al. (1975), Ya. S. Uflyand (1977), F. D. Gakhov and Yu. I. Cherskii (1978), A. J. Jerry (1985), A. F. Verlan’ and
V. S. Sizikov (1986), L. A. Sakhnovich (1996).

10.2. Krein’s Method
10.2-1. The Main Equation and the Auxiliary Equation

Here we describe a method for constructing exact closed-form solutions of linear integral equations
of the first kind with weak singularity and with arbitrary right-hand side. The method is based on the
construction of the auxiliary solution of the simpler equation whose right-hand side is equal to one.
The auxiliary solution is then used to construct the solution of the original equation for an arbitrary
right-hand side.

Consider the equation ∫ a

–a

K(x – t)y(t) dt = f (x), –a ≤ x ≤ a. (1)

Suppose that the kernel of the integral equation (1) is polar or logarithmic and that K(x) is an even
positive definite function that can be expressed in the form

K(x) = β|x|–µ +M (x), 0 < µ < 1,

K(x) = β ln
1
|x|

+M (x),

respectively, where β > 0, –2a ≤ x ≤ 2a, and M (x) is a sufficiently smooth function.
Along with (1), we consider the following auxiliary equation containing a parameter ξ (0 ≤ ξ ≤a):∫ ξ

–ξ

K(x – t)w(t, ξ) dt = 1, –ξ ≤ x ≤ ξ. (2)
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10.2-2. Solution of the Main Equation

For any continuous function f (x), the solution of the original equation (1) can be expressed via the
solution of the auxiliary equation (2) by the formula

y(x) =
1

2M ′(a)

[ d

da

∫ a

–a

w(t, a)f (t) dt
]
w(x, a)

–
1
2

∫ a

|x|
w(x, ξ)

d

dξ

[ 1
M ′(ξ)

d

dξ

∫ ξ

–ξ

w(t, ξ)f (t) dt
]
dξ

–
1
2
d

dx

∫ a

|x|

w(x, ξ)
M ′(ξ)

[∫ ξ

–ξ

w(t, ξ) df (t)
]
dξ,

(3)

whereM (ξ) =
∫ ξ

0 w(x, ξ) dx, the prime stands for the derivative, and the last inner integral is treated
as a Stieltjes integral.

Formula (3) permits one to obtain some exact solutions of integral equations of the form (1)
with arbitrary right-hand side, see Section 3.8 of the first part of the book.

Example 1. The solution of the integral equation∫ a

–a
ln

(
A

|x – t|

)
y(t) dt = f (x),

which arises in elasticity, is given by formula (3), where

M (ξ) =
(

ln
2A

ξ

)–1
, w(t, ξ) =

M (ξ)

π
√

ξ2 – t2
.

Example 2. Consider the integral equation∫ a

–a

y(t) dt

|x – t|µ
= f (x), 0 < µ < 1,

which arises in the theory of elasticity. The solution is given by formula (3), where

M (ξ) =
2
√

π

µ Γ
( µ

2

)
Γ
( 1 – µ

2

) ξµ, w(t, ξ) =
1

π
cos

( πµ

2

)(
ξ2 – t2) µ–1

2 .

©• References for Section 10.2: N. Kh. Arutyunyan (1959), I. C. Gohberg and M. G. Krein (1967).

10.3. The Method of Integral Transforms
The method of integral transforms enables one to reduce some integral equations on the entire

axis and on the semiaxis to algebraic equations for transforms. These algebraic equations can readily
be solved for the transform of the desired function. The solution of the original integral equation is
then obtained by applying the inverse integral transform.

10.3-1. Equation With Difference Kernel on the Entire Axis

Consider the integral equation∫ ∞

–∞
K(x – t)y(t) dt = f (x), –∞ < x < ∞, (1)

where f (x), y(x) ∈ L2(–∞,∞) and K(x) ∈ L1(–∞,∞).
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Let us apply the Fourier transform to Eq. (1). In this case, taking into account the convolution
theorem (see Subsection 7.4-4), we obtain

√
2π K̃(u)ỹ(u) = f̃ (u). (2)

Thus, by means of the Fourier transform we have reduced the solution of the original integral
equation (1) to the solution of the algebraic equation (2) for the Fourier transform of the desired
solution. The solution of the latter equation has the form

ỹ(u) =
1√
2π

f̃ (u)

K̃(u)
, (3)

where the function f̃ (u)/K̃(u) must belong to the space L2(–∞,∞).
Thus, the Fourier transform of the solution of the original integral equation is expressed via the

Fourier transforms of known functions, namely, the kernel and the right-hand side of the equation.
The solution itself can be expressed via its Fourier transform by means of the Fourier inversion
formula:

y(x) =
1√
2π

∫ ∞

–∞
ỹ(u)eiux du =

1
2π

∫ ∞

–∞

f̃ (u)

K̃(u)
eiux du. (4)

10.3-2. Equations With Kernel K(x, t) = K(x/t) on the Semiaxis

The integral equation of the first kind∫ ∞

0
K(x/t)y(t) dt = f (x), 0 ≤ x < ∞, (5)

can be reduced to the form (1) by the change of variables x = eξ, t = eτ , w(τ ) = ty(t). The solution
to this equation can also be obtained by straightforward application of the Mellin transform, and this
method is applied in a similar situation in the next section.

10.3-3. Equation With Kernel K(x, t) = K(xt) and Some Generalizations

1◦. We first consider the equation∫ ∞

0
K(xt)y(t) dt = f (x), 0 ≤ x < ∞. (6)

By changing variables x = eξ and t = e–τ this equation can be reduced to the form (1), but it is more
convenient here to apply the Mellin transform (see Section 7.3). On multiplying Eq. (6) by xs–1 and
integrating with respect to x from 0 to ∞, we obtain∫ ∞

0
y(t) dt

∫ ∞

0
K(xt)xs–1 dx =

∫ ∞

0
f (x)xs–1 dx.

We make the change of variables z = xt in the inner integral of the double integral. This implies the
relation

K̂(s)
∫ ∞

0
y(t)t–s dt = f̂ (s). (7)

Taking into account the formula ∫ ∞

0
y(t)t–s dt = ŷ(1 – s),
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we can rewrite Eq. (7) in the form
K̂(s)ŷ(1 – s) = f̂ (s). (8)

Replacing 1 – s by s in (8) and solving the resulting relation for ŷ(s), we obtain the transform

ŷ(s) =
f̂ (1 – s)

K̂(1 – s)
(9)

of the desired solution.
Applying the Mellin inversion formula, we obtain the solution of the integral equation (6) in the

form

y(x) =
1

2πi

∫ c+i∞

c–i∞

f̂ (1 – s)

K̂(1 – s)
x–s ds.

2◦. Now we consider the more complicated equation∫ ∞

0
K

(
ϕ(x)ψ(t)

)
g(t)y(t) dt = f (x). (10)

Assume that the conditions ϕ(0) = 0, ϕ(∞) = ∞, ϕ′
x > 0, ψ(0) = 0, ψ(∞) = ∞, and ψ′

x > 0 are
satisfied.

The transform

z = ϕ(x), τ = ψ(t), y(t) =
g(t)
ψ′

t(t)
w(τ )

takes (10) to the following equation of the form (6):∫ ∞

0
K(zτ )w(τ ) dτ = F (z),

where the function F (z) is defined parametrically by F = f (x), z = ϕ(x). In many cases, on
eliminating x from these relations, we obtain the dependence F = F (z) in an explicit form.

©• References for Section 10.3: V. A. Ditkin and A. P. Prudnikov (1965), M. L. Krasnov, A. I. Kiselev, and G. I. Makarenko (1971).

10.4. The Riemann Problem for the Real Axis
The Riemann boundary value problem is one of the main tools for constructing solutions of integral
equations provided that various integral transforms can be applied to a given equation and the
corresponding convolution-type theorems can be applied. This problem is investigated by an
example of the Fourier integral transform.

10.4-1. Relationships Between the Fourier Integral and the Cauchy Type Integral

Let Y(τ ) be a function integrable on a closed or nonclosed contour L on the complex plane of the
variable z = u + iv (τ is the complex coordinate of the contour points). Consider the integral of the
Cauchy type (see Section 12.2):

1
2πi

∫
L

Y(τ )
τ – z

dτ .

This integral defines a function that is analytic on the complex plane with a cut along the contour L.
If L is a closed curve, then the integral is a function that is analytic on each of the connected parts
of the plane bounded by L. If the contour L is the real axis, then we have

1
2πi

∫ ∞

–∞

Y(τ )
τ – z

dτ =

{
Y+(z) if Im z > 0,
Y–(z) if Im z < 0.

(1)
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Moreover, there exist limit values of the functions Y±(z) on the real axis, and these values are
related to the density Y of the integral by the Sokhotski–Plemelj formulas

Y+(u) =
1
2
Y(u) +

1
2πi

∫ ∞

–∞

Y(τ )
τ – u

dτ ,

Y–(u) = –
1
2
Y(u) +

1
2πi

∫ ∞

–∞

Y(τ )
τ – u

dτ ,
(2)

or

Y+(u) – Y–(u) = Y(u), Y+(u) + Y–(u) =
1
πi

∫ ∞

–∞

Y(τ )
τ – u

dτ . (3)

In the latter formulas, the integral is understood as a singular integral in the sense of the Cauchy
principal value.

In the Fourier integral*

Y(u) =
1√
2π

∫ ∞

–∞
y(x)eiux dx,

the real parameter u occurs in an analytic function, and therefore we can replace u in this integral
by a complex variable z. The function Y(z) defined by the integral

Y(z) =
1√
2π

∫ ∞

–∞
y(x)eizx dx, (4)

is analytic in the part of the complex plane of the variable z = u + iv in which the integral (4) is
absolutely convergent. If this is a domain indeed, i.e., if it is not reduced to the real axis, then
the integral (4) gives an analytic continuation of the Fourier integral into the complex plane. The
integral (4) will also be called the Fourier integral.

Let us establish a relationship between this integral and the integral of the Cauchy type with
density Y(u) taken along the entire axis. We have

1
2πi

∫ ∞

–∞

Y(τ )
τ – z

dτ =
1√
2π

∫ ∞

0
y(x)eizx dx,

1
2πi

∫ ∞

–∞

Y(τ )
τ – z

dτ = –
1√
2π

∫ 0

–∞
y(x)eizx dx,

Im z > 0,

Im z < 0.

(5)

(6)

10.4-2. One-Sided Fourier Integrals

If Y(z) = Y+(z) is an analytic function in the upper half-plane whose limit value on the real axis
is given by the function Y(u) = Y+(u) ∈ L2(–∞,∞), then the function Y+(z) can be expressed by
means of the Cauchy integral. Hence, by virtue of (5) we have

Y+(z) =
1√
2π

∫ ∞

0
y(x)eizx dx,

and, since the integral defines a continuous function, the limit values on the axis can be obtained
from the last relation merely by setting z = u:

Y+(u) =
1√
2π

∫ ∞

0
y(x)eiux dx,

* In Sections 10.4–10.6, the alternative Fourier transform is used (see Subsection 7.4-3).
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where, according to (5), y(x) the inverse transform of Y(u). The right-hand side can be regarded as
the Fourier integral of a function that is identically zero for negative x. Hence, by the uniqueness of
the representation of the function Y+(u) by a Fourier integral, it follows that y(x) ≡ 0 on the negative
semiaxis.

Conversely, if y ≡ 0 for x < 0, then the Fourier integral of this function becomes

Y(u) =
1√
2π

∫ ∞

0
y(x)eiux dx.

If we replace the parameter u by a complex number z belonging to the upper half-plane, then the
integral will converge even better. This implies the analyticity of the function

Y(z) =
1√
2π

∫ ∞

0
y(x)eizx dx

in the upper half-plane.
The case of the lower half-plane can be treated in a similar way.
The integrals

Y+(z) =
1√
2π

∫ ∞

0
y(x)eizx dx, Y–(z) = –

1√
2π

∫ 0

–∞
y(x)eizx dx (7)

are called one-sided Fourier integrals, namely, the right and the left Fourier integral, respectively.
As well as in formula (1), the symbols ± over symbols of functions mean that the corresponding
function is analytic in the upper or lower half-plane, respectively.

Let us introduce the functions

y+(x) =

{
y(x) for x > 0,
0 for x < 0,

y–(x) =

{
0 for x > 0,
–y(x) for x < 0.

(8)

These functions are said to be one-sided functions for y(x), namely, the right function and the left
function, respectively. Obviously, the following relation holds:

y(x) = y+(x) – y–(x). (9)

Applying the well-known function signx defined by

signx =

{
1 for x > 0,
–1 for x < 0,

(10)

we can express y± in terms of y as follows:

y±(x) = 1
2 (±1 + signx)y(x). (11)

The symbols ± on symbols of one-sided functions will be always subscripts.
The Fourier integrals of the right and left one-sided functions are the boundary values of functions

that are analytic on the upper and lower half-planes, respectively.
Let us indicate the following analogs of the Sokhotski–Plemelj formulas (3) in the Fourier

integrals:

Y(u) =
1√
2π

∫ ∞

–∞
y(x)eiux dx

=
1√
2π

∫ ∞

0
y(x)eiux dx +

1√
2π

∫ 0

–∞
y(x)eiux dx = Y+(u) – Y–(u),

1
πi

∫ ∞

–∞

Y(τ )
τ – u

dτ = Y+(u) + Y–(u)

=
1√
2π

∫ ∞

0
y(x)eiux dx –

1√
2π

∫ 0

–∞
y(x)eiux dx =

1√
2π

∫ ∞

–∞
y(x) signx eiux dx.

(12)
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Thus, in this setting, the first Sokhotski–Plemelj formula (a representation of an arbitrary function
in the form of the difference of boundary values of analytic functions) is an obvious consequence of
the decomposition of a Fourier integral into the right and the left integral. The second formula can
also be rewritten as follows:

F{y(x) signx} =
1
πi

∫ ∞

–∞

Y(τ )
τ – u

dτ , F–1

{
1
πi

∫ ∞

–∞

Y(τ )
τ – u

dτ

}
= y(x) signx. (13)

10.4-3. The Analytic Continuation Theorem and the Generalized Liouville Theorem

Below is the analytic continuation theorem and the generalized Liouville theorem combined into a
single statement, which will be used in Chapters 10 and 11.

Let functions Y1(z) and Y2(z) be analytic in the upper and lower half-planes, respectively,
possibly except for a point z∗ ≠ ∞, at which these functions have a pole. If Y1(z) and Y2(z) are
bounded at infinity, the principal parts of their expansions in a neighborhood of z∗ have the form

c1

z – z∗
+

c2

(z – z∗)2
+ · · · +

cm
(z – z∗)m

≡
Pm–1(z)
(z – z∗)m

,

and if the functions themselves coincide on the real axis, then these functions represent a single
rational function on the entire plane:

Y(z) = c0 +
Pm–1(z)
(z – z∗)m

,

where c0 is a constant. The pole z∗ can belong either to the open half-planes or to the real axis.
Let us also give a more general version of the above statement.

If functions Y1(z) and Y2(z) are analytic in the upper and lower half-planes, respectively, possibly except for finitely
many points z0 = ∞, zk (k = 1, . . . , n), at which these functions can have poles, if the principal parts of the expansions of
these functions in a neighborhood of a pole have the form

c0
1z + c0

2z
2 + · · · + c0

m0
zm0 ≡ P0(z)

ck
1

z – zk
+

ck
2

(z – zk)2
+ · · · +

ck
mk

(z – zk)mk
≡

Pmk–1(z)

(z – zk)mk

at the point z0,

at the points zk ,

and if the functions themselves coincide on the real axis, then these functions represent a single rational function on the entire
plane:

Y(z) = C + P0(z) +
n∑

k=1

Pmk–1(z)

(z – zk)mk

where C is a constant. The poles zk can belong either to the open half-planes or to the real axis.

10.4-4. The Riemann Boundary Value Problem

The solution of the Riemann problem in this section differs from the traditional one, because it is
expressed not by means of integrals of the Cauchy type (see Subsection 12.3-7) but by means of
Fourier integrals. To solve equations of convolution type under consideration, the Fourier integral
technique is more convenient.

By the index of a continuous complex-valued nonvanishing function M(u) (M(u) = M1(u) +
iM2(u), –∞ < u < ∞, M(–∞) = M(∞)) we mean the variation of the argument of this function
on the real axis expressed in the number of full rotations:

IndM(u) =
1

2π

[
argM(u)

]∞
–∞ =

1
2πi

[
lnM(u)

]∞
–∞ =

1
2πi

∫ ∞

–∞
d lnM(u).

Page 499

© 1998 by CRC Press LLC



If M(u) is not differentiable but is of bounded variation, then the last integral must be understood
as the Stieltjes integral.

If an analytic function Y(z) has a representation of the form

Y(z) = (z – z0)mY1(z)

in a neighborhood of some point z0, where Y1(z) is analytic and Y1(z0) ≠ 0, then the integer m
(which can be positive, negative, or zero) is called the order of the function Y(z) at the point z0.
If m > 0, then the order of the function is the order of its zero, and if m < 0, then the order of the
function is minus the order of its pole. If the order of the function at z0 is zero, then at this point
the function takes a finite nonzero value. When considering the point at infinity we must replace the
difference z – z0 by 1/z.

Let us pose the Riemann problem. Let two functions be given on the real axis, namely, D(u), the
coefficient of the problem, and H(u), the right-hand side, and let the following normality condition
hold: D(u) ≠ 0. The functions H(u) and D(u) – 1 belong to L2(–∞,∞) and simultaneously satisfy
the Hölder condition. The problem is to find two functions Y±(z) that are analytic in the upper
and the lower half-plane, respectively,* whose limit values on the real axis satisfy the following
boundary condition:

Y+(u) = D(u)Y–(u) + H(u). (14)

It follows from the representation of D(u) that D(∞) = 1. The last condition implies no loss of
generality of subsequent reasoning because by dividing the boundary condition (14) by D(∞) we
can always obtain the necessary form of the problem.**

If D(u) ≡ 1, then the Riemann problem is called the jump problem. For H(u) ≡ 0, the Riemann
problem is said to be homogeneous. The index ν of the coefficient D(u) of the boundary value
problem is called the index of the Riemann problem.

Consider the jump problem, i.e., the problem of finding Y±(z) from the boundary condition

Y+(u) – Y–(u) = H(u). (15)

The solution of this problem is given by the first formula in (12):

Y+(z) =
1√
2π

∫ ∞

0
H(x)eizx dx, Y–(z) = –

1√
2π

∫ 0

–∞
H(x)eizx dx, (16)

where

H(x) =
1√
2π

∫ ∞

–∞
H(u)e–iux du. (17)

Let us construct a particular solution X (z) of the homogeneous Riemann problem (14), which
we need in what follows:

X +(u) = D(u)X –(u), D(∞) = 1, (18)

where X (z) is assumed to be nonzero on the real axis with the additional condition X±(∞) = 1.
Denote byN+ andN– the numbers of zeros of the functions X +(z) and X –(z) in the upper and lower
half-planes, respectively. On calculating the index of both sides of the boundary condition (18) and
applying the properties of the index, we obtain

N+ +N– = IndD(u) = ν. (19)

* A couple of functions Y±(z) can be treated as a single function Y(z) piecewise analytic in the entire complex plane. In
some cases, we use the latter notation.

** Since the boundary condition is the main analytic expression of the Riemann problem, in references to the corresponding
problem we shall often indicate its boundary condition only and write, for instance, “Riemann problem (14).”

Page 500

© 1998 by CRC Press LLC



We first assume that ν = 0. In this case, lnD(u) is a single-valued function. It follows from
relation (19) that N+ = N– = 0, i.e., the solution has no zeros on the entire plane. Therefore,
the functions lnX +(z) and lnX –(z) are analytic in the corresponding half-planes, and hence are
single-valued together with their boundary values lnX +(u) and lnX –(u). Taking the logarithm of
the boundary condition (18), we obtain

lnX +(u) – lnX –(u) = lnD(u). (20)

On choosing a branch of lnD(u) such that lnD(∞) = 0 (it can be shown that the final result does
not depend on the choice of the branch) we arrive at a jump problem. In this case, on the basis
of (15)–(17) and (20), the solution of problem (18) can be represented in the form

X +(z) = eG
+(z), X –(z) = eG

–(z),

G+(z) =
1√
2π

∫ ∞

0
g(x)eizx dx, G–(z) = –

1√
2π

∫ 0

–∞
g(x)eizx dx,

g(x) =
1√
2π

∫ ∞

–∞
lnD(u) e–iux du.

(21)

Relations (21) imply the following important fact: a function D(u) of zero index that is nonvanishing
on the real axis and satisfies the condition D(∞) = 1 can be represented as the ratio of functions
that are the boundary values of nonzero analytic functions in the upper and the lower half-plane,
respectively.

Let us pass to the case in which the index of the homogeneous Riemann problem (18) is arbitrary.
By a canonical function X (z) (of the homogeneous Riemann problem) we mean a function that
satisfies the boundary condition (18) and the condition X±(∞) = 1 and has zero order everywhere
possibly except for the point –i, at which the order of X (z) is equal to the index ν of the Riemann
problem. Such a function can be constructed by reducing the homogeneous Riemann problem to
the above case of zero index. Indeed, let us write out the boundary condition of the homogeneous
Riemann problem (18) in the form

X +(u) =

[(
u – i
u + i

)–ν

D(u)

][(
u – i
u + i

)ν

X –(u)

]
. (22)

In this case, the function in the first square brackets has zero index and can be represented as the
ratio of the boundary values of functions that are analytic in the upper and the lower half-plane.
This, together with the boundary condition (22), gives the following expression for the canonical
function:

X +(z) = eG
+(z), X –(z) =

(
z – i
z + i

)–ν

eG
–(z),

G+(z) =
1√
2π

∫ ∞

0
g(x)eizx dx, G–(z) = –

1√
2π

∫ 0

–∞
g(x)eizx dx,

g(x) =
1√
2π

∫ ∞

–∞
ln

[(
u – i
u + i

)–ν

D(u)

]
e–iux du,

(23)

where, at the point –i, X –(z) has a zero of order ν for ν > 0 and a pole of order |ν | for the case ν < 0.
The coefficient D(u) of the Riemann boundary value problem can be represented as the ratio of

the boundary values of the canonical function (see (22) and (23)):

D(u) =
X +(u)
X –(u)

. (24)
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Such a representation of D(u) in the form of the ratio of boundary values of the canonical function
is often called a factorization.

Now we consider the homogeneous Riemann problem with the boundary condition

Y+(u) = D(u)Y–(u), D(∞) = 1. (25)

On substituting the expression (24) for D(u) into (25) we reduce the boundary condition to the form

Y+(u)
X +(u)

=
Y–(u)
X –(u)

. (26)

According to formulas (23) for X (z), the left- and the right-hand sides of Eq. (26) contain the
boundary values of functions that are analytic on the upper and lower half-planes, respectively,
possibly except for the point –i at which the order is equal to ν. In the chosen function class, each
function vanishes at infinity. In this case, it follows from the analytic continuation theorem and the
generalized Liouville theorem (see Subsection 10.4-3) that for ν > 0 we have

Y+(z)
X +(z)

=
Y–(z)
X –(z)

=
Pν–1(z)
(z + i)ν

, (27)

where Pν–1(z) is an arbitrary polynomial of degree ν – 1 (the degree of the numerator is less than
that of the denominator because Y(∞) = 0). Hence,

Y(z) = X (z)
Pν–1(z)
(z + i)ν

. (28)

For ν ≤ 0, it follows from Y(∞) = 0 that Y(z) ≡ 0 by the generalized Liouville theorem.
Hence, for ν > 0, the homogeneous Riemann boundary value problem has precisely ν linearly

independent solutions of the form

zk–1X (z)
(z + i)ν

, k = 1, 2, . . . , ν,

and for ν ≤ 0, there are no nontrivial solutions.
The right-hand side of Eq. (28) has exactly ν zeros on the entire plane, including the zero at

infinity. These zeros can lie at arbitrary points of the upper and lower half-plane or on the real axis.
Denote the number of zeros on the real axis byN0. In the general case (without the requirement that
there are no zeros on the real axis), formula (19) is replaced by the relation

N+ +N– +N0 = IndD(u) = ν. (29)

Let us pass to the solution of the nonhomogeneous Riemann problem with the boundary condi-
tion (14). We apply relation (24) and reduce the boundary condition to the form

Y+(u)
X +(u)

=
Y–(u)
X –(u)

+
H(u)
X +(u)

. (30)

Let us express the last summand as the difference of the boundary values of functions that are
analytic in the upper and the lower half-plane (see the jump problem), that is,

W+(u) – W–(u) =
H(u)
X +(u)

, (31)
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where

W+(z) =
1√
2π

∫ ∞

0
w(x)eizx dx, W–(z) = –

1√
2π

∫ 0

–∞
w(x)eizx dx,

w(x) =
1√
2π

∫ ∞

–∞

H(u)
X +(u)

e–iux du.

(32)

On substituting (31) into (30), we obtain

Y+(u)
X +(u)

– W+(u) =
Y–(u)
X –(u)

– W–(u). (33)

For ν > 0, it follows from the analytic continuation theorem and the generalized Liouville theorem
that

Y+(z)
X +(z)

– W+(z) =
Y–(z)
X –(z)

– W–(z) =
Pν–1(z)
(z + i)ν

.

Hence, for ν > 0 we have

Y(z) = X (z)

[
W(z) +

Pν–1(z)
(z + i)ν

]
. (34)

The right-hand side of formula (34) contains the general solution (28) of the homogeneous problem
as a summand, and hence the general solution of the nonhomogeneous problem is obtained.

For ν ≤ 0 we must set Pν–1(z) ≡ 0, and the desired solution becomes

Y(z) = X (z)W(z). (35)

However, formula (35) gives a solution that satisfies all conditions for ν = 0 only. For ν < 0, the
function X (z) has a pole of order |ν | at the point –i. In this case, for the existence of a solution in
the chosen class of functions it is necessary that the second factor have a zero of the corresponding
order at the point –i. On the basis of relations (6) and (32), we represent the function W–(z) in the
form

W–(z) =
1

2πi

∫ ∞

–∞

H(τ )
X +(τ )

dτ

τ – z
.

On expanding the last integral in series in powers of z + i and equating the coefficients of (z + i)k–1

(k = 1, 2, . . . , |ν |) with zero, we obtain the solvability conditions for the problem in the form∫ ∞

–∞

H(u)
X +(u)

du

(u + i)k
= 0, k = 1, 2, . . . , |ν |. (36)

Figure 3 depicts a scheme of the above method for solving the Riemann problem on the real
axis.

Let us state the results concerning the solution of the Riemann problem in the final form. If the
index ν of the problem satisfies the condition ν > 0, then the homogeneous and the nonhomogeneous
Riemann problems are unconditionally solvable, and their solutions

Y±(z) = X±(z)
Pν–1(z)
(z + i)ν

(the homogeneous problem), (37)

Y±(z) = X±(z)

[
W±(z) +

Pν–1(z)
(z + i)ν

]
(the nonhomogeneous problem) (38)

depend on ν arbitrary complex constants, where Pν–1(z) is a polynomial of degree ν – 1. If ν ≤ 0,
then the homogeneous problem has only the trivial zero solution, and the nonhomogeneous problem
has the unique solution

Y±(z) = X±(z)W±(z) (39)
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Fig. 3. Scheme of solving the Riemann boundary value problem for the functions Y+(z) and Y–(z) that
are analytic, respectively, in the upper and the lower half-plane of the complex plane z = u + iv. It is
assumed that D(u) ≠ 0 and Pν–1(z) ≡ 0 for ν ≤ 0.
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provided that |ν | conditions (36) hold. Here we have

g(x) =
1√
2π

∫ ∞

–∞
ln

[(
u – i
u + i

)–ν

D(u)

]
e–iux du, (40)

G+(z) =
1√
2π

∫ ∞

0
g(x)eizx dx, G–(z) = –

1√
2π

∫ 0

–∞
g(x)eizx dx, (41)

X +(z) = eG
+(z), X –(z) =

(
z – i
z + i

)–ν

eG
–(z), (42)

w(x) =
1√
2π

∫ ∞

–∞

H(u)
X +(u)

e–iux du, (43)

W+(z) =
1√
2π

∫ ∞

0
w(x)eizx dx, W–(z) = –

1√
2π

∫ 0

–∞
w(x)eizx dx. (44)

The sequence of operations to construct a solution can be described as follows.

1◦. By virtue of formula (40) we find g(x), and then, with the help of (41), for the given g(x) we
find G±(z).

2◦. By formulas (42) the canonical function X±(z) is determined.

3◦. By formula (43) we determine w(x), and then apply formula (44) to find W±(z).

After this, solutions of the homogeneous and nonhomogeneous problems can be found by
formulas (37)–(39) and (42). For the case ν < 0, it is also necessary to verify the solvability
conditions (36).

10.4-5. Problems With Rational Coefficients

The solution of the Riemann problem thus obtained requires evaluation of several Fourier integrals.
This can also be readily expressed by means of integrals of the Cauchy type. As a rule, the integrals
cannot be evaluated in the closed form and are calculated by various approximate methods. This
process is rather cumbersome, and therefore it is of interest to select cases in which the solution can
be obtained directly from the boundary condition by applying the method of analytic continuation
without using the antiderivatives.

Assume that in the boundary condition (14) we have

D(u) =
R+(u)
Q+(u)

R–(u)
Q–(u)

.

Here R+(u) and Q+(u) (R–(u) and Q–(u)) are polynomials whose zeros belong to the upper (lower)
half-plane (we must avoid confusing these polynomials with the one-sided functions introduced
above, which have similar notation). Denote the degrees of the polynomials P+, R–, Q+, and Q–

by m+, m–, n+, and n–, respectively. Since, by the assumption of the problem, the value D(∞) can
be neither zero nor infinity, it follows that the relation m+ + m– = n+ + n– holds. The index of the
problem can be expressed by the formula

ν = IndD(u) = m+ – n+ = –(m– – n–).

On multiplying the boundary condition by Q–(u)/P–(u) we obtain

Q–(u)
R–(u)

Y+(u) –
R+(u)
Q+(u)

Y–(u) =
Q–(u)
R–(u)

H(u).
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If H(u) is a rational function as well, then the jump problem can readily be solved:

W+(u) – W–(u) =
Q–(u)
R–(u)

H(u). (45)

To this end, it suffices to decompose the right-hand side into the sum of partial fractions. ThenW+(u)
and W–(u) are the sums of the partial fractions with poles in the lower and the upper half-planes,
respectively. We can directly apply the continuity principle (the analytic continuation theorem) and
the generalized Liouville theorem to the resulting relation

Q–(u)
R–(u)

Y+(u) – W+(u) =
R+(u)
Q+(u)

Y–(u) – W–(u).

The only exceptional point at which the analytic function, which is the same on the entire complex
plane, can have a nonzero order is the point at infinity, at which the order of the function is equal to
ν – 1 = m+ – n+ – 1 = n– –m– – 1.

For ν > 0, the solution can be written in the form

Y+(z) =
R–(z)
Q–(z)

[W+(z) + Pν–1(z)], Y–(z) =
Q+(z)
R+(z)

[W–(z) + Pν–1(z)].

For ν ≤ 0 we must set Pν–1 ≡ 0; moreover, for ν < 0 we must also write out the solvability
conditions that can be obtained by equating with zero the first |ν | terms of the expansion of the
rational function W(z) in a series (in powers of 1/z) in a neighborhood of the point at infinity.

The solution of the jump problem (45) can be obtained either by applying the method of
indeterminate coefficients, as is usually performed in the integration of rational functions, or using
the theory of residuals of analytic functions. Let zk be a pole, of multiplicity m, of the function[
Q–(z)/R–(z)

]
H(z). Then the coefficients of the principal part of the decomposition of this function

in a neighborhood of the point zk, which has the form

ck1
z – zk

+ · · · +
ckm

(z – zk)m
,

can be found by the formula

ckj =
1

(j – 1)!
dj–1

dzj–1

[Q–(z)
R–(z)

H(z)

]
z=zk

.

The above case is not only of independent interest, as it frequently occurs in practice, but also of
importance as a possible way of solving the problem under general assumptions. The approximation
of arbitrary coefficients of the class under consideration by rational functions is a widespread method
of approximate solution of the Riemann boundary value problem.

10.4-6. Exceptional Cases. The Homogeneous Problem

Assume that the coefficientD(u) of a Riemann boundary value problem has zeros of ordersα1, . . . ,αr

at points a1, . . . , ar, respectively, and poles* of the orders β1, . . . , βs at points b1, . . . , bs (α1, . . . , αr

and β1, . . . , βs are positive integers). Thus, the coefficient can be represented in the form

D(u) =

r∏
i=1

(u – ai)
αi

s∏
j=1

(u – bj)βj

D1(u), D1(u) ≠ 0, –∞ < u < ∞,
r∑

i=1

αi = m,
s∑

j=1

βj = n. (46)

* For the case in which the function D(u) is not analytic, the term “pole” will be used for points at which the function tends to
infinity with integer order.
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In turn, we represent the function D1(u) (see Subsection 10.4-5) in the form

D1(u) =
R+(u)R–(u)
Q+(u)Q–(u)

D2(u), (47)

where, as above, R+(u) and Q+(u) (R–(u) and Q–(u)) are polynomials of degrees m+ and n+ (m–

and n–) whose zeros belong to the upper (lower) half-plane. The function D2(u) satisfies the Hölder
condition, has zero index, and nowhere vanishes on the real axis. Moreover, this function can be
subjected to some differentiability conditions in neighborhoods of the points ai and bj and possibly
in a neighborhood of the point at infinity.

The boundary condition of the homogeneous Riemann problem can be rewritten in the form

Y+(u) =

r∏
i=1

(u – ai)
αiR+(u)R–(u)

s∏
j=1

(u – bj)βjQ+(u)Q–(u)

D2(u)Y–(u). (48)

We seek a solution in the class of functions that are bounded on the real axis and vanish at infinity:

Y(∞) = 0. (49)

The coefficient D(u) has the order

η = n + n+ + n– –m –m+ –m– (50)

at infinity. The number
ν = m+ – n+ (51)

is called the index of the problem. Let us introduce the notation

h = n– –m–. (52)

Then the order at infinity is expressed by the formula

η = h – ν + n –m. (53)

Now let us proceed with the solution of problem (48). Applying general methods, we set

D2(u) =
eG

+(u)

eG–(u)
, g(x) =

1√
2π

∫ ∞

–∞
lnD2(u)e–iux du,

G+(z) =
1√
2π

∫ ∞

0
g(x)eizx dx, G–(z) = –

1√
2π

∫ 0

–∞
g(x)eizx dx

(54)

and rewrite the boundary condition in the form

Q–(u)Y+(u)
r∏

i=1

(u – ai)
αiR–(u)eG

+(u)

=
R+(u)Y–(u)

s∏
j=1

(u – bj)βjQ+(u)eG
–(u)

. (55)

As above, we can apply the analytic continuation and the generalized Liouville theorem and
obtain a pole at infinity as the only possible singularity.

Two cases are possible:
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1◦. Let the order η of the coefficient of the boundary value problem at infinity satisfy the condition
η ≥ 0, i.e., let D(u) have a zero of order η at infinity. It follows from (53) that n – ν ≥ m – h. On
equating the left- and right-hand sides of relation (55) with a polynomial Pν–n–1(z), we obtain the
solution of the boundary value problem in the form

Y+(z) =
r∏

i=1

(z – ai)
αi

R–(z)
Q–(z)

eG
+(z)Pν–n–1(z),

Y–(z) =
s∏

j=1

(z – bj)βj
Q+(z)
R+(z)

eG
–(z)Pν–n–1(z).

(56)

This problem has ν – n linearly independent solutions for ν – n > 0 and only the trivial zero
solution for ν – n ≤ 0.

2◦. Let η < 0, i.e., let D(u) have a pole of order –η at infinity. In this case, m – h > n – ν, and we
can obtain the general solution from (56) by replacing Pν–n–1(z) by Ph–m–1(z) in this expression.
In this case, the problem has h – m solutions for h – m > 0 and only the trivial zero solution for
h –m ≤ 0.

According to (53), we have
h –m = ν – n + η. (57)

Thus, in both cases under consideration, the number of linearly independent solutions is equal to
the index minus the total number of the poles (including the pole at infinity) of the coefficient D(u).
Hence, we have the following law: the number of linearly independent solutions of a homogeneous
Riemann problem is not affected by the number of zeros of the coefficient and is reduced by the
total number of its poles.

10.4-7. Exceptional Cases. The Nonhomogeneous Problem

Assume that the right-hand side has the same poles as the coefficient. The boundary condition can
be rewritten as follows:

Y+(u) =

r∏
i=1

(u – ai)
αiR+(u)R–(u)

s∏
j=1

(u – bj)βjQ+(u)Q–(u)

D2(u)Y–(u) +
H1(u)

s∏
j=1

(u – bj)βj

, (58)

where D2(u) and H1(u) satisfy the Hölder condition and some additional differentiability conditions
near the points ai, bj , and ∞.

1◦. Assume that the order η at infinity of the coefficient of the boundary value problem satisfies
the condition η ≥ 0. Since the first two terms of relation (58) vanish at infinity, it follows that the
minimal possible order of H1(u) at infinity is equal to 1 – n. Just as in the homogeneous problem,
we replace D2(u) by the ratio of two functions (54) and write out the boundary condition in the
following form (under the braces, the orders of the functions at infinity are indicated):

s∏
j=1

(u – bj)βjQ–(u)Y+(u)

R–(u)eG+(u)︸ ︷︷ ︸
1–n–h

=

r∏
i=1

(u – ai)
αiR+(u)Y–(u)

Q+(u)eG–(u)︸ ︷︷ ︸
1–m–ν

+
H1(u)Q–(u)
R–(u)eG+(u)︸ ︷︷ ︸

1–n–h
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Assume that a polynomial S(u) of the degree n + h – 1 represents the principal part of the
decomposition of the last term in a neighborhood of the point at infinity (for the case in which
n + h – 1 ≥ 0):

H1(u)Q–(u)
R–(u)eG+(u)

= S(u) + W(u), W(∞) = 0.

On replacing the function W(u) by the difference of boundary values of analytic functions

W(u) = W+(u) – W–(u), (59)

where

w(x) =
1√
2π

∫ ∞

–∞
W(u)e–iux du,

W+(u) =
1√
2π

∫ ∞

0
w(x)eiux dx, W–(u) = –

1√
2π

∫ 0

–∞
w(x)eiux dx,

(60)

we reduce the boundary condition to the form
s∏

j=1

(u – bj)βjQ–(u)Y+(u)

R–(u)eG+(u)
– S(u) – W+(u) =

r∏
i=1

(u – ai)
αiR+(u)Y–(u)

Q+(u)eG–(u)
– W–(u).

On applying the analytic continuation theorem and the generalized Liouville theorem and taking
into account the fact that the only possible singular point of the function under consideration is the
point at infinity, while we have the relation –n – h ≤ –m – ν (η ≥ 0), we obtain the expressions

Y+(z) =
R–(z)eG

+(z)

s∏
j=1

(z – bj)βjQ–(z)

[W+(z) + S(z) + Pν+m–1(z)],

Y–(z) =
Q+(z)eG

–(z)

r∏
i=1

(z – ai)
αiR+(z)

[W–(z) + Pν+m–1(z)].

(61)

The last formulas define a solution that has pole singularities at the points ai and bj . To obtain
a bounded solution, we apply the canonical function of the nonhomogeneous problem.

By a canonical function V(z) of the nonhomogeneous Riemann problem in the exceptional case
we mean a piecewise analytic function that satisfies the boundary condition (58), has the zero order
on the entire finite part of the complex plane, including the points ai and bj , and has the least possible
order at infinity.

Let Up(z) be the Hermite interpolation polynomial with interpolation nodes of orders αi and βj

at the points ai and bj , respectively. Such a polynomial of degree p = m + n – 1 exists and is
determined uniquely (see Subsection 12.3-1). The functions D1(u) and H1(u) must be subjected to
the additional condition that in neighborhoods of the points ai and bj these functions have derivatives
of the orders αi and βj , respectively, and these derivatives satisfy the Hölder condition. Then the
canonical function of the nonhomogeneous problem can be represented in the form

V+(z) =
R–(z)eG

+(z)

s∏
j=1

(z – bj)βjQ–(z)

[W+(z) + S(z) – Up(z)],

V–(z) =
Q+(z)eG

–(z)

r∏
i=1

(z – ai)
αiR+(z)

[W–(z) – Up(z)].

(62)
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Adding V(z) to the above general solution of the homogeneous problem, we find the general
solution of the nonhomogeneous problem under consideration:

Y+(z) = V+(z) +
r∏

i=1

(z – ai)
αi

R–(z)
Q–(z)

eG
+(z)Pν–n–1(z),

Y–(z) = V–(z) +
s∏

j=1

(z – bj)βj
Q+(z)
R+(z)

eG
–(z)Pν–n–1(z).

(63)

For ν –n > 0, the problem has ν –n linearly independent solutions. In the case ν –n ≤ 0 we must set
Pν–n–1(z) ≡ 0. For ν –n < 0, the canonical function V(z) has the order ν –n < 0 at infinity and hence
is no longer a solution of the nonhomogeneous problem. However, on subjecting the right-hand side
to n – ν conditions we can increase the order of the function V(u) at infinity by n – ν and thus make
the canonical function V(z) be a solution of the nonhomogeneous problem again.

To make the above operations possible, it suffices to require that the functions ukH1(u) and
D2(u) have derivatives of order ≤ n – ν at infinity, and these derivatives satisfy the Hölder condition.

2◦. Let η < 0. The least possible order at infinity of H1(u) is h – ν –m+ 1. In this case, the function
[H1(u)Q–(u)]/[R–(u)eG

+(u)] in the boundary condition (58) has the order 1 –m–ν at infinity. After
selecting the principal part of the expansion of [H1(u)Q–(u)]/[R–(u)eG

+(u)] in a neighborhood of
the point at infinity for m + ν – 1 > 0, the boundary condition can be rewritten in the form

s∏
j=1

(u – bj)βjQ–(u)Y+(u)

R–(u)eG+(u)
– W+(u) =

r∏
i=1

(u – ai)
αiR+(u)Y–(u)

Q+(u)eG–(u)
– W–(u) + S(u).

The canonical function of the nonhomogeneous problem can be expressed via the interpolation
polynomial as follows:

V+
1 (z) =

R–(z)eG
+(z)

s∏
j=1

(z – bj)βjQ–(z)

[W+(z) – Up(z)],

V–
1 (z) =

Q+(z)eG
–(z)

r∏
i=1

(z – ai)
αiR+(z)

[W–(z) – S(z) – Up(z)].

(64)

The general solution of problem (58) becomes

Y+(z) = V+
1 (z) +

r∏
i=1

(z – ai)
αi

R–(z)
Q–(z)

eG
+(z)Ph–m–1(z),

Y–(z) = V–
1 (z) +

s∏
j=1

(z – bj)βj
Q+(z)
R+(z)

eG
–(z)Ph–m–1(z).

(65)

For h – m > 0, the problem has h – m linearly independent solutions. In the case h – m ≤ 0,
we must set the polynomial Ph–m–1(z) to be identically zero and, for the case in which h – m < 0,
imposem–h conditions of the same type as in the previous case on the right-hand side. Under these
conditions, the nonhomogeneous problem (58) has a unique solution.

Remark. In Section 10.5 we consider equations that can be reduced to the problem by applying
the convolution theorem for the Fourier transform. Equations to which the convolution theorems for
other integral transforms can be applied, for instance, for the Mellin transform, can be investigated
in a similar way.

©• References for Section 10.4: F. D. Gakhov and Yu. I. Cherskii (1978), S. G. Mikhlin and S. Prössdorf (1986),
N. I. Muskhelishvili (1992).
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10.5. The Carleman Method for Equations of the
Convolution Type of the First Kind

By the Carleman method we mean the method of reducing an integral equation to a boundary
value problem of the theory of analytic functions, in particular, to the Riemann problem. For
equations of convolution type, this reduction can be performed by means of the integral transforms.
After solving the boundary value problem, the desired function can be obtained by applying the
inverse integral transform.

10.5-1. The Wiener–Hopf Equation of the First Kind

Consider the Wiener–Hopf equation of the first kind

1√
2π

∫ ∞

0
K(x – t)y(t) dt = f (x), 0 < x < ∞, (1)

which is frequently encountered in applications. Let us extend its domain to the negative semiaxis
by introducing one-sided functions,

y+(x) =

{
y(x) for x > 0,
0 for x < 0,

f+(x) =

{
f (x) for x > 0,
0 for x < 0,

y–(x) = 0 for x > 0.

Using these one-sided functions, we can rewrite Eq. (1) in the form

1√
2π

∫ ∞

–∞
K(x – t)y+(t) dt = f+(x) + y–(x), –∞ < x < ∞. (2)

The auxiliary function y–(x) is introduced to compensate for the left-hand side of Eq. (2) for x < 0.
Note that y–(x) is unknown in the domain x < 0 and is to be found in solving the problem.

Let us now apply the alternative Fourier transform to Eq. (2). Then we obtain the boundary
value problem

Y+(u) =
1

K(u)
Y–(u) +

F+(u)
K(u)

. (3)

If σ is the order of K(u) at infinity, then the order of the coefficient of the boundary value problem
at infinity is η = –σ < 0. The general solution of problem (3) can be obtained on the basis of
relations (65) from Subsection 10.4-7 by replacing Ph–m–1(z) with Pν–n+η–1(z) there. The solution
of the original equation (1) can be obtained from the solution of problem (3) by means of the
inversion formula

y(x) = y+(x) =
1√
2π

∫ ∞

–∞
Y+(u)e–iux du, x > 0. (4)

Note that in formula (4), only the function Y+(u) occurs explicitly, which is related to the
function Y–(u) by (3).

10.5-2. Integral Equations of the First Kind With Two Kernels

Consider the integral equation of the first kind

1√
2π

∫ ∞

0
K1(x – t)y(t) dt +

1√
2π

∫ 0

–∞
K2(x – t)y(t) dt = f (x), –∞ < x < ∞. (5)
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The Fourier transform of Eq. (5) results in the following boundary value problem:

Y+(u) =
K2(u)
K1(u)

Y–(u) +
F(u)
K1(u)

, –∞ < u < ∞. (6)

The coefficient of this problem is the ratio of functions that vanish at infinity, and hence, in contrast
to the preceding case, it can have a zero or a pole of some order at infinity.

Let K1(u) = T1(u)/uλ and K2(u) = T2(u)/uµ, where the functions T1(u) and T2(u) have zero
order at infinity. In the dependence of the sign of the difference η = µ – λ, two cases can occur. For
generality, we assume that there are exceptional points at finite distances as well. Let the functions
K1(u) and K2(u) have the representations

K1(u) =
s∏

j=1

(u – bj)βj

p∏
k=1

(u – ck)γkK11(u),

K2(u) =
r∏

i=1

(u – ai)
αi

p∏
k=1

(u – ck)γkK12(u).

Along with the common zeros at points ck of multiplicity γk, the functions K1(u) and K2(u)
have a common zero of order min(λ,µ) at infinity.

The coefficient of the Riemann problem can be represented in the form

D(u) =

r∏
i=1

(u – ai)
αiR+(u)R–(u)

s∏
j=1

(u – bj)βjQ+(u)Q–(u)

D2(u).

It follows from (6) that this problem and the integral equation (5) are solvable if at any point ck that
is a common zero of the functions K1(u) and K2(u), the function F(u) has zero of order γk, i.e.,
F(u) has the form

F(u) =
p∏

k=1

(u – ck)γkF1(u).

To this end, the following γ1 + · · · + γp = l conditions must hold:

[
F (jk)

u (u)
]
u=ck

= 0, jk = 0, 1, . . . , γk – 1, (7)

or, which is the same, the conditions∫ ∞

–∞
f (x)xjkeickx dx = 0. (8)

For the case under consideration in which the equation is of the first kind, we must add other
d conditions, where

d = min(λ,µ) + 1, (9)

that are imposed on the behavior of F(u) at infinity because the functions K1(u) and K2(u) have a
common zero of order min(λ,µ) at infinity. Hence, F(u) must satisfy the conditions (8) and have at
least the order d at infinity.
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If these conditions are satisfied, then the boundary value problem (6) becomes

Y+(u) =

r∏
i=1

(u – ai)
αiR+(u)R–(u)

s∏
j=1

(u – bj)βjQ+(u)Q–(u)

D2(u)Y–(u) +
H1(u)

s∏
j=1

(u – bj)βj

.

The solution was given above in Subsection 10.4-7. For the case in which η ≥ 0 (µ ≥ λ), this solution
can be rewritten in the form

Y+(z) = V+(z) +
r∏

i=1

(z – ai)
αi

R–(z)
Q–(z)

eG
+(z)Pν–n+1(z),

Y–(z) = V–(z) +
s∏

j=1

(z – bj)βj
Q+(z)
R+(z)

eG
–(z)Pν–n+1(z).

(10)

For the case in which η < 0 (µ < λ), this solution becomes

Y+(z) = V+
1 (z) +

r∏
i=1

(z – ai)
αi

R–(z)
Q–(z)

eG
+(z)Ph–m–1(z),

Y–(z) = V–
1 (z) +

s∏
j=1

(z – bj)βj
Q+(z)
R+(z)

eG
–(z)Ph–m–1(z).

(11)

In both cases, the solution of the original integral equation can be obtained by substituting the
expressions (10) and (11) into the formula

y(x) =
1√
2π

∫ ∞

–∞
[Y+(u) – Y–(u)]e–iux du. (12)

Example. Consider the following equation of the first kind:

1√
2π

∫ ∞

0
K1(x – t)y(t) dt +

1√
2π

∫ 0

–∞
K2(x – t)y(t) dt = f (x),

where

K1(x) =
{ 0 for x > 0,√

2π (e3x – e2x) for x < 0,
K2(x) =

{
–
√

2π ie–2x for x > 0,
0 for x < 0,

f (x) =
{ 0 for x > 0,√

2π (e3x – e2x) for x < 0.
(13)

Applying the Fourier transform to the functions in (13), we obtain

K1(u) =
1

(u – 2i)(u – 3i)
, K2(u) =

1

u + 2i
, F (u) =

1

(u – 2i)(u – 3i)
.

Here the boundary value problem (6) becomes

Y+(u) =
(u – 2i)(u – 3i)

u + 2i
Y–(u) + 1.

The coefficient D(u) has a first-order pole at infinity (ν = –1). In this case

m+ = 2, n+ = 0, ν = m+ – n+ = 2, min(λ, µ) = 1, d = 2.

The function F (u) has second-order zero at infinity, and hence the necessary condition for the solvability is satisfied.
In the class of functions that vanish at infinity, the homogeneous problem

Y+(u) =
(u – 2i)(u – 3i)

u + 2i
Y–(u)
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has the following solution:

Y+(z) =
C

z + 2i
, Y–(z) =

C

(z – 2i)(z – 3i)
,

where C is an arbitrary constant.
The number of linearly independent solutions of problem (13) is less by one than the index, becauseD(u) has a first-order

pole at infinity.
The solution of the nonhomogeneous problem in the class of functions vanishing at infinity has the form

Y+(z) =
C

z + 2i
, Y–(z) =

C – 2i – z

(z – 2i)(z – 3i)
,

y(x) =

{
–
√

2π iCe–2x for x > 0,√
2π C(e2x – e3x) – 4i

√
2π e2x + 5i

√
2π e3x for x < 0.

For the chosen right-hand side, the equation turns out to be solvable. However, if we take, for instance,

f (x) =

{
0 for x > 0,√

2π i(5e3x – 4e2x) for x < 0,
(14)

then we have F (u) = (u + 2i)/[(u – 2i)(u – 3i)]. The corresponding Riemann boundary value problem has the form

Y+(u) =
(u – 2i)(u – 3i)

u + 2i
Y–(u) + u + 2i.

In the class of functions bounded at infinity, its solution can be represented in the form

Y+(z) =
C – z

z + 2i
, Y–(z) =

C – z – (z + 2i)2

(z – 2i)(z – 3i)
. (15)

For no choice of the constant C the solution vanishes at infinity, and hence the equation with the right-hand side defined
by (14) has no solutions integrable on the real axis.

©• References for Section 10.5: F. D. Gakhov and Yu. I. Cherskii (1978), S. G. Mikhlin and S. Prössdorf (1986),
N. I. Muskhelishvili (1992).

10.6. Dual Integral Equations of the First Kind

10.6-1. The Carleman Method for Equations With Difference Kernels

Consider the following dual integral equation of convolution type:

1√
2π

∫ ∞

–∞
K1(x – t)y(t) dt = f (x), 0 < x < ∞,

1√
2π

∫ ∞

–∞
K2(x – t)y(t) dt = f (x), –∞ < x < 0,

(1)

in which the function y(x) is to be found.
In order to apply the Fourier transform technique (see Subsections 7.4-3, 10.4-1, and 10.4-2),

we extend the domain of both conditions in Eq. (1) by formally rewriting them for all real values
of x. This can be achieved by introducing new unknown functions into the right-hand sides. These
functions must be chosen so that the conditions given on the semiaxis are not violated. Hence, the
first condition in (1) must be complemented by a summand that vanishes on the positive semiaxis
and the second by a summand that vanishes on the negative semiaxis. Thus, the dual equation can
be written in the form

1√
2π

∫ ∞

–∞
K1(x – t)y(t) dt = f (x) + ξ–(x),

1√
2π

∫ ∞

–∞
K2(x – t)y(t) dt = f (x) + ξ+(x),

– ∞ < x < ∞,
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where the ξ±(x) are some right and left one-sided functions so far unknown.
On applying the Fourier integral transform, we have

K1(u)Y(u) = F(u) + Ξ–(u), K2(u)Y(u) = F(u) + Ξ+(u). (2)

Here the three functions Y(u), Ξ+(u), and Ξ–(u) are unknown.
Let us eliminate Y(u) from relations (2). We obtain the Riemann boundary value problem in

the form

Ξ+(u) =
K2(u)
K1(u)

Ξ–(u) +
K2(u) – K1(u)

K1(u)
F(u), –∞ < u < ∞.

In the present case, the coefficient of the boundary condition is the ratio of functions that vanish
at infinity, and hence this coefficient can have a zero or a pole of some order at infinity. The solution
of the Riemann boundary value problem can be constructed on the basis of Subsections 10.4-6
and 10.4-7, and the solution of the integral equation (1) can be defined by the formula

y(x) =
1√
2π

∫ ∞

–∞

Ξ+(u) + F(u)
K2(u)

e–iux du =
1√
2π

∫ ∞

–∞

Ξ–(u) + F(u)
K1(u)

e–iux du. (3)

Example. Let us solve the dual equation (1), where

K1(x) =

{√
2π (e3x – e2x) for x < 0,

0 for x > 0,
K2(x) =

{
0 for x < 0,
–
√

2π ie–2x for x > 0,
f (x) =

{
1
4

√
2π e2x for x < 0,

– 1
4

√
2π e–2x for x > 0.

We find the Fourier integrals

K1(u) =
1

(u – 2i)(u – 3i)
, K2(u) =

1

u + 2i
, F (u) =

1

u2 + 4
.

In this case, the boundary value problem (2) corresponding to this equation becomes

Ξ+(u) =
(u – 2i)(u – 3i)

u + 2i
Ξ–(u) +

u – 3i

(u + 2i)2
–

1

u2 + 4
. (4)

The coefficient D(u) has a first-order pole at infinity (with index ν = –1). The functions K1(u) and K2(u) have a
common zero of the first order at infinity. We find that

m+ = 2, n+ = 0, ν = m+ – n+ = 2.

On representing the boundary condition in the form

(u + 2i)Ξ+(u) –
u – 3i

u + 2i
= (u – 2i)(u – 3i)Ξ–(u) –

1

u – 2i

and applying the analytic continuation and the generalized Liouville theorem, we see that the general solution of problem (4)
in the class of functions vanishing at infinity is given by

Ξ+(z) =
1

z + 2i

(
z – 3i

z + 2i
+ C

)
, Ξ–(z) =

1

(z – 2i)(z – 3i)

(
1

z – 2i
+ C

)
, (5)

where C is an arbitrary constant.
The solution of the integral equation in question is given by the expression

y(x) =
1√
2π

∫ ∞

–∞

Ξ+(u) + F (u)

K2(u)
e–iux du.

Since the function K2(u) has a first-order zero at infinity, it follows that the function Ξ+(u) + F (u) must have a zero at
infinity whose order is at least two. This condition implies the relation C = –1.

For C = –1, formulas (5) become

Ξ+(z) =
–5i

(z + 2i)2
, Ξ–(z) =

1 + 2i – z

(z – 2i)2(z – 3i)
, y(x) =

{
i
√

2π e2x for x < 0,
5
√

2π e–2x for x > 0.

Thus, we have succeeded in satisfying the solvability condition, which follows from the existence of a common zero of
the functions K1(u) and K2(u), by choosing an appropriate constant that enters the general solution, and the integral equation
turns out to be unconditionally and uniquely solvable.
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10.6-2. Exact Solutions of Some Dual Equations of the First Kind

In applications (for example, in elasticity, thermal conduction, and electrostatics), one encounters
dual integral equations of the form∫ ∞

0
K1(x, t)y(t) dt = f1(x)∫ ∞

0
K2(x, t)y(t) dt = f2(x)

for 0 < x < a,

for a < x < ∞,
(6)

where K1(x, t), K2(x, t), f1(x), and f2(x) are known functions and y(x) is the function to be found.
Methods for solving various types of these equations are described, for instance, in the books

mentioned in the references at the end of this section. Below we present solutions of some classes
of dual integral equations that occur most frequently in applications.

1◦. Consider the following dual integral equation:∫ ∞

0
J0(xt)y(t) dt = f (x)∫ ∞

0
tJ0(xt)y(t) dt = 0

for 0 < x < a,

for a < x < ∞,
(7)

where J0(x) is the Bessel function of zero order. We can obtain the solution of Eqs. (7) by applying
the Hankel transform. This solution is given by

y(x) =
2
π

∫ a

0
cos(xt)

[
d

dt

∫ t

0

sf (s) ds√
t2 – s2

]
dt. (8)

2◦. The exact solution of the dual integral equation∫ ∞

0
tJ0(xt)y(t) dt = f (x)∫ ∞

0
J0(xt)y(t) dt = 0

for 0 < x < a,

for a < x < ∞,
(9)

where J0(x) is the Bessel function of zero order, can be constructed by means of the Hankel
transform,

y(x) =
2
π

∫ a

0
sin(xt)

[
d

dt

∫ t

0

sf (s) ds√
t2 – s2

]
dt. (10)

3◦. The exact solution of the dual integral equation∫ ∞

0
tJµ(xt)y(t) dt = f (x)∫ ∞

0
Jµ(xt)y(t) dt = 0

for 0 < x < a,

for a < x < ∞,
(11)

where Jµ(x) is the Bessel function of order µ, can be defined by the following expression (here the
calculation also involves the Hankel transform):

y(x) =

√
2x
π

∫ a

0
t3/2Jµ+ 1

2
(xt)

[∫ π/2

0
sinµ+1 θf (t sin θ) dθ

]
dt. (12)
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4◦. Consider the dual integral equation

∫ ∞

0
t2βJµ(xt)y(t) dt = f (x)∫ ∞

0
Jµ(xt)y(t) dt = 0

for 0 < x < 1,

for 1 < x < ∞,
(13)

where Jµ(x) is the Bessel function of order µ.
The solution of Eq. (13) can be obtained by applying the Mellin transform. For β > 0, this

solution is defined by the formulas

y(x) =
(2x)1–β

Γ(β)

∫ 1

0
t1+βJµ+β(xt)F (t) dt, F (t) =

∫ 1

0
f (tζ)ζµ+1(1 – ζ2)β–1 dζ. (14)

For β > –1, the solution of the dual equation (13) has the form

y(x) =
(2x)–β

Γ(1 + β)

[
x1+βJµ+β(x)

∫ 1

0
tµ+1(1 – t2)βf (t) dt +

∫ 1

0
tµ+1(1 – t2)βΦ(x, t) dt

]
, (15)

Φ(x, t) =
∫ 1

0
(xξ)2+βJµ+β+1(xξ)f (ξt) dξ.

Formula (15) holds for β > –1 and for –µ – 1
2 < 2β < µ + 3

2 . It can be shown that for β > 0 the
solution of Eq. (15) can be reduced to the form (14).

5◦. The exact solution of the dual integral equation

∫ ∞

0
tP– 1

2 +it(coshx)y(t) dt = f (x)∫ ∞

0
tanh(πt)P– 1

2 +it(coshx)y(t) dt = 0

for 0 < x < a,

for a < x < ∞,
(16)

where Pµ(x) is the Legendre spherical function of the first kind (see Supplement 10) and i2 = –1,
can be constructed by means of the Meler–Fock integral transform (see Section 7.6) and is given by
the formula

y(x) =

√
2
π

∫ a

0
sin(xt)

[∫ t

0

f (s) sinh s√
cosh t – cosh s

ds

]
dt. (17)

Note that

P– 1
2 +it(coshx) =

√
2
π

∫ x

0

cos(ts)√
coshx – cosh s

ds, x > 0,

where the integral on the right-hand side is called the Meler integral.

10.6-3. Reduction of Dual Equations to a Fredholm Equation

One of the most effective methods for the approximate solution of dual integral equations of the
first kind is the method of reducing these equations to Fredholm integral equations of the second
kind (see Chapter 11). In what follows, we present some dual equations encountered in problems of
mechanics and physics and related Fredholm equations of the second kind.
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1◦. The solution of the dual integral equation of the first kind∫ ∞

0
g(t)J0(xt)y(t) dt = f (x)∫ ∞

0
tJ0(xt)y(t) dt = 0

for 0 < x < a,

for a < x < ∞,
(18)

where g(x) is a given function and J0(x) is the Bessel function of zero order, has the form

y(x) =
∫ a

0
ϕ(t) cos(xt) dt, (19)

where the function ϕ(x) to be found from the following Fredholm equation of the second kind:

ϕ(x) –
1
π

∫ a

0
K(x, t)ϕ(t) dt = ψ(x), 0 < x < a, (20)

where the symmetric kernel K(x, t) and the right-hand side ψ(x) are given by

K(x, t) = 2
∫ ∞

0
[1 – g(s)] cos(xs) cos(ts) ds, ψ(x) =

2
π

d

dx

∫ x

0

tf (t)√
x2 – t2

dt. (21)

Methods for the investigation of these equations are presented in Chapter 11.

2◦. The solution of the dual integral equation of the first kind∫ ∞

0
tg(t)J0(xt)y(t) dt = f (x)∫ ∞

0
J0(xt)y(t) dt = 0

for 0 < x < a,

for a < x < ∞,
(22)

where g(x) is a given function and J0(x) is the Bessel function of zero order, has the form

y(x) =
∫ a

0
ϕ(t) sin(xt) dt, (23)

where the function ϕ(x) is to be found from the Fredholm equation (20) of the second kind with

K(x, t) = 2
∫ ∞

0
[1 – g(s)] sin(xs) sin(ts) ds, ψ(x) =

2
π

∫ x

0

tf (t)√
x2 – t2

dt.

Note that the kernel K(x, t) is symmetric.

3◦. The solution of the dual integral equation of the first kind∫ ∞

0
g(t)Jµ(xt)y(t) dt = f (x)∫ ∞

0
tJµ(xt)y(t) dt = 0

for 0 < x < a,

for a < x < ∞,
(24)

where g(x) is a given function and Jµ(x) is the Bessel function of order µ, has the form

y(x) =

√
πx

2

∫ a

0

√
t Jµ– 1

2
(xt)ϕ(t) dt, (25)

where the function ϕ(x) is to be found from the Fredholm equation (20) of the second kind with

K(x, t) = π
√
xt

∫ ∞

0
[1 – g(s)]s Jµ– 1

2
(xs)Jµ– 1

2
(ts) ds,

ψ(x) =
2
π

{
f (0) +

∫ π/2

0

[
µ(sin θ)µ–1f (x sin θ) + x(sin θ)µf ′(x sin θ)

]
dθ

}
.

Note that f ′(x sin θ) = f ′ξ(ξ)
∣∣
ξ=x sin θ

, and the kernel K(x, t) is symmetric.

Page 518

© 1998 by CRC Press LLC



4◦. The solution of the integral equation of the first kind∫ ∞

0
tg(t)Jµ(xt)y(t) dt = f (x)∫ ∞

0
Jµ(xt)y(t) dt = 0

for 0 < x < a,

for a < x < ∞,
(26)

where g(x) is a given function and Jµ(x) is the Bessel function of order µ, has the form

y(x) =

√
πx

2

∫ a

0

√
t Jµ+ 1

2
(xt)ϕ(t) dt, (27)

where the function ϕ(x) is to be found by solving the Fredholm equation (20) of the second kind
with

K(x, t) = π
√
xt

∫ ∞

0
[1 – g(s)]s Jµ+ 1

2
(xs)Jµ+ 1

2
(ts) ds, ψ(x) =

2x
π

∫ π/2

0
f (x sin θ)(sin θ)µ+1 dθ,

and the kernel K(x, t) is symmetric.

5◦. The solution of the dual integral equation of the first kind∫ ∞

0
g(t)Jµ(xt)y(t) dt = f (x)∫ ∞

0
Jµ(xt)y(t) dt = 0

for 0 < x < a,

for a < x < ∞,
(28)

where g(x) is a given function and Jµ(x) is the Bessel function of order µ, has the form

y(x) = x

√
πx

2

∫ a

0

√
t Jµ– 1

2
(xt)ϕ(t) dt, (29)

and the function ϕ(x) is to be found from the Fredholm equation (20) of the second kind with

K(x, t) = xµ
√

2πt
∫ a

x

ρ1–µ√
ρ2 – x2

∫ ∞

0
[1 – g(s)]s3/2Jµ(ρs)Jµ– 1

2
(ts) ds dρ,

ψ(x) =
2
π
xµ

∫ a

x

ρ1–µ√
ρ2 – x2

dρ.

6◦. The solution of the dual integral equation of the first kind∫ ∞

0
t2βg(t)Jµ(xt)y(t) dt = f (x)∫ ∞

0
Jµ(xt)y(t) dt = 0

for 0 < x < a,

for a < x < ∞,
(30)

where 0 < β < 1, g(x) is a given function, and Jµ(x) is the Bessel function of order µ, has the form

y(x) =

√
π

2
x1–β

∫ a

0

√
t Jµ+β(xt)ϕ(t) dt, (31)

and the function ϕ(x) is to be found from the Fredholm equation (20) of the second kind with

K(x, t) = π
√
xt

∫ ∞

0
[1 – g(s)]s Jµ+β(xs)Jµ+β(ts) ds,

ψ(x) =
21–β

Γ(β)

√
2x
π
xβ

∫ π/2

0
f (x sin θ)(sin θ)µ+1(cos θ)2β–1 dθ,

and the kernel K(x, t) is symmetric.
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7◦. The solution of the dual integral equation of the first kind

∫ ∞

0
g(t)P– 1

2 +it(coshx)y(t) dt = f (x)∫ ∞

0
t tanh(πt)P– 1

2 +it(coshx)y(t) dt = 0

for 0 < x < a,

for a < x < ∞,
(32)

where Pµ(x) is the Legendre spherical function of the first kind (see Supplement 10), i2 = –1, and
g(x) is a given function, is determined by the formula

y(x) =
∫ a

0
cos(xt)ϕ(t) dt, (33)

and the function ϕ(x) is to be found from the Fredholm equation (20) of the second kind in which

K(x, t) =
∫ ∞

0
[1 – g(s)]{cos[(x + t)s] + cos[(x – t)s]} ds,

ψ(x) =

√
2
π

d

dx

∫ x

0

f (s) sinh s√
coshx – cosh s

ds. (34)

On the basis of relations (34), we can readily see that the kernel K(x, t) is symmetric.

8◦. The solution of the dual integral equation of the first kind

∫ ∞

0
tg(t)P– 1

2 +it(coshx)y(t) dt = f (x)∫ ∞

0
tanh(πt)P– 1

2 +it(coshx)y(t) dt = 0

for 0 < x < a,

for a < x < ∞,
(35)

where Pµ(x) is the spherical Legendre function of the first kind (see Supplement 10), i2 = –1, and
g(x) is a given function, is determined by the formula

y(x) =
∫ a

0
sin(xt)ϕ(t) dt, (36)

and the function ϕ(x) is to be found from the Fredholm equation (20) of the second kind in which

K(x, t) =
∫ ∞

0
[1 – g(s)]{cos[(x – t)s] – cos[(x + t)s]} ds,

ψ(x) =

√
2
π

∫ x

0

f (s) sinh s√
coshx – cosh s

ds. (37)

On the basis of relations (37), we can readily see that the kernel K(x, t) is symmetric.

©• References for Section 10.6: E. C. Titchmarsh (1948), I. Sneddon (1951), Ya. S. Uflyand (1977), F. D. Gakhov and
Yu. I. Cherskii (1978).
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10.7. Asymptotic Methods for Solving Equations
With Logarithmic Singularity

10.7-1. Preliminary Remarks

Consider the Fredholm integral equation of the first kind of the form

∫ 1

–1
K

(
x – t
λ

)
y(t) dt = f (x), –1 ≤ x ≤ 1, (1)

with parameter λ (0 < λ < ∞).
We assume that the kernel K = K(x) is an even function continuous for x ≠ 0 which has a

logarithmic singularity as x→ 0 and exponentially decays as x→∞. Equations with such a kernel
arise in solving various problems of continuum mechanics with mixed boundary conditions.

Let f (x) belong to the space of functions whose first derivatives satisfy the Hölder condition
with exponent α > 1

2 on [–1, 1]. In this case, the solution of the integral equation (1) in the class
of functions satisfying the Hölder condition exists and is unique for any λ ∈ (0,∞) and has the
structure

y(x) =
ω(x)√
1 – x2

, (2)

where ω(x) is a continuous function that does not vanish at x = ±1.*
It follows from formula (2) that the solution of Eq. (1) is bounded as x → ±1. This important

circumstance will be taken into account in Subsection 10.7-3 in constructing the asymptotic solution
in the case λ→ 0.

Note that more general equations with difference kernel and arbitrary finite limits of integration
can always be reduced to Eq. (1) by a change of variables. The form (1) is taken here for further
convenience.

10.7-2. The Solution for Large λ

Let the representation

K(x) = ln |x|
∞∑
n=0

an|x|n +
∞∑
n=0

bn|x|n, (3)

where a0 ≠ 0, be valid for the kernel of the integral equation (1) as x→ 0.
It is obvious from (3) that two different-scale large parameters λ and lnλ occur in Eq. (1) as

λ→∞. The latter, “quasiconstant” parameter grows much slower than the former (for instance, for
λ = 100 and λ = 1000 we have lnλ ≈ 4.6 and lnλ ≈ 6.9, respectively).

Let us drop out all terms decaying as λ → ∞ in Eq. (1). In view of (3), for the main (zeroth)
approximation we have

∫ 1

–1

(
a0 ln |x – t| – a0 lnλ + b0

)
y0(t) dt = f (x), –1 ≤ x ≤ 1. (4)

It should be noted that one cannot retain in the integrand only one term proportional to lnλ (since the
corresponding “truncated” equation is unsolvable). The constant b0 must also be included in (4) for
the main-approximation equation to be invariant with respect to the scaling parameter λ in Eq. (1).

The exact closed-form solution of Eq. (4) is given in Section 3.4 (see Equations 3 and 4).

* The situation ω(±1) = 0 is only possible in exceptional cases for special values of λ.
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To construct an asymptotic solution of Eq. (1) as λ → ∞, it is convenient to do the following.
First, we consider the auxiliary integral equation

∫ 1

–1
K(x – t,β,λ)y(t) dt = f (x), –1 ≤ x ≤ 1,

K(x,β,λ) =
(
ln |x| – β

) ∞∑
n=0

an

λn
|x|n +

∞∑
n=0

bn
λn

|x|n,
(5)

with two parameters λ and β. We seek its solution in the form of a regular asymptotic expansion in
negative powers of λ (for fixed β). That is, we have

y(x,β,λ) =
N∑

n=0

λ–nyn(x,β) + o
(
λ–N

)
. (6)

Substituting (6) into (5) yields a recurrent chain of integral equations of the form (4):

∫ 1

–1

(
a0 ln |x – t| – a0β + b0

)
yn(t,β) dt = gn(x,β), –1 ≤ x ≤ 1, (7)

from which the functions yn(x,β) can be successively calculated. The right-hand sides gn(x,β)
depend only on the previously determined functions y0, y1, . . . , yn–1.

Note that for β = lnλ the auxiliary equation (5) coincides with the original equation (1) into
which the expansion (3) is substituted. Therefore, the asymptotic solution of Eq. (1) can be obtained
with the aid of (6) and (7) with β = lnλ.

Some contact problems of elasticity can be reduced to Eq. (1), in which the kernel can be
represented in the form (3) with an = 0 for all n > 0 and b2m+1 = 0 for m = 0, 1, 2, . . . In this case,
one must set yn(x,β) ≡ 0 (n = 1, 3, 5, . . . ) in the solution (6). In practice, it usually suffices to
retain the terms up to λ–4.

10.7-3. The Solution for Small λ

In analyzing the limit case λ → 0, we take into account the singularities of the solution at the
endpoints of the interval –1 ≤ x ≤ 1 (see formula (2)). Consider the following auxiliary system of
two integral equations:

∫ ∞

–1
K

(
x – t
λ

)
y1(t) dt = f1(x) +

∫ –1

–∞
K

(
x – t
λ

)
y2(t) dt, –1 ≤ x < ∞,∫ 1

–∞
K

(
x – t
λ

)
y2(t) dt = f2(x) +

∫ ∞

1
K

(
x – t
λ

)
y1(t) dt, –∞ < x ≤ 1.

(8)

The former equation provides for selecting the singularity at x = –1 and the latter for selecting the
singularity at x = +1.

The functions f1(x) and f2(x) are such that

f1(x) + f2(x) = f (x), –1 ≤ x ≤ 1,

f1(x) = O
(
e–α1x

)
as x→ ∞,

f2(x) = O
(
eα2x

)
as x→ –∞,

(9)

where α1 > 0 and α2 > 0.
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The first condition in (9) makes it possible to seek the solution of the integral equation (1) as the
sum of the solutions of the integral equations (8), that is,

y(x) = y1(x) + y2(x), –1 ≤ x ≤ 1. (10)

Note that by virtue of the last two conditions in (9), the relations

y1(x) = O
(
e–β1x

)
as x→ ∞,

y2(x) = O
(
eβ2x

)
as x→ –∞,

(11)

where β1 > 0 and β2 > 0, are valid.
Recall that the kernel K(x) is an even function. Therefore, if f (x) in Eq. (1) is an even or odd

function, then one must set

f1(x) = ±f2(–x), y1(x) = ±y2(–x) (12)

in system (8).*
In both cases, system (8) can be reduced by changes of variables to the same integral equation∫ ∞

0
K(z – τ )w(τ ) dτ = F (z) ±

∫ ∞

2/λ

K(2/λ – z – τ )w(τ ) dτ , 0 ≤ z < ∞, (13)

in which the following notation is used:

z =
x + 1
λ

, τ =
t + 1
λ

, w(τ ) = y(t), F (z) =
1
λ
f1(x). (14)

In view of the properties of the kernelK(x) (see Subsection 10.7-1) and the first relation in (11),
the asymptotic estimate

I(w) ≡
∫ ∞

2/λ

K(2/λ – z – τ )w(τ ) dτ = O
(
e–2β1/λ

)
(15)

can be obtained, which is uniform with respect to τ .
According to (15), for small λ the iterative scheme∫ ∞

0
K(z – τ )wn(τ ) dτ = F (z) ± I

(
wn–1

)
, n = 1, 2, . . . , (16)

can be used to solve the integral equation (13) by the method of successive approximations. In
the main approximation, the integral I(w0) can be omitted on the right-hand side. Equations (16)
are Wiener–Hopf integral equations of the first kind, which can be solved in a closed form (see
Subsection 10.5-1).

It follows from formulas (10), (12), and (14) that, as λ→ 0, the leading term of the asymptotic
expansion of the solution of the integral equation (1) has the form

y(x) = w1

(
1 + x
λ

)
± w1

(
1 – x
λ

)
, (17)

where w1 = w1(τ ) is the solution of Eq. (16) with n = 1 and w0 ≡ 0.
For practical purposes, formula (17) is usually sufficient.

* In formulas (12), (13), (16), and (17), the plus sign corresponds to even f (x) and the minus sign to odd f (x).
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10.7-4. Integral Equation of Elasticity

The integral equation (1) whose kernel is given via the Fourier cosine transform,

K(x) =
∫ ∞

0

L(u)
u

cos(ux) du, (18)

frequently occurs in contact problems of elasticity. The function L(u) in (18) is continuous and
positive for 0 < u < ∞) and satisfies the asymptotic relations

L(u) = Au +O(u3) as u→ 0,

L(u) =
N–1∑
n=0

Bnu
–n +O

(
u–N

)
as u→ ∞,

(19)

where A > 0 and B0 > 0.
Formula (18) implies that the kernel is an even function: K(x) = K(–x).
It is usually assumed that L(u)u–1 and u[L(u)]–1, treated as functions of the complex variable

w = u + iv, are regular at the pole |v| ≤ γ1 and the pole |v| ≤ γ2, respectively. It follows in particular
that the kernel K(x) decays at least as exp(–γ1|t|) at infinity.

Formulas (18) and (19) imply that K(x) has a logarithmic singularity at x = 0. Moreover, the
representation (3) is valid with an = 0 for n = 1, 3, 5, . . .

Thus, the kernel given by (18) has the same characteristic features as those inherent by assumption
in the kernel of the integral equation (1). Therefore, the results of Subsections 10.7-2 and 10.7-3
can be used for the asymptotic analysis of Eq. (1) with kernel (18) as λ→ ∞ and λ→ 0.

©• References for Section 10.7: I. I. Vorovich, V. M. Aleksandrov, and V. A. Babeshko (1974), V. M. Aleksandrov and
E. V. Kovalenko (1986), V. M. Aleksandrov (1993).

10.8. Regularization Methods

10.8-1. The Lavrentiev Regularization Method

Consider the Fredholm equation of the first kind (see also Remark 3, Subsection 11.6-5)

∫ b

a

K(x, t)y(t) dt = f (x), a ≤ x ≤ b, (1)

where f (x) ∈ L2(a, b) and y(x) ∈ L2(a, b). The kernel K(x, t) is square integrable, symmetric, and
positive definite (see Subsection 11.6-2), that is, for all ϕ(x) ∈ L2(a, b), we have

∫ b

a

∫ b

a

K(x, t)ϕ(x)ϕ(t) dx dt ≥ 0,

where the equality is attained only for ϕ(x) ≡ 0.
In the above classes of functions and kernels, the problem of finding a solution of Eq. (1) is

ill-posed, i.e., unstable with respect to small variations in the right-hand side of the integral equation.
Following the Lavrentiev regularization method, along with Eq. (1) we consider the regularized

equation

εyε(x) +
∫ b

a

K(x, t)yε(t) dt = f (x), a ≤ x ≤ b, (2)
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where ε > 0 is the regularization parameter. This equation is a Fredholm equation of the second
kind, so it can be solved by the methods presented in Chapter 11, whence the solution exists and is
unique.

On taking a sufficiently small ε in Eq. (2), we find a solution yε(x) of the equation and substitute
this solution into Eq. (1), thus obtaining∫ b

a

K(x, t)yε(t) dt = fε(x), a ≤ x ≤ b. (3)

If the function fε(x) thus obtained differs only slightly from f (x), that is,

‖f (x) – fε(x)‖ ≤ δ, (4)

where δ is a prescribed small positive number, then the solution yε(x) is regarded as a sufficiently
good approximate solution of Eq. (1).

The parameter δ usually defines the error of the initial data provided that the right-hand side of
Eq. (1) is defined or determined by an experiment with some accuracy.

For the case in which, for a given ε, condition (4) fails, we must choose another value of the
regularization parameter and repeat the above procedure.

The next subsection describes the regularization method suitable for equations of the first kind
with arbitrary square-integrable kernels.

10.8-2. The Tikhonov Regularization Method

Consider the Fredholm integral equation of the first kind∫ b

a

K(x, t)y(t) dt = f (x), c ≤ x ≤ d. (5)

Assume that K(x, t) is any function square-integrable in the domain {a ≤ t ≤ b, c ≤ x ≤ d},
f (x) ∈ L2(c, d), and y(x) ∈ L2(a, b). The problem of finding the solution of Eq. (5) is also ill-posed
in the above sense.

Following the Tikhonov (zero-order) regularization method, along with (5) we consider the
following Fredholm integral equation of the second kind (see Chapter 11):

εyε(x) +
∫ b

a

K∗(x, t)yε(t) dt = f∗(x), a ≤ x ≤ b, (6)

where

K∗(x, t) = K∗(t,x) =
∫ d

c

K(s,x)K(s, t) ds, f∗(x) =
∫ d

c

K(s,x)f (s) ds, (7)

and the positive number ε is the regularization parameter. Equation (6) is said to be a regularized
integral equation, and its solution exists and is unique.

Taking a sufficiently small ε in Eq. (6), we find a solution yε(x) of the equation and substitute
this solution into Eq. (5), thus obtaining∫ b

a

K(x, t)yε(t) dt = fε(x), c ≤ x ≤ d. (8)

By comparing the right-hand side with the given f (x) using formula (4), we either regard fε(x)
as a satisfactory approximate solution obtained in accordance with the above simple algorithm, or
continue the procedure for a new value of the regularization parameter.

Presented above are the simplest principles of finding an approximate solution of the Fredholm
equation of the first kind. More perfect and complex algorithms can be found in the references cited
below.

©• References for Section 10.8: M. M. Lavrentiev (1967), A. N. Tikhonov and V. Ya. Arsenin (1979), M. M. Lavrentiev,
V. G. Romanov, and S. P. Shishatskii (1980), A. F. Verlan’ and V. S. Sizikov (1986).
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Chapter 11

Methods for Solving Linear Equations
of the Form y(x) –

∫∫ b

a
K(x, t)y(t) dt = f (x)

11.1. Some Definition and Remarks

11.1-1. Fredholm Equations and Equations With Weak Singularity of the Second Kind

Linear integral equations of the second kind with constant limits of integration have the form

y(x) – λ
∫ b

a

K(x, t)y(t) dt = f (x), (1)

where y(x) is the unknown function (a ≤ x ≤ b), K(x, t) is the kernel of the integral equation,
and f (x) is a given function, which is called the right-hand side of Eq. (1). For convenience
of analysis, a number λ is traditionally singled out in Eq. (1), which is called the parameter of
integral equation. The classes of functions and kernels under consideration were defined above in
Subsections 10.1-1 and 10.1-2. Note that equations of the form (1) with constant limits of integration
and with Fredholm kernels or kernels with weak singularity are called Fredholm equations of the
second kind and equations with weak singularity of the second kind, respectively.

A number λ is called a characteristic value of the integral equation (1) if there exist nontrivial
solutions of the corresponding homogeneous equation (with f (x) ≡ 0). The nontrivial solutions
themselves are called the eigenfunctions of the integral equation corresponding to the characteristic
value λ. If λ is a characteristic value, the number 1/λ is called an eigenvalue of the integral
equation (1). A value of the parameter λ is said to be regular if for this value the above homogeneous
equation has only the trivial solution. Sometimes the characteristic values and the eigenfunctions
of a Fredholm integral equation are called the characteristic values and the eigenfunctions of the
kernelK(x, t).

The kernel K(x, t) of the integral equation (1) is called a degenerate kernel if it has the form
K(x, t) = g1(x)h1(t) + · · · + gn(x)hn(t), a difference kernel if it depends on the difference of the
arguments (K(x, t) =K(x–t)), and a symmetric kernel if it satisfies the conditionK(x, t) =K(t,x).

The transposed integral equation is obtained from (1) by replacing the kernelK(x, t) byK(t,x).

Remark 1. The variables t and x may vary in different ranges (e.g., a ≤ t ≤ b and c ≤ x ≤ d).
To be specific, from now on we assume that c = a and d = b (this can be achieved by the linear
substitution x = αx̄ + β with the aid of an appropriate choice of the constants α and β).

Remark 2. In general, the case in which the limits of integration a and/or b can be infinite is
not excluded; however, in this case, the validity of the condition that the kernel K(x, t) is square
integrable on the square S = {a ≤ x ≤ b, a ≤ t ≤ b} is especially significant.

Page 527

© 1998 by CRC Press LLC



11.1-2. The Structure of the Solution

The solution of Eq. (1) can be presented in the form

y(x) = f (x) + λ
∫ b

a

R(x, t;λ)f (t) dt,

where the resolvent R(x, t;λ) is independent of f (x) and is determined by the kernel of the integral
equation.

The resolvent of the Fredholm equation (1) satisfies the following two integral equations:

R(x, t;λ) = K(x, t) +
∫ b

a

K(x, s)R(s, t;λ) ds,

R(x, t;λ) = K(x, t) +
∫ b

a

K(s, t)R(x, s;λ) ds,

in which the integration is performed with respect to different pairs of arguments of the kernel and
the resolvent.

11.1-3. Integral Equations of Convolution Type of the Second Kind

By the integral equations of convolution type (see also Subsection 10.1-3) we mean the integral
equations that can be reduced, by applying some integral transform and the convolution theorem
for this transform, to an algebraic equation for the transforms or to boundary value problems of the
theory of analytic functions. Consider equations of convolution type of the second kind related to
the Fourier transform.

An integral equation of the second kind with difference kernel on the entire axis (this equation
is sometimes called an equation of convolution type of the second kind with a single kernel) has the
form

y(x) +
∫ ∞

–∞
K(x – t)y(t) dt = f (x), –∞ < x < ∞, (2)

where f (x) and K(x) are the right-hand side and the kernel of the integral equation and y(x) is the
function to be found.

An integral equation of the second kind with difference kernel on the semiaxis has the form

y(x) +
∫ ∞

0
K(x – t)y(t) dt = f (x), 0 < x < ∞. (3)

Equation (3) is also called a one-sided equation of the second kind or a Wiener–Hopf integral
equation of the second kind.

An integral equation of convolution type of the second kind with two kernels has the form

y(x) +
∫ ∞

0
K1(x – t)y(t) dt +

∫ 0

–∞
K2(x – t)y(t) dt = f (x), –∞ < x < ∞, (4)

where K1(x) and K2(x) are the kernels of the integral equation (4). The class of functions and
kernels for equations of convolution type was introduced above in Subsection 10.1-3.
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11.1-4. Dual Integral Equations of the Second Kind

A dual integral equation of the second kind with difference kernels (of convolution type) has the
form

y(x) +
∫ ∞

–∞
K1(x – t)y(t) dt = f (x), 0 < x < ∞,

y(x) +
∫ ∞

–∞
K2(x – t)y(t) dt = f (x), –∞ < x < 0,

(5)

where the notation and the class of the functions and kernels coincide with those introduced for the
equations of convolution type in Subsection 10.1-3.

In a sufficiently general case, a dual integral equation of the second kind has the form

y(x) +
∫ ∞

a

K1(x, t)y(t) dt = f1(x), a < x < b,

y(x) +
∫ ∞

a

K2(x, t)y(t) dt = f2(x), b < x < ∞,
(6)

where f1(x) and f2(x) (and K1(x, t) and K2(x, t)) are the known right-hand sides (and the kernels)
of Eq. (6) and y(x) is the function to be found. These equations can be studied by the methods
of various integral transforms with reduction to boundary value problems of the theory of analytic
functions and also by other methods developed for dual integral equations of the first kind (e.g., see
I. Sneddon (1951) and Ya. S. Uflyand (1977)).

The integral equations obtained from (2)–(5) by replacing the kernel K(x – t) by K(t – x) are
said to be transposed to the original equations.

If the right-hand sides of Eqs. (1)–(6) are identically zero, then these equations are said to be
homogeneous. For the case in which the right-hand side of an equation of the type (1)–(6) does not
vanish on the entire domain, the corresponding equation is said to be nonhomogeneous.

Remark 3. Some equations whose kernel contains the product or the ratio of the variables x and
t can be reduced to Eqs. (2)–(5).

Remark 4. Sometimes equations of convolution type of the form (2)–(5) are written in the form
in which the integrals are multiplied by the coefficient 1/

√
2π.

Remark 5. The cases in which the class of functions and kernels for equations of convolution
type (in particular, for Wiener–Hopf equations) differs from those introduced in Subsections 10.1-3
are always mentioned explicitly (see Sections 11.10 and 11.11).

©• References for Section 11.1: E. Goursat (1923), F. Riesz and B. Sz.-Nagy (1955), I. G. Petrovskii (1957), B. Noble
(1958), M. G. Krein (1958), S. G. Mikhlin (1960), L. V. Kantorovich and G. P. Akilov (1964), A. N. Kolmogorov and
S. V. Fomin (1970), L. Ya. Tslaf (1970), M. L. Krasnov, A. I. Kiselev, and G. I. Makarenko (1971), J. A. Cochran (1972),
V. I. Smirnov (1974), P. P. Zabreyko, A. I. Koshelev, et al. (1975), F. D. Gakhov and Yu. I. Cherskii (1978), A. G. Butkovskii
(1979), L. M. Delves and J. L. Mohamed (1985), F. G. Tricomi (1985), A. J. Jerry (1985), A. F. Verlan’ and V. S. Sizikov (1986),
A. Golberg (1990), D. Porter and D. S. G. Stirling (1990), C. Corduneanu (1991), J. Kondo (1991), S. Prössdorf and
B. Silbermann (1991), W. Hackbusch (1995), R. P. Kanwal (1997).

11.2. Fredholm Equations of the Second Kind With
Degenerate Kernel

11.2-1. The Simplest Degenerate Kernel

Consider Fredholm integral equations of the second kind with the simplest degenerate kernel:

y(x) – λ
∫ b

a

g(x)h(t)y(t) dt = f (x), a ≤ x ≤ b. (1)
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We seek a solution of Eq. (1) in the form

y(x) = f (x) + λAg(x). (2)

On substituting the expressions (2) into Eq. (1), after simple algebraic manipulations we obtain

A

[
1 – λ

∫ b

a

h(t)g(t) dt

]
=

∫ b

a

f (t)h(t) dt. (3)

Both integrals occurring in Eq. (3) are supposed to exist. On the basis of (1)–(3) and taking into
account the fact that the unique characteristic value λ1 of Eq. (1) is given by the expression

λ1 =

[∫ b

a

h(t)g(t) dt

]–1

, (4)

we obtain the following results.

1◦. If λ ≠ λ1, then for an arbitrary right-hand side there exists a unique solution of Eq. (1), which
can be written in the form

y(x) = f (x) +
λλ1f1

λ1 – λ
g(x), f1 =

∫ b

a

f (t)h(t) dt. (5)

2◦. If λ = λ1 and f1 = 0, then any solution of Eq. (1) can be represented in the form

y = f (x) + Cy1(x), y1(x) = g(x), (6)

where C is an arbitrary constant and y1(x) is an eigenfunction that corresponds to the characteristic
value λ1.

3◦. If λ = λ1 and f1 ≠ 0, then there are no solutions.

11.2-2. Degenerate Kernel in the General Case

In the general case, a Fredholm integral equation of the second kind with degenerate kernel has the
form

y(x) – λ
∫ b

a

[
n∑

k=1

gk(x)hk(t)

]
y(t) dt = f (x), n = 2, 3, . . . (7)

Let us rewrite Eq. (7) in the form

y(x) = f (x) + λ
n∑

k=1

gk(x)
∫ b

a

hk(t)y(t) dt, n = 2, 3, . . . (8)

We assume that Eq. (8) has a solution and introduce the notation

Ak =
∫ b

a

hk(t)y(t) dt. (9)

In this case we have

y(x) = f (x) + λ
n∑

k=1

Akgk(x), (10)
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and hence the solution of the integral equation with degenerate kernel is reduced to the definition of
the constants Ak.

Let us multiply Eq. (10) by hm(x) and integrate with respect to x from a to b. We obtain the
following system of linear algebraic equations for the coefficients Ak:

Am – λ
n∑

k=1

smkAk = fm, m = 1, . . . ,n, (11)

where

smk =
∫ b

a

hm(x)gk(x) dx, fm =
∫ b

a

f (x)hm(x) dx; m, k = 1, . . . ,n. (12)

In the calculation of the coefficients smk and fm for specific degenerate kernels, the tables of integrals
can be applied; see Supplements 2 and 3, as well as I. S. Gradshtein and I. M. Ryzhik (1980),
A. P. Prudnikov, Yu. A. Brychkov, and O. I. Marichev (1986).

Once we construct a solution of system (11), we obtain a solution of the integral equation with
degenerate kernel (7) as well. The values of the parameter λ at which the determinant of system (11)
vanishes are characteristic values of the integral equation (7), and it is clear that there are just n such
values counted according to their multiplicities.

Now we can state the main results on the solution of Eq. (7).

1◦. If λ is a regular value, then for an arbitrary right-hand side f (x), there exists a unique solution
of the Fredholm integral equation with degenerate kernel and this solution can be represented in the
form (10), in which the coefficients Ak make up a solution of system (11). The constants Ak can be
determined, for instance, by Cramer’s rule (see equation 4.9.20, Part I, Chapter 4).

2◦. If λ is a characteristic value and f (x) ≡ 0, then every solution of the homogeneous equation
with degenerate kernel has the form

y(x) =
p∑

i=1

Ciyi(x), (13)

where the Ci are arbitrary constants and the yi(x) are linearly independent eigenfunctions of the
kernel corresponding to the characteristic value λ:

yi(x) =
n∑

k=1

Ak(i)gk(x). (14)

Here the constantsAk(i) form p (p ≤ n) linearly independent solutions of the following homogeneous
system of algebraic equations:

Am(i) – λ
n∑

k=1

smkAk(i) = 0; m = 1, . . . ,n, i = 1, . . . , p. (15)

3◦. If λ is a characteristic value and f (x) ≠ 0, then for the nonhomogeneous integral equation (7) to
be solvable, it is necessary and sufficient that the right-hand side f (x) is such that the p conditions

n∑
k=1

Bk(i)fk = 0, i = 1, . . . , p, p ≤ n, (16)
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are satisfied. Here the constants Bk(i) form p linearly independent solutions of the homogeneous
system of algebraic equations which is the transpose of system (15). In this case, every solution of
Eq. (7) has the form

y(x) = y0(x) +
p∑

i=1

Ciyi(x), (17)

where y0(x) is a particular solution of the nonhomogeneous equation (7) and the sum represents the
general solution of the corresponding homogeneous equation (see item 2◦). In particular, if f (x) ≠ 0
but all fk are zero, we have

y(x) = f (x) +
p∑

i=1

Ciyi(x). (18)

Remark. When studying Fredholm equations of the second kind with degenerate kernel, it is
useful for the reader to be acquainted with equations 4.9.18 and 4.9.20 of the first part of the book.

Example. Let us solve the integral equation

y(x) – λ
∫ π

–π
(x cos t + t2 sinx + cosx sin t)y(t) dt = x, –π ≤ x ≤ π. (19)

Let us denote

A1 =
∫ π

–π
y(t) cos t dt, A2 =

∫ π

–π
t2y(t) dt, A3 =

∫ π

–π
y(t) sin t dt, (20)

where A1, A2, and A3 are unknown constants. Then Eq. (19) can be rewritten in the form

y(x) = A1λx + A2λ sinx + A3λ cosx + x. (21)

On substituting the expression (21) into relations (20), we obtain

A1 =
∫ π

–π
(A1λt + A2λ sin t + A3λ cos t + t) cos t dt,

A2 =
∫ π

–π
(A1λt + A2λ sin t + A3λ cos t + t)t2 dt,

A3 =
∫ π

–π
(A1λt + A2λ sin t + A3λ cos t + t) sin t dt.

On calculating the integrals occurring in these equations, we obtain the following system of algebraic equations for the
unknowns A1, A2, and A3:

A1 – λπA3 = 0,

A2 + 4λπA3 = 0,

–2λπA1 – λπA2 + A3 = 2π.

(22)

The determinant of this system is

∆(λ) =

∣∣∣∣∣
1 0 –λπ
0 1 4λπ

–2λπ –λπ 1

∣∣∣∣∣ = 1 + 2λ2π2 ≠ 0.

Thus, system (22) has the unique solution

A1 =
2λπ2

1 + 2λ2π2
, A2 = –

8λπ2

1 + 2λ2π2
, A3 =

2π

1 + 2λ2π2
.

On substituting the above values of A1, A2, and A3 into (21), we obtain the solution of the original integral equation:

y(x) =
2λπ

1 + 2λ2π2
(λπx – 4λπ sinx + cosx) + x.

©• References for Section 11.2: S. G. Mikhlin (1960), M. L. Krasnov, A. I. Kiselev, and G. I. Makarenko (1971),
I. S. Gradshteyn and I. M. Ryzhik (1980), A. J. Jerry (1985), A. P. Prudnikov, Yu. A. Brychkov, and O. I. Marichev (1986,
1988).
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11.3. Solution as a Power Series in the Parameter.
Method of Successive Approximations

11.3-1. Iterated Kernels

Consider the Fredholm integral equation of the second kind:

y(x) – λ
∫ b

a

K(x, t)y(t) dt = f (x), a ≤ x ≤ b. (1)

We seek the solution in the form of a series in powers of the parameter λ:

y(x) = f (x) +
∞∑
n=1

λnψn(x). (2)

Substitute series (2) into Eq. (1). On matching the coefficients of like powers of λ, we obtain a
recurrent system of equations for the functions ψn(x). The solution of this system yields

ψ1(x) =
∫ b

a

K(x, t)f (t) dt,

ψ2(x) =
∫ b

a

K(x, t)ψ1(t) dt =
∫ b

a

K2(x, t)f (t) dt,

ψ3(x) =
∫ b

a

K(x, t)ψ2(t) dt =
∫ b

a

K3(x, t)f (t) dt, etc.

Here

Kn(x, t) =
∫ b

a

K(x, z)Kn–1(z, t) dz, (3)

where n = 2, 3, . . . , and we haveK1(x, t) ≡K(x, t). The functionsKn(x, t) defined by formulas (3)
are called iterated kernels. These kernels satisfy the relation

Kn(x, t) =
∫ b

a

Km(x, s)Kn–m(s, t) ds, (4)

wherem is an arbitrary positive integer less than n.
The iterated kernelsKn(x, t) can be directly expressed viaK(x, t) by the formula

Kn(x, t) =
∫ b

a

∫ b

a

· · ·
∫ b

a︸ ︷︷ ︸
n–1

K(x, s1)K(s1, s2) . . .K(sn–1, t) ds1 ds2 . . . dsn–1.

All iterated kernels Kn(x, t), beginning with K2(x, t), are continuous functions on the square
S = {a ≤ x ≤ b, a ≤ t ≤ b} if the original kernelK(x, t) is square integrable on S.

IfK(x, t) is symmetric, then all iterated kernelsKn(x, t) are also symmetric.

11.3-2. Method of Successive Approximations

The results of Subsection 11.3-1 can also be obtained by means of the method of successive
approximations. To this end, one should use the recurrent formula

yn(x) = f (x) + λ
∫ b

a

K(x, t)yn–1(t) dt, n = 1, 2, . . . ,

with the zeroth approximation y0(x) = f (x).
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11.3-3. Construction of the Resolvent

The resolvent of the integral equation (1) is defined via the iterated kernels by the formula

R(x, t;λ) =
∞∑
n=1

λn–1Kn(x, t), (5)

where the series on the right-hand side is called the Neumann series of the kernel K(x, t). It
converges to a unique square integrable solution of Eq. (1) provided that

|λ| <
1
B

, B =

√∫ b

a

∫ b

a

K2(x, t) dx dt. (6)

If, in addition, we have ∫ b

a

K2(x, t) dt ≤ A, a ≤ x ≤ b,

where A is a constant, then the Neumann series converges absolutely and uniformly on [a, b].
A solution of a Fredholm equation of the second kind of the form (1) is expressed by the formula

y(x) = f (x) + λ
∫ b

a

R(x, t;λ)f (t) dt, a ≤ x ≤ b. (7)

Inequality (6) is essential for the convergence of the series (5). However, a solution of Eq. (1)
can exist for values |λ| > 1/B as well.

Remark 1. A solution of the equation

y(x) – λ
∫ b

a

K(x, t)y(t) dt = f (x), a ≤ x ≤ b,

with weak singularity, where the kernelK(x, t) has the form

K(x, t) =
L(x, t)
|x – t|α

, 0 < α < 1,

and L(x, t) is a function continuous on the square S = {a ≤ x ≤ b, a ≤ t ≤ b}, can be obtained by the
successive approximation method provided that

|λ| <
1 – α

2B∗(b – a)1–α
, B∗ = sup |L(x, t)|.

The equation itself can be reduced to a Fredholm equation of the form

y(x) – λn

∫ b

a

Kn(x, t)y(t) dt = F (x), a ≤ x ≤ b,

F (x) = f (x) +
n–1∑
p=1

λp

∫ b

a

Kp(x, t)f (t) dt,

where Kp(x, t) (p = 1, . . . ,n) is the pth iterated kernel, with Kn(x, t) being a Fredholm kernel for
n > 1

2 (1 – α)–1 and bounded for n > (1 – α)–1.
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Example 1. Let us solve the integral equation

y(x) – λ
∫ 1

0
xty(t) dt = f (x), 0 ≤ x ≤ 1,

by the method of successive approximations. Here we have K(x, t) = xt, a = 0, and b = 1. We successively define

K1(x, t) = xt, K2(x, t) =
∫ 1

0
(xz)(zt) dz =

xt

3
, K3(x, t) =

1

3

∫ 1

0
(xz)(zt) dz =

xt

32
, . . . , Kn(x, t) =

xt

3n–1
.

According to formula (5) for the resolvent, we obtain

R(x, t;λ) =
∞∑
n=1

λn–1Kn(x, t) = xt
∞∑
n=1

(
λ

3

)n–1

=
3xt

3 – λ
,

where |λ| < 3, and it follows from formula (7) that the solution of the integral equation can be rewritten in the form

y(x) = f (x) + λ
∫ 1

0

3xt

3 – λ
f (t) dt, 0 ≤ x ≤ 1, λ ≠ 3.

In particular, for f (x) = x we obtain

y(x) =
3x

3 – λ
, 0 ≤ x ≤ 1, λ ≠ 3.

11.3-4. Orthogonal Kernels

For some Fredholm equations, the Neumann series (5) for the resolvent is convergent for all values
of λ. Let us establish this fact.

Assume that two kernelsK(x, t) and L(x, t) are given. These kernels are said to be orthogonal
if the following two conditions hold:∫ b

a

K(x, z)L(z, t) dz = 0,
∫ b

a

L(x, z)K(z, t) dz = 0 (8)

for all admissible values of x and t.
There exist kernels that are orthogonal to themselves. For these kernels we have K2(x, t) ≡ 0,

where K2(x, t) is the second iterated kernel. It is clear that in this case all the subsequent iterated
kernels also vanish, and the resolvent coincides with the kernelK(x, t).

Example 2. Let us find the resolvent of the kernel K(x, t) = sin(x – 2t), 0 ≤ x ≤ 2π, 0 ≤ t ≤ 2π.
We have ∫ 2π

0
sin(x – 2z) sin(z – 2t) dz = 1

2

∫ 2π

0
[cos(x + 2t – 3z) – cos(x – 2t – z)] dz =

= 1
2

[
– 1

3 sin(x + 2t – 3z) + sin(x – 2t – z)
]z=2π
z=0 = 0.

Thus, in this case the resolvent of the kernel is equal to the kernel itself:

R(x, t;λ) ≡ sin(x – 2t),

so that the Neumann series (6) consists of a single term and clearly converges for any λ.

Remark 2. If the kernelsM (1)(x, t), . . . ,M (n)(x, t) are pairwise orthogonal, then the resolvent
corresponding to the sum

K(x, t) =
n∑

m=1

M (m)(x, t)

is equal to the sum of the resolvents corresponding to each of the summands.

©• References for Section 11.3: S. G. Mikhlin (1960), M. L. Krasnov, A. I. Kiselev, and G. I. Makarenko (1971),
J. A. Cochran (1972), V. I. Smirnov (1974), A. J. Jerry (1985).
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11.4. Method of Fredholm Determinants
11.4-1. A Formula for the Resolvent

A solution of the Fredholm equation of the second kind

y(x) – λ
∫ b

a

K(x, t)y(t) dt = f (x), a ≤ x ≤ b, (1)

is given by the formula

y(x) = f (x) + λ
∫ b

a

R(x, t;λ)f (t) dt, a ≤ x ≤ b, (2)

where the resolvent R(x, t;λ) is defined by the relation

R(x, t;λ) =
D(x, t;λ)
D(λ)

, D(λ) ≠ 0. (3)

Here D(x, t;λ) and D(λ) are power series in λ,

D(x, t;λ) =
∞∑
n=0

(–1)n

n!
An(x, t)λn, D(λ) =

∞∑
n=0

(–1)n

n!
Bnλ

n, (4)

with coefficients defined by the formulas

A0(x, t) = K(x, t), An(x, t) =
∫ b

a

· · ·
∫ b

a︸ ︷︷ ︸
n

∣∣∣∣∣∣∣∣
K(x, t) K(x, t1) · · · K(x, tn)
K(t1, t) K(t1, t1) · · · K(t1, tn)

...
...

. . .
...

K(tn, t) K(tn, t1) · · · K(tn, tn)

∣∣∣∣∣∣∣∣ dt1 . . . dtn, (5)

B0 = 1, Bn =
∫ b

a

· · ·
∫ b

a︸ ︷︷ ︸
n

∣∣∣∣∣∣∣∣
K(t1, t1) K(t1, t2) · · · K(t1, tn)
K(t2, t1) K(t2, t2) · · · K(t2, tn)

...
...

. . .
...

K(tn, t1) K(tn, t2) · · · K(tn, tn)

∣∣∣∣∣∣∣∣ dt1 . . . dtn; n = 0, 1, 2, . . . (6)

The function D(x, t;λ) is called the Fredholm minor and D(λ) the Fredholm determinant. The
series (4) converge for all values of λ and hence define entire analytic functions of λ. The resolvent
R(x, t;λ) is an analytic function of λ everywhere except for the values of λ that are roots of D(λ).
These roots coincide with the characteristic values of the equation and are poles of the resolvent
R(x, t;λ).

Example 1. Consider the integral equation

y(x) – λ
∫ 1

0
xety(t) dt = f (x), 0 ≤ x ≤ 1, λ ≠ 1.

We have

A0(x, t) = xet, A1(x, t) =
∫ 1

0

∣∣∣∣ xet xet1

t1e
t t1e

t1

∣∣∣∣ dt1 = 0, A2(x, t) =
∫ 1

0

∫ 1

0

∣∣∣∣∣∣
xet xet1 xet2

t1e
t t1e

t1 t1e
t2

t2e
t t2e

t1 t2e
t2

∣∣∣∣∣∣ dt1 dt2 = 0,

since the determinants in the integrand are zero. It is clear that the relationAn(x, t) = 0 holds for the subsequent coefficients.
Let us find the coefficients Bn:

B1 =
∫ 1

0
K(t1, t1) dt1 =

∫ 1

0
t1e

t1 dt1 = 1, B2 =
∫ 1

0

∫ 1

0

∣∣∣∣ t1et1 t1e
t2

t2e
t1 t2e

t2

∣∣∣∣ dt1 dt2 = 0.
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It is clear that Bn = 0 for all subsequent coefficients as well.
According to formulas (4), we have

D(x, t;λ) = K(x, t) = xet; D(λ) = 1 – λ.

Thus,

R(x, t;λ) =
D(x, t;λ)

D(λ)
=

xet

1 – λ
,

and the solution of the equation can be represented in the form

y(x) = f (x) + λ
∫ 1

0

xet

1 – λ
f (t) dt, 0 ≤ x ≤ 1, λ ≠ 1.

In particular, for f (x) = e–x we obtain

y(x) = e–x +
λ

1 – λ
x, 0 ≤ x ≤ 1, λ ≠ 1.

11.4-2. Recurrent Relations

In practice, the calculation of the coefficients An(x, t) and Bn of the series (4) by means of
formulas (5) and (6) is seldom possible. However, formulas (5) and (6) imply the following
recurrent relations:

An(x, t) = BnK(x, t) – n
∫ b

a

K(x, s)An–1(s, t) ds, (7)

Bn =
∫ b

a

An–1(s, s) ds. (8)

Example 2. Let us use formulas (7) and (8) to find the resolvent of the kernel K(x, t) = x – 2t, where 0 ≤ x ≤ 1 and
0 ≤ t ≤ 1.

Indeed, we have B0 = 1 and A0(x, t) = x – 2t. Applying formula (8), we see that

B1 =
∫ 1

0
(–s) ds = – 1

2 .

Formula (7) implies the relation

A1(x, t) = –
x – 2t

2
–

∫ 1

0
(x – 2s)(s – 2t) ds = –x – t + 2xt + 2

3 .

Furthermore, we have

B2 =
∫ 1

0

(
–2s + 2s2 + 2

3

)
ds = 1

3 ,

A2(x, t) =
x – 2t

3
– 2

∫ 1

0
(x – 2s)

(
–s – t + 2st + 2

3

)
ds = 0,

B3 = B4 = · · · = 0, A3(x, t) = A4(x, t) = · · · = 0.

Hence,
D(λ) = 1 + 1

2 λ + 1
6 λ

2; D(x, t;λ) = x – 2t + λ
(
x + t – 2xt – 2

3

)
.

The resolvent has the form

R(x, t;λ) =
x – 2t + λ

(
x + t – 2xt – 2

3

)
1 + 1

2 λ + 1
6 λ

2
.

©• References for Section 11.4: S. G. Mikhlin (1960), M. L. Krasnov, A. I. Kiselev, and G. I. Makarenko (1971),
V. I. Smirnov (1974).
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11.5. Fredholm Theorems and the Fredholm Alternative
11.5-1. Fredholm Theorems

THEOREM 1. If λ is a regular value, then both the Fredholm integral equation of the second kind
and the transposed equation are solvable for any right-hand side, and both the equations have unique
solutions. The corresponding homogeneous equations have only the trivial solutions.

THEOREM 2. For the nonhomogeneous integral equation to be solvable, it is necessary and
sufficient that the right-hand side f (x) satisfies the conditions∫ b

a

f (x)ψk(x) dx = 0, k = 1, . . . ,n,

where ψk(x) is a complete set of linearly independent solutions of the corresponding transposed
homogeneous equation.

THEOREM 3. If λ is a characteristic value, then both the homogeneous integral equation and the
transposed homogeneous equation have nontrivial solutions. The number of linearly independent
solutions of the homogeneous integral equation is finite and is equal to the number of linearly
independent solutions of the transposed homogeneous equation.

THEOREM 4. A Fredholm equation of the second kind has at most countably many characteristic
values, whose only possible accumulation point is the point at infinity.

11.5-2. The Fredholm Alternative

The Fredholm theorems imply the so-called Fredholm alternative, which is most frequently used in
the investigation of integral equations.

THE FREDHOLM ALTERNATIVE. Either the nonhomogeneous equation is solvable for any right-
hand side or the corresponding homogeneous equation has nontrivial solutions.

The first part of the alternative holds if the given value of the parameter is regular and the second
if it is characteristic.

Remark. The Fredholm theory is also valid for integral equations of the second kind with weak
singularity.

©• References for Section 11.5: S. G. Mikhlin (1960), M. L. Krasnov, A. I. Kiselev, and G. I. Makarenko (1971),
J. A. Cochran (1972), V. I. Smirnov (1974), A. J. Jerry (1985), D. Porter and D. S. G. Stirling (1990), C. Corduneanu (1991),
J. Kondo (1991), W. Hackbusch (1995), R. P. Kanwal (1997).

11.6. Fredholm Integral Equations of the Second Kind
With Symmetric Kernel

11.6-1. Characteristic Values and Eigenfunctions

Integral equations whose kernels are symmetric, that is, satisfy the condition K(x, t) = K(t,x), are
called symmetric integral equations.

Each symmetric kernel that is not identically zero has at least one characteristic value.
For any n, the set of characteristic values of the nth iterated kernel coincides with the set of nth

powers of the characteristic values of the first kernel.
The eigenfunctions of a symmetric kernel corresponding to distinct characteristic values are

orthogonal, i.e., if

ϕ1(x) = λ1

∫ b

a

K(x, t)ϕ1(t) dt, ϕ2(x) = λ2

∫ b

a

K(x, t)ϕ2(t) dt, λ1 ≠ λ2,
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then

(ϕ1,ϕ2) = 0, (ϕ,ψ) ≡
∫ b

a

ϕ(x)ψ(x) dx.

The characteristic values of a symmetric kernel are real.
The eigenfunctions can be normalized; namely, we can divide each characteristic function by its

norm. If several linearly independent eigenfunctions correspond to the same characteristic value, say,
ϕ1(x), . . . , ϕn(x), then each linear combination of these functions is an eigenfunction as well, and
these linear combinations can be chosen so that the corresponding eigenfunctions are orthonormal.

Indeed, the function

ψ1(x) =
ϕ1(x)
‖ϕ1‖

, ‖ϕ1‖ =
√

(ϕ1,ϕ1),

has the norm equal to one, i.e., ‖ψ1‖ = 1. Let us form a linear combination αψ1 + ϕ2 and choose α
so that

(αψ1 + ϕ2, ψ1) = 0,

i.e.,

α = –
(ϕ2,ψ1)
(ψ1,ψ1)

= –(ϕ2,ψ1).

The function

ψ2(x) =
αψ1 + ϕ2

‖αψ1 + ϕ2‖
is orthogonal to ψ1(x) and has the unit norm. Next, we choose a linear combination αψ1 +βψ2 +ϕ3,
where the constants α and β can be found from the orthogonality relations

(αψ1 + βϕ2 + ϕ3, ψ1) = 0, (αψ1 + βψ2 + ϕ3, ψ2) = 0.

For the coefficients α and β thus defined, the function

ψ3 =
αψ1 + βψ2 + ϕ2

‖αψ1 + βϕ2 + ϕ3‖

is orthogonal to ψ1 and ψ2 and has the unit norm, and so on.
As was noted above, the eigenfunctions corresponding to distinct characteristic values are

orthogonal. Hence, the sequence of eigenfunctions of a symmetric kernel can be made orthonormal.
In what follows we assume that the sequence of eigenfunctions of a symmetric kernel is or-

thonormal.
We also assume that the characteristic values are always numbered in the increasing order of

their absolute values. Thus, if
λ1, λ2, . . . , λn, . . . (1)

is the sequence of characteristic values of a symmetric kernel, and if a sequence of eigenfunctions

ϕ1, ϕ2, . . . , ϕn, . . . (2)

corresponds to the sequence (1) so that

ϕn(x) – λn

∫ b

a

K(x, t)ϕn(t) dt = 0, (3)

then ∫ b

a

ϕi(x)ϕj(x) dx =

{
1 for i = j,
0 for i ≠ j, (4)
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and
|λ1| ≤ |λ2| ≤ · · · ≤ |λn| ≤ · · · . (5)

If there are infinitely many characteristic values, then it follows from the fourth Fredholm
theorem that their only accumulation point is the point at infinity, and hence λn → ∞ as n→ ∞.

The set of all characteristic values and the corresponding normalized eigenfunctions of a sym-
metric kernel is called the system of characteristic values and eigenfunctions of the kernel. The
system of eigenfunctions is said to be incomplete if there exists a nonzero square integrable function
that is orthogonal to all functions of the system. Otherwise, the system of eigenfunctions is said to
be complete.

11.6-2. Bilinear Series

Assume that a kernel K(x, t) admits an expansion in a uniformly convergent series with respect to
the orthonormal system of its eigenfunctions:

K(x, t) =
∞∑
k=1

ak(x)ϕk(t) (6)

for all x in the case of a continuous kernel or for almost all x in the case of a square integrable
kernel.

We have

ak(x) =
∫ b

a

K(x, t)ϕk(t) dt =
ϕk(x)
λk

, (7)

and hence

K(x, t) =
∞∑
k=1

ϕk(x)ϕk(t)
λk

. (8)

Conversely, if the series
∞∑
k=1

ϕk(x)ϕk(t)
λk

(9)

is uniformly convergent, then

K(x, t) =
∞∑
k=1

ϕk(x)ϕk(t)
λk

.

The following assertion holds: the bilinear series (9) converges in mean-square to the ker-
nelK(x, t).

If a symmetric kernel K(x, t) has finitely many characteristic values, then it is degenerate,
because in this case we have

K(x, t) =
n∑

k=1

ϕk(x)ϕk(t)
λk

. (10)

A kernel K(x, t) is said to be positive definite if for all functions ϕ(x) that are not identically
zero we have ∫ b

a

∫ b

a

K(x, t)ϕ(x)ϕ(t) dx dt > 0,

and the above quadratic functional vanishes forϕ(x)=0 only. Such a kernel has positive characteristic
values only. A negative definite kernel is defined similarly.

Page 540

© 1998 by CRC Press LLC



Each symmetric positive definite (or negative definite) continuous kernel can be decomposed in
a bilinear series in eigenfunctions that is absolutely and uniformly convergent with respect to the
variables x, t.

The assertion remains valid if we assume that the kernel has finitely many negative (positive,
respectively) characteristic values.

If a kernel K(x, t) is symmetric, continuous on the square S = {a ≤ x ≤ b, a ≤ t ≤ b}, and has
uniformly bounded partial derivatives on this square, then this kernel can be expanded in a uniformly
convergent bilinear series in eigenfunctions.

11.6-3. The Hilbert–Schmidt Theorem

If a function f (x) can be represented in the form

f (x) =
∫ b

a

K(x, t)g(t) dt, (11)

where the symmetric kernel K(x, t) is square integrable and g(t) is a square integrable function,
then f (x) can be represented by its Fourier series with respect to the orthonormal system of
eigenfunctions of the kernelK(x, t):

f (x) =
∞∑
k=1

akϕk(x), (12)

where

ak =
∫ b

a

f (x)ϕk(x) dx, k = 1, 2, . . .

Moreover, if ∫ b

a

K2(x, t) dt ≤ A < ∞, (13)

then the series (12) is absolutely and uniformly convergent for any function f (x) of the form (11).

Remark 1. In the Hilbert–Schmidt theorem, the completeness of the system of eigenfunctions
is not assumed.

11.6-4. Bilinear Series of Iterated Kernels

By the definition of the iterated kernels, we have

Km(x, t) =
∫ b

a

K(x, z)Km–1(z, t) dz, m = 2, 3, . . . (14)

The Fourier coefficients ak(t) of the kernel Km(x, t), regarded as a function of the variable x, with
respect to the orthonormal system of eigenfunctions of the kernelK(x, t) are equal to

ak(t) =
∫ b

a

Km(x, t)ϕk(x) dx =
ϕk(t)
λm

k

. (15)

On applying the Hilbert–Schmidt theorem to (14), we obtain

Km(x, t) =
∞∑
k=1

ϕk(x)ϕk(t)
λm

k

, m = 2, 3, . . . (16)

In formula (16), the sum of the series is understood as the limit in mean-square. If in addition to the
above assumptions, inequality (13) is satisfied, then the series in (16) is uniformly convergent.
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11.6-5. Solution of the Nonhomogeneous Equation

Let us represent an integral equation

y(x) – λ
∫ b

a

K(x, t)y(t) dt = f (x), a ≤ x ≤ b, (17)

where the parameter λ is not a characteristic value, in the form

y(x) – f (x) = λ
∫ b

a

K(x, t)y(t) dt (18)

and apply the Hilbert–Schmidt theorem to the function y(x) – f (x):

y(x) – f (x) =
∞∑
k=1

Akϕk(x),

Ak =
∫ b

a

[y(x) – f (x)]ϕk(x) dx =
∫ b

a

y(x)ϕk(x) dx –
∫ b

a

f (x)ϕk(x) dx = yk – fk.

Taking into account the expansion (8), we obtain

λ

∫ b

a

K(x, t)y(t) dt = λ
∞∑
k=1

yk
λk
ϕk(x),

and thus

λ
yk
λk

= yk – fk, yk =
λkfk
λk – λ

, Ak =
λfk
λk – λ

. (19)

Hence,

y(x) = f (x) + λ
∞∑
k=1

fk
λk – λ

ϕk(x). (20)

However, if λ is a characteristic value, i.e.,

λ = λp = λp+1 = · · · = λq, (21)

then, for k ≠ p, p + 1, . . . , q, the terms (20) preserve their form. For k = p, p + 1, . . . , q, formula (19)
implies the relation fk = Ak(λ – λk)/λ, and by (21) we obtain fp = fp+1 = · · · = fq = 0. The last
relation means that ∫ b

a

f (x)ϕk(x) dx = 0

for k =p, p+1, . . . , q, i.e., the right-hand side of the equation must be orthogonal to the eigenfunctions
that correspond to the characteristic value λ.

In this case, the solutions of Eqs. (17) have the form

y(x) = f (x) + λ
∞∑
k=1

fk
λk – λ

ϕk(x) +
q∑

k=p

Ckϕk(x), (22)

where the terms in the first of the sums (22) with indices k = p, p + 1, . . . , q must be omitted (for
these indices, fk and λ – λk vanish in this sum simultaneously). The coefficients Ck in the second
sum are arbitrary constants.
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Remark 2. On the basis of the bilinear expansion (8) and the Hilbert–Schmidt theorem, the
solution of the symmetric Fredholm integral equation of the first kind

∫ b

a

K(x, t)y(t) dt = f (x), a ≤ x ≤ b,

can be constructed in a similar way in the form

y(x) =
∞∑
k=1

fkλkϕk(x),

and the necessary and sufficient condition for the existence and uniqueness of such a solution
inL2(a, b) is the completeness of the system of the eigenfunctionsϕk(x) of the kernelK(x, t) together

with the convergence of the series
∞∑
k=1
f 2

kλ
2
k, where the λk are the corresponding characteristic values.

It should be noted that the verification of the last condition for specific equations is quite
complicated. In the solution of Fredholm equations of the first kind, the methods presented in
Chapter 10 are usually applied.

11.6-6. The Fredholm Alternative for Symmetric Equations

The above results can be unified in the following alternative form.
A symmetric integral equation

y(x) – λ
∫ b

a

K(x, t)y(t) dt = f (x), a ≤ x ≤ b, (23)

for a given λ, either has a unique square integrable solution for an arbitrarily given function
f (x) ∈ L2(a, b), in particular, y = 0 for f = 0, or the corresponding homogeneous equation has
finitely many linearly independent solutions Y1(x), . . . , Yr(x), r > 0.

For the second case, the nonhomogeneous equation has a solution if and only if the right-hand
side f (x) is orthogonal to all the functions Y1(x), . . . , Yr(x) on the interval [a, b]. Here the solution
is defined only up to an arbitrary additive linear combination A1Y1(x) + · · · +ArYr(x).

11.6-7. The Resolvent of a Symmetric Kernel

The solution of a Fredholm equation of the second kind (23) can be written in the form

y(x) = f (x) + λ
∫ b

a

R(x, t;λ)f (t) dt, (24)

where the resolvent R(x, t;λ) is given by the series

R(x, t;λ) =
∞∑
k=1

ϕk(x)ϕk(t)
λk – λ

. (25)

Here the collections ϕk(x) and λk form the system of eigenfunctions and characteristic values of
Eqs. (23). It follows from formula (25) that the resolvent of a symmetric kernel has only simple
poles.

Page 543

© 1998 by CRC Press LLC



11.6-8. Extremal Properties of Characteristic Values and Eigenfunctions

Let us introduce the notation

(u,w) =
∫ b

a

u(x)w(x) dx, ‖u‖2 = (u,u),

(Ku,u) =
∫ b

a

∫ b

a

K(x, t)u(x)u(t) dx dt,

where (u,w) is the inner product of functions u(x) and w(x), ‖u‖ is the norm of a function u(x),
and (Ku,u) is the quadratic form generated by the kernelK(x, t).

Let λ1 be the characteristic value of the symmetric kernelK(x, t) with minimum absolute value
and let y1(x) be the eigenfunction corresponding to this value. Then

1
|λ1|

= max
y /≡0

|(Ky, y)|
‖y‖2

; (26)

in particular, the maximum is attained, and y = y1 is a maximum point.
Let λ1, . . . , λn be the first n characteristic values of a symmetric kernelK(x, t) (in the ascending

order of their absolute values) and let y1(x), . . . , yn(x) be orthonormal eigenfunctions corresponding
to λ1, . . . , λn, respectively. Then the formula

1
|λn+1|

= max
|(Ky, y)|
‖y‖2

(27)

is valid for the characteristic value λn+1 following λn. The maximum is taken over the set of
functions y which are orthogonal to all y1, . . . , yn and are not identically zero, that is, y ≠ 0

(y, yj) = 0, j = 1, . . . ,n; (28)

in particular, the maximum in (27) is attained, and y = yn+1 is a maximum point, where yn+1 is any
eigenfunction corresponding to the characteristic value λn+1 which is orthogonal to y1, . . . , yn.

Remark 3. For a positive definite kernelK(x, t), the symbol of modulus on the right-hand sides
of (27) and (28) can be omitted.

11.6-9. Integral Equations Reducible to Symmetric Equations

An equation of the form

y(x) – λ
∫ b

a

K(x, t)ρ(t)y(t) dt = f (x), (29)

whereK(s, t) is a symmetric kernel and ρ(t) > 0 is a continuous function on [a, b], can be reduced to
a symmetric equation. Indeed, on multiplying Eq. (29) by

√
ρ(x) and introducing the new unknown

function z(x) =
√
ρ(x) y(x), we arrive at the integral equation

z(x) – λ
∫ b

a

L(x, t)z(t) dt = f (x)
√
ρ(x), L(x, t) = K(x, t)

√
ρ(x)ρ(t), (30)

where L(x, t) is a symmetric kernel.
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11.6-10. Skew-Symmetric Integral Equations

By a skew-symmetric integral equation we mean an equation whose kernel is skew-symmetric, i.e.,
an equation of the form

y(x) – λ
∫ b

a

K(x, t)y(t) dt = f (x) (31)

whose kernelK(x, t) has the property

K(t,x) = –K(x, t). (32)

Equation (31) with the skew-symmetric kernel (32) has at least one characteristic value, and all
its characteristic values are purely imaginary.

©• References for Section 11.6: E. Goursat (1923), R. Courant and D. Hilbert (1931), S. G. Mikhlin (1960), M. L. Krasnov,
A. I. Kiselev, and G. I. Makarenko (1971), J. A. Cochran (1972), V. I. Smirnov (1974), A. J. Jerry (1985), F. G. Tricomi
(1985), D. Porter and D. S. G. Stirling (1990), C. Corduneanu (1991), J. Kondo (1991), W. Hackbusch (1995), R. P. Kanwal
(1997).

11.7. An Operator Method for Solving Integral Equations
of the Second Kind

11.7-1. The Simplest Scheme

Consider a linear equation of the second kind of the special form

y(x) – λL [y] = f (x), (1)

where L is a linear (integral) operator such that L2 = k, k = const.
Let us apply the operator L to Eq. (1). We obtain

L [y] – kλy(x) = L [f (x)]. (2)

On eliminating the term L [y] from (1) and (2), we find the solution

y(x) =
1

1 – kλ2

{
f (x) + λL [f ]

}
. (3)

Remark. In Section 9.4, various generalizations of the above method are described.

11.7-2. Solution of Equations of the Second Kind on the Semiaxis

1◦. Consider the equation

y(x) – λ
∫ ∞

0
cos(xt)y(t) dt = f (x). (4)

In this case, the operator L coincides, up to a constant factor, with the Fourier cosine transform:

L [y] =
∫ ∞

0
cos(xt)y(t) dt =

√
π

2
Fc[y] (5)

and acts by the rule L2 = k, where k = π
2 (see Subsection 7.5-1).
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We obtain the solution by formula (3) taking into account Eq. (5):

y(x) =
2

2 – πλ2

[
f (x) + λ

∫ ∞

0
cos(xt)f (t) dt

]
, λ ≠ ±

√
2
π

. (6)

2◦. Consider the equation

y(x) – λ
∫ ∞

0
tJν(xt)y(t) dt = f (x), (7)

where Jν(x) is the Bessel function, Re ν > – 1
2 .

Here the operator L coincides, up to a constant factor, with the Hankel transform:

L [y] =
∫ ∞

0
tJν(xt)y(t) dt (8)

and acts by the rule L2 = 1 (see Subsection 7.6-1).
We obtain the solution by formula (3), for k = 1, taking into account Eq. (8):

y(x) =
1

1 – λ2

[
f (x) + λ

∫ ∞

0
tJν(xt)f (t) dt

]
, λ ≠ ±1. (9)

©• Reference for Section 11.7: A. D. Polyanin and A. V. Manzhirov (1998).

11.8. Methods of Integral Transforms and Model
Solutions

11.8-1. Equation With Difference Kernel on the Entire Axis

Consider an integral equation of convolution type of the second kind with one kernel

y(x) +
1√
2π

∫ ∞

–∞
K(x – t)y(t) dt = f (x), –∞ < x < ∞, (1)

where f (x) andK(x) are the known right-hand side and the kernel of the integral equation and y(x)
is the unknown function. Let us apply the (alternative) Fourier transform to Eq. (1). In this case,
taking into account the convolution theorem (see Subsection 7.4-4), we obtain

Y(u)[1 + K(u)] = F(u). (2)

Thus, on applying the Fourier transform we reduce the solution of the original integral equation (1)
to the solution of the algebraic equation (2) for the transform of the unknown function. The solution
of Eq. (2) has the form

Y(u) =
F(u)

1 + K(u)
. (3)

Formula (3) gives the transform of the solution of the original integral equation in terms of the
transforms of the known functions, namely, the kernel and the right-hand side of the equation. The
solution itself can be obtained by applying the Fourier inversion formula:

y(x) =
1√
2π

∫ ∞

–∞
Y(u)e–iux du =

1√
2π

∫ ∞

–∞

F(u)
1 + K(u)

e–iux du. (4)

In fact, formula (4) solves the problem; however, sometimes it is not convenient because it
requires the calculation of the transform F (u) for each right-hand side f (x). In many cases, the
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representation of the solution of the nonhomogeneous integral equation via the resolvent of the
original equation is more convenient. To obtain the desired representation, we note that formula (3)
can be transformed to the expression

Y(u) = [1 – R(u)]F(u), R(u) =
K(u)

1 + K(u)
. (5)

On the basis of (5), by applying the Fourier inversion formula and the convolution theorem (for
transforms) we obtain

y(x) = f (x) –
1√
2π

∫ ∞

–∞
R(x – t)f (t) dt, (6)

where the resolvent R(x – t) of the integral equation (1) is given by the relation

R(x) =
1√
2π

∫ ∞

–∞

K(u)
1 + K(u)

e–iux du, (7)

Thus, to determine the solution of the original integral equation (1), it suffices to find the func-
tion R(x) by formula (7).

The function R(x) is a solution of Eq. (1) for a special form of the function f (x). Indeed, it
follows from formulas (3) and (5) that for Y(u) = R(u) the function F(u) is equal to K(u). This
means that, for f (x) ≡ K(x), the function y(x) ≡ R(x) is a solution of Eq. (1), i.e., the resolvent of
Eq. (1) satisfies the integral equation

R(x) +
1√
2π

∫ ∞

–∞
K(x – t)R(t) dt = K(x), –∞ < x < ∞. (8)

Note that to calculate direct and inverse Fourier transforms, one can use the corresponding tables
from Supplements 6 and 7 and the books by H. Bateman and A. Erdélyi (1954) and by V. A. Ditkin
and A. P. Prudnikov (1965).

Example. Let us solve the integral equation

y(x) – λ
∫ ∞

–∞
exp

(
α|x – t|

)
y(t) dt = f (x), –∞ < x < ∞, (9)

which is a special case of Eq. (1) with kernel K(x – t) given by the expression

K(x) = –
√

2π λe–α|x|, α > 0. (10)

Let us find the function R(x). To this end, we calculate the integral

K(u) = –
∫ ∞

–∞
λe–α|x|eiux dx = –

2αλ

u2 + α2
. (11)

In this case, formula (5) implies

R(u) =
K(u)

1 + K(u)
= –

2αλ

u2 + α2 – 2αλ
, (12)

and hence

R(x) =
1√
2π

∫ ∞

–∞
R(u)e–iux du = –

√
2

π

∫ ∞

–∞

αλ

u2 + α2 – 2αλ
e–iux du. (13)

Assume that λ < 1
2α. In this case the integral (13) makes sense and can be calculated by means of the theory of residues on

applying the Jordan lemma (see Subsections 7.1-4 and 7.1-5). After some algebraic manipulations, we obtain

R(x) = –
√

2π
αλ√

α2 – 2αλ
exp

(
–|x|

√
α2 – 2αλ

)
(14)

and finally, in accordance with (6), we obtain

y(x) = f (x) +
αλ√

α2 – 2αλ

∫ ∞

–∞
exp

(
–|x – t|

√
α2 – 2αλ

)
f (t) dt, –∞ < x < ∞. (15)
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11.8-2. An Equation With the Kernel K(x, t) = t–1Q(x/t) on the Semiaxis

Here we consider the following equation on the semiaxis:

y(x) –
∫ ∞

0

1
t
Q

( x
t

)
y(t) dt = f (x). (16)

To solve this equation we apply the Mellin transform which is defined as follows (see also Sec-
tion 7.3):

f̂ (s) = M{f (x), s} ≡
∫ ∞

0
f (x)xs–1 dx, (17)

where s = σ + iτ is a complex variable (σ1 < σ < σ2) and f̂ (s) is the transform of the function f (x).
In what follows, we briefly denote the Mellin transform by M{f (x)} ≡ M{f (x), s}.

For known f̂ (s), the original function can be found by means of the Mellin inversion formula

f (x) = M
–1{f̂ (s)} ≡

1
2πi

∫ c+i∞

c–i∞
f̂ (s)x–s ds, σ1 < c < σ2, (18)

where the integration path is parallel to the imaginary axis of the complex plane s and the integral
is understood in the sense of the Cauchy principal value.

On applying the Mellin transform to Eq. (16) and taking into account the fact that the integral
with such a kernel is transformed into the product by the rule (see Subsection 7.3-2)

M

{∫ ∞

0

1
t
Q

( x
t

)
y(t) dt

}
= Q̂(s)ŷ(s),

we obtain the following equation for the transform ŷ(s):

ŷ(s) – Q̂(s)ŷ(s) = f̂ (s).

The solution of this equation is given by the formula

ŷ(s) =
f̂ (s)

1 – Q̂(s)
. (19)

On applying the Mellin inversion formula to Eq. (19) we obtain the solution of the original integral
equation

y(x) =
1

2πi

∫ c+i∞

c–i∞

f̂ (s)

1 – Q̂(s)
x–s ds. (20)

This solution can also be represented via the resolvent in the form

y(x) = f (x) +
∫ ∞

0

1
t
N

( x
t

)
f (t) dt, (21)

where we have used the notation

N (x) = M
–1{N̂ (s)}, N̂ (s) =

Q̂(s)

1 – Q̂(s)
. (22)

Under the application of this analytical method of solution, the following technical difficulties
can occur: (a) in the calculation of the transform for a given kernel K(x) and (b) in the calculation
of the solution for the known transform ŷ(s). To find the corresponding integrals, tables of direct
and inverse Mellin transforms are applied (e.g., see Supplements 8 and 9). In many cases, the
relationship between the Mellin transform and the Fourier and Laplace transforms is first used:

M{f (x), s} = F{f (ex), is} = L{f (ex), –s} + L{f (e–x), s}, (23)

and then tables of direct and inverse Fourier transforms and Laplace transforms are applied (see
Supplements 4–7).

Remark 1. The equation

y(x) –
∫ ∞

0
H

( x
t

)
xαt–α–1y(t) dt = f (x) (24)

can be rewritten in the form of Eq. (16) under the notationK(z) = zαH(z).
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11.8-3. Equation With the Kernel K(x, t) = tβQ(xt) on the Semiaxis

Consider the following equation on the semiaxis:

y(x) –
∫ ∞

0
tβQ(xt)y(t) dt = f (x). (25)

To solve this equation, we apply the Mellin transform. On multiplying Eq. (25) by xs–1 and
integrating with respect to x from zero to infinity, we obtain

∫ ∞

0
y(x)xs–1 dx –

∫ ∞

0
y(t)tβ dt

∫ ∞

0
Q(xt)xs–1 dx =

∫ ∞

0
f (x)xs–1 dx. (26)

Let us make the change of variables z = xt. We finally obtain

ŷ(s) – Q̂(s)
∫ ∞

0
y(t)tβ–s dt = f̂ (s). (27)

Taking into account the relation

∫ ∞

0
y(t)tβ–s dt = ŷ(1 + β – s),

we rewrite Eq. (27) in the form

ŷ(s) – Q̂(s)ŷ(1 + β – s) = f̂ (s). (28)

On replacing s by 1 + β – s in Eq. (28), we obtain

ŷ(1 + β – s) – Q̂(1 + β – s)ŷ(s) = f̂ (1 + β – s). (29)

Let us eliminate ŷ(1 + β – s) and solve the resulting equation for ŷ(s). We thus find the transform of
the solution:

ŷ(s) =
f̂ (s) + Q̂(s)f̂ (1 + β – s)

1 – Q̂(s)Q̂(1 + β – s)
. (30)

On applying the Mellin inversion formula, we obtain the solution of the integral equation (25)
in the form

y(x) =
1

2πi

∫ c+i∞

c–i∞

f̂ (s) + Q̂(s)f̂ (1 + β – s)

1 – Q̂(s)Q̂(1 + β – s)
x–s ds. (31)

Remark 2. The equation

y(x) –
∫ ∞

0
H(xt)xptqy(t) dt = f (x)

can be rewritten in the form of Eq. (25) under the notation Q(z) = zpH(z), where β = q – p.

Page 549

© 1998 by CRC Press LLC



11.8-4. The Method of Model Solutions for Equations on the Entire Axis

Let us illustrate the capability of a generalized modification of the method of model solutions (see
Subsection 9.6) by an example of the equation

Ay(x) +
∫ ∞

–∞
Q(x + t)eβty(t) dt = f (x), (32)

whereQ =Q(z) and f (x) are arbitrary functions andA and β are arbitrary constants satisfying some
constraints.

For clarity, instead of the original equation (32) we write

L [y(x)] = f (x). (33)

For a test solution, we take the exponential function

y0 = epx. (34)

On substituting (34) into the left-hand side of Eq. (33), after some algebraic manipulations we obtain

L [epx] = Aepx + q(p)e–(p+β)x, where q(p) =
∫ ∞

–∞
Q(z)e(p+β)z dz. (35)

The right-hand side of (35) can be regarded as a functional equation for the kernel epx of the inverse
Laplace transform. To solve it, we replace p by –p – β in Eq. (33). We finally obtain

L [e–(p+β)x] = Ae–(p+β)x + q(–p – β)epx. (36)

Let us multiply Eq. (35) by A and Eq. (36) by –q(p) and add the resulting relations. This yields

L [Aepx – q(p)e–(p+β)x] = [A2 – q(p)q(–p – β)]epx. (37)

On dividing Eq. (37) by the constant A2 – q(p)q(–p – β), we obtain the original model solution

Y (x, p) =
Aepx – q(p)e–(p+β)x

A2 – q(p)q(–p – β)
, L [Y (x, p)] = epx. (38)

Since here –∞ < x < ∞, one must set p = iu and use the formulas from Subsection 9.6-3. Then the
solution of Eq. (32) for an arbitrary function f (x) can be represented in the form

y(x) =
1√
2π

∫ ∞

–∞
Y (x, iu)f̃ (u) du, f̃ (u) =

∫ ∞

–∞
f (x)e–iux dx. (39)

©• References for Section 11.8: M. L. Krasnov, A. I. Kiselev, and G. I. Makarenko (1971), V. I. Smirnov (1974),
P. P. Zabreyko, A. I. Koshelev, et al. (1975), F. D. Gakhov and Yu. I. Cherskii (1978), A. D. Polyanin and A. V. Manzhirov
(1997, 1998).
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11.9. The Carleman Method for Integral Equations of
Convolution Type of the Second Kind

11.9-1. The Wiener–Hopf Equation of the Second Kind

Equations of convolution type of the second kind of the form*

y(x) +
1√
2π

∫ ∞

0
K(x – t)y(t) dt = f (x), 0 < x < ∞, (1)

frequently occur in applications. Here the domain of the kernelK(x) is the entire real axis.
Let us extend the equation domain to the negative semiaxis by introducing one-sided functions,

y+(x) =

{
y(x) for x > 0,
0 for x < 0,

f+(x) =

{
f (x) for x > 0,
0 for x < 0,

y–(x) = 0 for x > 0.

Then we obtain an equation,

y+(x) +
1√
2π

∫ ∞

–∞
K(x – t)y+(t) dt = y–(x) + f+(x), –∞ < x < ∞, (2)

which coincides with (1) for x > 0.
The auxiliary function y–(x) is introduced to compensate for the left-hand side of Eq. (2) for

x < 0. Note that y–(x) is unknown for x < 0 and is to be found in solving the problem.
Let us pass to the Fourier integrals in Eq. (2) (see Subsections 7.4-3, 10.4-1, and 10.4-2). We

obtain a Riemann problem in the form

Y+(u) =
Y–(u)

1 + K(u)
+

F+(u)
1 + K(u)

, –∞ < u < ∞. (3)

1◦. Assume that the normality condition is satisfied, i.e.,

1 + K(u) ≠ 0,

then we rewrite the Riemann problem in the usual form

Y+(u) = D(u)Y–(u) + H(u), –∞ < u < ∞, (4)

where

D(u) =
1

1 + K(u)
, H(u) =

F(u)
1 + K(u)

. (5)

The Riemann problem (4) is equivalent to Eq. (1); in particular, these equations are simulta-
neously solvable or unsolvable and have an equal number of arbitrary constants in their general
solutions. If the index ν of the Riemann problem, which is given by the relation

ν = Ind
1

1 + K(u)
(6)

(which is also sometimes called the index of the Wiener–Hopf equation of the second kind), is
positive, then the homogeneous equation (1) (f (x) ≡ 0) has exactly ν linearly independent solutions,

* Prior to reading this section looking through Sections 10.4 and 10.5 is recommended.
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and the nonhomogeneous equation is unconditionally solvable and its solution depends on ν arbitrary
complex constants.

In the case ν ≤ 0, the homogeneous equation has no nonzero solutions. For ν = 0, the nonhomo-
geneous equation is unconditionally solvable, and the solution is unique. If the index ν is negative,
then the conditions ∫ ∞

–∞

F(u) du
X +(u)[1 + K(u)](u + i)k

= 0, k = 1, 2, . . . , –ν, (7)

are necessary and sufficient for the solvability of the nonhomogeneous equation (see Subsec-
tion 10.4-4).

For all cases in which the solution of Eq. (1) exists, it can be found by the formula

y(x) = y+(x) =
1√
2π

∫ ∞

–∞
Y+(u)e–iux du, x > 0, (8)

where Y+(u) is the solution of the Riemann problem (4) and (5) that is constructed by the scheme of
Subsection 10.4-4 (see Fig. 3). The last formula shows that the solution does not depend on Y–(u),
i.e., is independent of the choice of the extension of the equation to the negative semiaxis.

2◦. Now let us study the exceptional case of the integral equation (1) in which the normality
condition for the Riemann problem (3) (see Subsections 10.4-6 and 10.4-7) is violated. In this case,
the coefficient D(u) = [1 + K(u)]–1 has no zeros, and its order at infinity is η = 0. The general
solution to the boundary value problem (3) can be obtained by formulas (63) of Subsection 10.4-7
for αi = 0. The solution of the original integral equation (1) can be determined from the solution of
the boundary value problem on applying formula (8).

Figure 4 depicts a scheme of solving the Wiener–Hopf equations (see also Subsection 10.5-1).

Example. Consider the equation

y(x) +
∫ ∞

0
(a + b|x – t|)e–|x–t|y(t) dt = f (x), x > 0,  (9)

where the constants a and b are real, and b ≠ 0. The kernel K(x – t) of Eq. (1) is given by the expression

K(x) =
√

2π (a + b|x|)e–|x|.

Let us find the transform of the kernel,

K(u) =
∫ ∞

–∞
(a + b|x|)e–|x|+iux dx = 2

u2(a – b) + a + b

(u2 + 1)2
.

Hence,

1 + K(u) =
P (u)

(u2 + 1)2
, P (z) = z4 + 2(a – b + 1)z2 + 2a + 2b + 1.

On the basis of the normality condition, we assume that the constants a and b are such that the polynomial P (z) has no real
roots. Let α + iβ be a root of the biquadratic equation P (z) = 0 such that α > 0 and β > 0. Since the coefficients of the
equation are real, it is clear that (α – iβ), (–α + iβ), and (–α – iβ) are the other three roots. Since the function 1 + K(u) is
real as well, it follows that it has zero index, and hence Eq. (9) is uniquely solvable.

On factorizing, we obtain the relation 1 + K(u) = X –(u)/X +(u), where

X +(u) =
(u + i)2

(u + α + iβ)(u – α + iβ)
, X –(u) =

(u – α – iβ)(u + α – iβ)

(u – i)2
.

Applying this result, we represent the boundary condition (4), (5) in the form

Y+(u)

X +(u)
–

(u – i)2F+(u)

(u – α – iβ)(u + α – iβ)
=

Y–(u)

X –(u)
, –∞ < u < ∞. (10)

It follows from the theorem on the analytic continuation and the generalized Liouville theorem (see Subsection 10.4-3) that
both sides of the above relation are equal to

C1

u – α – iβ
+

C2

u + α – iβ
,
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Fig. 4. Scheme of solving the Wiener–Hopf integral equations. For β = 0, we have the equation of the
first kind, and for β = 1, we have the equation of the second kind.

Page 553

© 1998 by CRC Press LLC



where the constants C1 and C2 must be defined. Hence,

Y+(u) = X +(u)

(
(u – i)2F+(u)

(u – α – iβ)(u + α – iβ)
+

C1

u – α – iβ
+

C2

u + α – iβ

)
. (11)

For the poles (α + iβ) and (–α + iβ) to be deleted, it is necessary and sufficient that

C1 = –
(α + iβ – i)2F+(α + iβ)

2α
, C2 = –

(–α + iβ – i)2F+(–α + iβ)

–2α
. (12)

Since the problem is more or less cumbersome, we pass from the transform (11) to the corresponding original function
in two stages. We first find the inverse transform of the summand

Y1(u) = X +(u)
(u – i)2F+(u)

(u – α – iβ)(u + α – iβ)
=

1

1 + K(u)
F+(u) = F+(u) + R(u)F+(u).

Here

R(u) = –
2u2(a – b) + 2a + 2b

[u2 – (α + iβ)2][u2 – (α – iβ)2]
=

µ

u2 – (α + iβ)2
+

µ̄

u2 – (α – iβ)2
, µ = i

(α + iβ)2(a – b) + a + b

2αβ
.

Let us find the inverse transform of the first fraction:

F–1
{

µ

u2 – (α + iβ)2

}
=

√
π

2

µ

β – iα
e–(β–iα)|x|.

The inverse transform of the second fraction can be found in the form

F–1
{

µ̄

u2 – (α – iβ)2

}
=

√
π

2

µ̄

β + iα
e–(β+iα)|x|. (13)

Thus,

R(x) =

√
π

2
ρ
(
eiθ+iα|x| + e–iθ–iα|x|)e–β|x| =

√
2π ρe–β|x| cos(θ + α|x|)

and

y1(x) = f (x) + ρ
∫ ∞

0
e–β|x–t| cos(θ + α|x – t|)f (t) dt, x > 0, ρeiθ =

µ

β – iα
. (14)

Note that, as a by-product, we have found the resolvent R(x – t) of the following integral equation on the entire axis:

y0(x) +
∫ ∞

–∞
(a + b|x – t|)e–|x–t|y0(t) dt = f0(x), –∞ < x < ∞.

Now consider the remaining part of the transform (11):

Y2(u) = X +(u)

(
C1

u – α – iβ
+

C2

u + α – iβ

)
.

We can calculate the integrals

F–1{Y2(u)} =
C1√
2π

∫ ∞

–∞

(u + i)2e–iux du

(u + iβ – α)(u + iβ + α)(u – α – iβ)
+

C2√
2π

∫ ∞

–∞

(u + i)2e–iux du

(u + iβ – α)(u + iβ + α)(u + α – iβ)

by means of the residue theory (see Subsections 7.1-4 and 7.1-5) and substitute the values (12) into the constants C1 and C2.
For x > 0, we obtain

y2(x) =
[α + (β – 1)2]2

4α2β

∫ ∞

0
e–β(x+t) cos[α(x – t)]f (t) dt

+
ρ∗

4α2

∫ ∞

0
e–β(x+t) cos[ψ + α(x + t)]f (t) dt, ρ∗eiψ =

(β – 1 – iα)4

8α2(β – iα)
.

(15)

Since Y+(u) = Y1(u) + Y2(u), it follows that the desired solution is the sum of the functions (14) and (15).
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11.9-2. An Integral Equation of the Second Kind With Two Kernels

Consider an integral equation of convolution type of the second kind with two kernels of the form

y(x) +
1√
2π

∫ ∞

0
K1(x – t)y(t) dt +

1√
2π

∫ 0

–∞
K2(x – t)y(t) dt = f (x), –∞ < x < ∞. (16)

Note that each of the kernelsK1(x) andK2(x) is defined on the entire real axis. On representing the
desired function as the difference of one-sided functions,

y(x) = y+(x) – y–(x), (17)

we rewrite the equation in the form

y+(x) +
1√
2π

∫ ∞

–∞
K1(x – t)y+(t) dt – y–(x) –

1√
2π

∫ ∞

–∞
K2(x – t)y–(t) dt = f (x). (18)

Applying the Fourier integral transform (see Subsection 7.4-3), we obtain

[1 + K1(u)]Y+(u) – [1 + K2(u)]Y–(u) = F(u). (19)

This implies the relation

Y+(u) =
1 + K2(u)
1 + K1(u)

Y–(u) +
F(u)

1 + K1(u)
. (20)

Here K1(u), K2(u), and F(u) stand for the Fourier integrals of known functions. The unknown
transforms Y+(u) and Y–(u) are the boundary values of functions that are analytic on the upper and
lower half-planes, respectively. Thus, we have obtained a Riemann boundary value problem.

1◦. Assume that the normality conditions are satisfied, i.e.,

1 + K1(u) ≠ 0, 1 + K2(u) ≠ 0,

then we can rewrite the Riemann problem in the usual form (see Subsection 10.4-4):

Y+(u) = D(u)Y–(u) + H(u), –∞ < u < ∞, (21)

where

D(u) =
1 + K2(u)
1 + K1(u)

, H(u) =
F(u)

1 + K1(u)
. (22)

The Riemann problem (21), (22) is equivalent to Eq. (16): these problems are solvable or
unsolvable simultaneously, and have the same number of arbitrary constants in their general solutions.

If the index

ν = Ind
1 + K2(u)
1 + K1(u)

(23)

is positive, then the homogeneous equation (16) (f (x) ≡ 0) has precisely ν linearly independent
solutions, and the nonhomogeneous equation is unconditionally solvable; moreover, the solution of
this equation depends on ν arbitrary complex constants.

In the case ν ≤ 0, the homogeneous equation has no nonzero solutions. The nonhomogeneous
equation is unconditionally solvable for ν = 0, and the solution is unique. For the case in which the
index ν is negative, the conditions∫ ∞

–∞

F(u) du
X +(u)[1 + K1(u)](u + i)k

= 0, k = 1, 2, . . . , –ν, (24)

are necessary and sufficient for the solvability of the nonhomogeneous equation.
In all cases for which the solution of Eq. (16) exists, this solution can be found by the formula

y(x) =
1√
2π

∫ ∞

–∞
[Y+(u) – Y–(u)]e–iux du, –∞ < x < ∞, (25)

where Y+(u), Y–(u) is the solution of the Riemann problem (21), (22) constructed with respect to
the scheme of Subsection 10.4-4 (see Fig. 3).

Thus, the solution of Eq. (16) is equivalent to the solution of a Riemann boundary value problem
and is reduced to the calculation of finitely many Fourier integrals.
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2◦. Now let us study the exceptional case of an integral equation of the form (16). Assume that
the functions 1 + K1(u) and 1 + K2(u) can have zeros, and these zeros can be both different and
coinciding points of the contour. Let us write out the expansion of these functions on selecting the
coinciding zeros:

1 + K1(u) =
s∏

j=1

(u – bj)βj

p∏
k=1

(u – dk)γkK11(u),

1 + K2(u) =
r∏

i=1

(u – ai)
αi

p∏
k=1

(u – dk)γkK12(u),
p∑

k=1

γk = l.

(26)

Here ai ≠ bj , but it is possible that some points dk (k = 1, . . . , p) coincide with either ai or bj . This
corresponds to the case in which the functions 1 + K1(u) and 1 + K2(u) have a common zero of
different multiplicity. We do not select these points especially because their presence does not affect
the solvability conditions and the number of solutions of the problem.

It follows from Eq. (19) and from the condition that a solution must be finite on the contour that,
for the solvability of the problem, and all the more for the solvability of Eq. (16), it is necessary that
the function F(u) have zero of order γk at any point dk, i.e., F(u) must have the form

F(u) =
p∏

k=1

(u – dk)γkF1(u).

To this end, the following γ1 + · · · + γp = l conditions must be satisfied:

F (jk)
u (dk) = 0, jk = 0, 1, . . . , γk – 1, (27)

or, which is the same, ∫ ∞

–∞
f (x)xjkeidkx dx = 0. (28)

Since the functions K1(u) and K2(u) vanish at infinity, it follows that the point at infinity is a
regular point of D(u).

Assume that conditions (28) are satisfied. In this case the Riemann boundary value problem (20)
can be rewritten in the form (see Subsections 10.4-6 and 10.4-7)

Y+(u) =

r∏
i=1

(u – ai)αiR+(u)R–(u)

s∏
j=1

(u – bj)βjQ+(u)Q–(u)
D2(u)Y–(u) +

H1(u)
s∏

j=1
(u – bj)βj

. (29)

On finding its general solution in the exceptional case under consideration, we obtain the general
solution of the original equation by means of formula (25).

Let us state the conclusions on the solvability conditions and on the number of solutions of
Eq. (16). For the solvability of Eq. (16), it is necessary that the Fourier transform of the right-hand
side of the equation satisfies l conditions of the form (27). If these conditions are satisfied, then,
for ν – n > 0, problem (20) and the integral equation (16) have exactly ν – n linearly independent
solutions. For ν – n ≤ 0, we must take the polynomial Pν–n–1(z) to be identically zero, and, for
the case in which ν – n < 0, the right-hand side must satisfy another n – ν conditions. If the latter
conditions are satisfied, then the integral equation has a unique solution.
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Example. Consider Eq. (16) for which

K1(x) =

{
–(1 + α)

√
2π e–x for x > 0,

0 for x < 0,
K2(x) =

{
–(1 + β)

√
2π e–x for x > 0,

0 for x < 0,
f (x) =

{
0 for x > 0,
–
√

2π ex for x < 0,

where α and β are real constants. In this case, K1(x – t) = 0 for x < t and K2(x – t) = 0 for x < t. Hence, the equation
under consideration has the form

y(x) – (1 + α)
∫ x

0
e–(x–t)y(t) dt – (1 + β)

∫ 0

–∞
e–(x–t)y(t) dt = 0,

y(x) – (1 + β)
∫ x

–∞
e–(x–t)y(t) dt = –

√
2π ex,

x > 0,

x < 0.

Let us calculate the Fourier integrals

K1(u) = –(1 + α)
∫ ∞

0
e–xeiux dx = –

i(1 + α)

u + i
, K2(u) = –

i(1 + β)

u + i
, F (u) =

i

u – i
, D(u) =

u – iβ

u – iα
.

The boundary condition can be rewritten in the form

Y+(u) =
u – iβ

u – iα
Y–(u) +

i(u + i)

(u – i)(u – iα)
. (30)

The solution of the Riemann problem depends on the signs of α and β.

1◦. Let α > 0 and β > 0. In this case we have ν = IndD(u) = 0. The left-hand side and the right-hand side of the boundary
condition contain functions that have analytic continuations to the upper and the lower half-plane, respectively. On applying
the theorem on the analytic continuation directly and the generalized Liouville theorem (Subsection 10.4-3), we see that

Y+(z) = 0,
z – iβ

z – iα
Y–(z) +

i(z + i)

(z – i)(z – iα)
= 0.

Hence,

y+(x) = 0, y(x) = –y–(x) =
1√
2π

∫ ∞

–∞

i(u + i)

(u – i)(u – iβ)
e–iux du.

On calculating the last integral, under the assumption that β ≠ 1, by the Cauchy residue theorem (see Subsections 7.1-4
and 7.1-5) we obtain

y(x) =




0 for x > 0,

–

√
2π

1 – β
[2ex – (1 + β)eβx] for x < 0.

In the case β = 1, we have

y(x) =
{ 0 for x > 0,

–
√

2π ex(1 + 2x) for x < 0.

2◦. Let α < 0 and β < 0. Here we again have ν = 0, X +(z) = (z – iβ)(z – iα)–1, and X –(z) = 1. On grouping the
terms containing the boundary values of functions that are analytic in each of the half-planes and then applying the analytic
continuation theorem and the generalized Liouville theorem (Subsection 10.4-3), we see that

Y+(z)

X +(z)
+

β + 1

i(β – 1)

1

z – iβ
=

Y–(z)

X –(z)
+

2

i(β – 1)

1

z – i
= 0.

Hence,

Y+(z) =
β + 1

β – 1

i

z – iα
, Y–(z) =

2i

β – 1

1

z – i
,

y(x) =
1√
2π

∫ ∞

–∞

[
Y+(u) – Y–(u)

]
e–iux du =




√
2π

β + 1

β – 1
eαx for x > 0,

2
√

2π

β – 1
ex for x < 0.

3◦. Let α < 0 and β > 0. In this case we have ν = 1. Let us rewrite the boundary condition (30) in the form

Y+(u) +
i(1 + α)

1 – α

1

u – iα
=
u – iβ

u – iα
Y–(u) –

2i

1 – α

1

u – i
.

On applying the analytic continuation theorem and the generalized Liouville theorem (Subsection 10.4-3), we see that

Y+(z) +
i(1 + α)

1 – α

1

z – iα
=
z – iβ

z – iα
Y–(z) –

2i

1 – α

1

z – i
=

C

z – iα
.
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Therefore,

Y+(z) =

(
C – i

1 + α

1 – α

)
1

z – iα
, Y–(z) =

C

z – iβ
–

2i

1 – α

z – iα

(z – i)(z – iβ)
,

where C is an arbitrary constant. Now, by means of the Fourier inversion formula, we obtain the general solution of the
integral equation in the form

y(x) =




–
√

2π

(
iC +

1 + α

1 – α

)
eαx for x > 0,

–
√

2π

[
iC +

2(α – β)

(1 – α)(1 – β)

]
eβx –

2
√

2π

1 – β
ex for x < 0.

4◦. Let α > 0 and β < 0. In this case we have ν = –1. By the Liouville theorem (see Subsection 10.4-3), we obtain

Y+(z) =
z – iβ

z – iα
Y–(z) +

i(z + i)

(z – i)(z – iα)
= 0,

and hence

Y+(z) = 0, Y–(z) = –
i(z + i)

(z – i)(z – iβ)
.

It can be seen from the expression for Y–(z) that the singularity of the function Y–(z) at the point iβ disappears if we set
β = –1. The last condition is exactly the solvability condition of the Riemann problem. In this case we have the unique
solution

y(x) =
1√
2π

∫ ∞

–∞

i

u – i
e–iux du =

{
0 for x > 0,
–
√

2π ex for x < 0.

Remark 1. Some equations whose kernels contain not the difference but certain other combina-
tions of arguments, namely, the product or, more frequently, the ratio, can be reduced to equations
considered in Subsection 11.9-2. For instance, the equation

Y (ξ) +
∫ 1

0

1
τ
N1

(
ξ

τ

)
Y (τ ) dτ +

∫ ∞

1

1
τ
N2

(
ξ

τ

)
Y (τ ) dτ = g(ξ), ξ > 0, (31)

becomes a usual equation with two kernels after the following changes of the functions and their
arguments: ξ = ex, τ = et, N1(ξ) = K1(x), N2(ξ) = K2(x), g(ξ) = f (x), and Y (ξ) = y(x).

11.9-3. Equations of Convolution Type With Variable Integration Limit

1◦. Consider the Volterra integral equation of the second kind

y(x) +
1√
2π

∫ x

0
K(x – t)y(t) dt = f (x), 0 ≤ x < T , (32)

where the interval [0,T ) can be either finite or infinite. In contrast with Eq. (1), where the kernel is
defined on the entire real axis, here the kernel is defined on the positive semiaxis.

Equation (32) can be regarded as a special case of the one-sided equation (1) of Subsection 11.9-1.
To see this, we can rewrite Eq. (32) in the form

y(x) +
1√
2π

∫ ∞

0
K+(x – t)y(t) dt = f (x), 0 < x < ∞,

which can be reduced to the following boundary value problem:

Y+(u) =
Y–(u)

1 + K+(u)
+

F+(u)
1 + K+(u)

.

Here the coefficient [1 + K+(u)]–1 of the problem is a function that has an analytic continuation to
the upper half-plane, possibly except for finitely many poles that are zeros of the function 1 +K+(z)
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(we assume that 1 + K+(z) ≠ 0 on the real axis). Therefore, the index ν of the problem is always
nonpositive, ν ≤ 0. On rewriting the problem in the form [1 + K+(u)]Y+(u) = Y–(u) + F+(u), we
see that Y–(u) ≡ 0, which implies

Y+(u) =
F+(u)

1 + K+(u)
. (33)

Consider the following cases.

1.1. The function 1 +K+(z) has no zeros on the upper half-plane (this means that ν = 0). In this
case, Eq. (32) has a unique solution for an arbitrary right-hand side f (x), and this solution can be
expressed via the resolvent:

y(x) = f (x) +
1√
2π

∫ x

0
R(x – t)f (t) dt, x > 0, (34)

where

R(x) = –
1√
2π

∫ ∞

–∞

K+(u)
1 + K+(u)

e–iux du.

1.2. The function 1 + K+(z) has zeros at the points z = a1, . . . , am of the upper half-plane (in
this case we have ν < 0, and ν is equal to the minus total order of the zeros). The following two
possibilities can occur.

(a) The function F+(z) vanishes at the points a1, . . . , am, and the orders of these zeros are not
less than the orders of the corresponding zeros of the function 1 + K+(z). In this case, the function
F+(z)[1 + K+(z)]–1 has no poles again, and thus the equation has the unique solution (34).

The assumption dkF+(aj)/dzk = 0 on the zeros of the function F+(z) is equivalent to the
conditions ∫ ∞

–∞
f (t)e–iajttk dt = 0, k = 0, . . . , ηj – 1, j = 1, . . . ,m, (35)

where ηj is the multiplicity of the zero of the function 1 + K+(z) at the point aj . In this case,
conditions (35) are imposed directly on the right-hand side of the equation.

(b) The function F+(z) does not vanish at the points a1, . . . , am (or vanishes with less multi-
plicity than 1 + K+(z)). In this case, the function F+(z)[1 + K+(z)]–1 has poles, and therefore the
function (33) does not belong to the class under consideration. Equation (32) has no solutions in the
chosen class of functions. In this case, conditions (35) fail.

The last result does not contradict the well-known fact that a Volterra equation always has a
unique solution. Equation (32) belongs to the class of Volterra type equations, and therefore is also
solvable in case (b), but in a broader space of functions with exponential growth.

2◦. Another simple special case of Eq. (1) in Subsection 11.9-1 is the following equation with
variable lower limit:

y(x) +
1√
2π

∫ ∞

x

K(x – t)y(t) dt = f (x), 0 < x < ∞. (36)

This corresponds to the case in which the functionK(x) in Eq. (1) is left one-sided: K(x) =K–(x).
Under the assumption 1 + K–(u) ≠ 0, the Riemann problem becomes

Y+(u) =
Y–(u)

1 + K–(u)
+

F+(u)
1 + K–(u)

. (37)

2.1. The function 1 + K–(z) has no zeros on the lower half-plane. This means that the inverse
transform of the function Y–(u)[1+K–(u)]–1 is left one-sided, and such a function does not influence
the relation between the inverse transforms of (37) for x > 0. Thus, if we introduce the function

R–(u) = –
K–(u)

1 + K–(u)
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(for convenience of the final formula), then by applying the Fourier inversion formula to Eq. (37)
and by setting x > 0 we obtain the unique solution to Eq. (36),

y(x) = f (x) +
1√
2π

∫ ∞

x

R–(x – t)f (t) dt, x > 0.

2.2. The function 1 + K–(z) has zeros in the lower half-plane. Since this function is nonzero
both on the entire real axis and at infinity, it follows that the number of zeros is finite. The Riemann
problem (37) has a positive index which is just equal to the number of zeros in the lower half-plane
(the zeros are counted according to their multiplicities):

ν = Ind
1

1 + K–(u)
= – Ind[1 + K–(u)] = η1 + · · · + ηn > 0.

Here ηk are the multiplicities of the zeros zk of the function 1 + K–(z), k = 1, . . . ,n.
Let

C1k

z – zk
+
C2k

(z – zk)2
+ · · · +

Cηkk

(z – zk)ηk

be the principal part of the Laurent series expansion of the function Y–(z)[1 +K–(z)]–1 in powers of
(z – zk), k = 1, . . . ,n. In this case, Eq. (37) becomes

Y+(u) =
F+(u)

1 + K–(u)
+

n∑
k=1

ηk∑
j=1

Cjk

(z – zk)j
+ · · · , (38)

where the dots denote a function whose inverse transform vanishes for x > 0. Under the passage to
the inverse transforms in Eq. (38), for x > 0 we obtain

y(x) = f (x) +
1√
2π

∫ ∞

x

R–(x – t)f (t) dt +
n∑

k=1

Pk(x)e–izkx, x > 0. (39)

Here the Pk(x) are polynomials of degree ηk – 1. We can verify that the function (39) is a
solution of Eq. (36) for arbitrary coefficients of the polynomials. Since the number of linearly
independent solutions of the homogeneous equation (36) is equal to the index, it follows that the
above solution (39) is the general solution of the nonhomogeneous equation.

11.9-4. Dual Equation of Convolution Type of the Second Kind

Consider the dual integral equation of the second kind

y(x) +
1√
2π

∫ ∞

–∞
K1(x – t)y(t) dt = f (x), 0 < x < ∞,

y(x) +
1√
2π

∫ ∞

–∞
K2(x – t)y(t) dt = f (x), –∞ < x < 0,

(40)

in which the function y(x) is to be found.
In order to apply the Fourier transform technique (see Subsections 7.4-3, 10.4-1, and 10.4-2),

we extend the domain of both conditions in Eq. (40) by formally rewriting them for all real values
of x. This can be achieved by introducing new unknown functions into the right-hand sides. These
functions must be chosen so that the conditions given on the semiaxis are not violated. Hence, the
first condition in (40) must be complemented by a summand that vanishes on the positive semiaxis
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and the second by a summand that vanishes on the negative semiaxis. Thus, the dual equation can
be written in the form

y(x) +
1√
2π

∫ ∞

–∞
K1(x – t)y(t) dt = f (x) + ξ–(x),

y(x) +
1√
2π

∫ ∞

–∞
K2(x – t)y(t) dt = f (x) + ξ+(x),

– ∞ < x < ∞, (41)

where the ξ±(x) are some right and left one-sided functions so far unknown.
On applying the Fourier integral transform, we arrive at the relations

[1 + K1(u)]Y(u) = F(u) + Ξ–(u), [1 + K2(u)]Y(u) = F(u) + Ξ+(u). (42)

Here the three functions Y(u), Ξ+(u), and Ξ–(u) are unknown.
Now on the basis of (42) we can find

Y(u) =
F(u) + Ξ–(u)

1 + K1(u)
=

F(u) + Ξ+(u)
1 + K2(u)

(43)

and eliminate the function Y(u) from relations (42) by applying formula (43). We obtain the
Riemann boundary value problem in the form

Ξ+(u) =
1 + K2(u)
1 + K1(u)

Ξ–(u) +
K2(u) – K1(u)

1 + K1(u)
F(u), –∞ < u < ∞. (44)

1◦. Assume that the normality conditions are satisfied, i.e.,

1 + K1(u) ≠ 0, 1 + K2(u) ≠ 0;

then we can rewrite the Riemann problem (44) in the usual form (see Subsection 10.4-4)

Ξ+(u) = D(u)Ξ–(u) + H(u), –∞ < u < ∞, (45)

where

D(u) =
1 + K2(u)
1 + K1(u)

, H(u) =
K2(u) – K1(u)

1 + K1(u)
F(u). (46)

The Riemann problem (45), (46) is equivalent to Eq. (40); in particular, they are solvable and
unsolvable simultaneously and have the same number of arbitrary constants in the general solutions.

If the index

ν = Ind
1 + K2(u)
1 + K1(u)

(47)

is positive, then the homogeneous equation (40) (f (x) ≡ 0) has exactly ν linearly independent
solutions, and the nonhomogeneous equation is unconditionally solvable and the solution depends
on ν arbitrary complex constants.

For the case ν ≤ 0, the homogeneous equation has no nonzero solutions. For ν = 0, the
nonhomogeneous equation is unconditionally solvable, and a solution is unique. If the index ν is
negative, then the conditions∫ ∞

–∞

K2(u) – K1(u)
X +(u)[1 + K1(u)]

F(u)
du

(u + i)k
= 0, k = 1, 2, . . . , –ν (48)

are necessary and sufficient for the solvability of the nonhomogeneous equation.
For all cases in which a solution of Eq. (40) exists, it can be found by the formula

y(x) =
1√
2π

∫ ∞

–∞

F(u) + Ξ–(u)
1 + K1(u)

e–iux du =
1√
2π

∫ ∞

–∞

F(u) + Ξ+(u)
1 + K2(u)

e–iux du, (49)

where Ξ+(u), Ξ–(u) is a solution of the Riemann problem (45), (46) that is constructed by the scheme
of Subsection 10.4-4 (see Fig. 3).
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2◦. Let us investigate the exceptional case of the integral equation (40). Assume that the functions
1+K1(u) and 1+K2(u) can have zeros that can be either different or coinciding points of the contour.
Take the expansions of these functions on selecting the coinciding zeros in the form of (26) and
further repeat the reasoning performed for the equations of convolution type of the second kind with
two kernels. After finding the general solution of the Riemann boundary value problem (44) in this
exceptional case (see Subsection 10.4-7), we obtain the general solution of the original equation (40)
by formula (49).

The conclusions on the solvability conditions and on the number of solutions of Eq. (40) are
similar to those made above for the equations with two kernels in Subsection 11.9-2.

Remark 2. Equations treated in Section 11.9 are sometimes called characteristic equations of
convolution type.

©• Reference for Section 11.9: F. D. Gakhov and Yu. I. Cherskii (1978).

11.10. The Wiener–Hopf Method

11.10-1. Some Remarks

Suppose that the Fourier transform of the function y(x) exists (see Subsection 7.4-3):

Y(z) =
1√
2π

∫ ∞

–∞
y(x)eizx dx. (1)

Assume that the parameter z that enters the transform (1) can take complex values as well. Let us
study the properties of the function Y(z) regarded as a function of the complex variable z. To this
end, we represent the function y(x) in the form*

y(x) = y+(x) + y–(x), (2)

where the functions y+(x) and y–(x) are given by the relations

y+(x) =

{
y(x) for x > 0,
0 for x < 0,

y–(x) =

{
0 for x > 0,
y(x) for x < 0.

(3)

In this case the transform Y(z) of the function y(x) is clearly equal to the sum of the transforms Y+(z)
and Y–(z) of the functions y+(x) and y–(x), respectively. Let us clarify the analytic properties of the
function Y(z) by establishing the analytic properties of the functions Y+(z) and Y–(z). Consider the
function y+(x) given by relations (3). Its transform is equal to

Y+(z) =
1√
2π

∫ ∞

0
y+(x)eizx dx. (4)

It can be shown that if the function y+(x) satisfies the condition

|y+(x)| <Mev–x as x→ ∞, (5)

whereM is a constant, then the function Y+(z) given by formula (4) is an analytic function of the
complex variable z = u + iv in the domain Im z > v–, and in this domain we have Y+(z) → 0 as
|z| → ∞. We can also show that the functions y+(x) and Y+(z) are related as follows:

y+(x) =
1√
2π

∫ ∞+iv

–∞+iv

Y+(z)e–izx dz, (6)

* Do not confuse the functions y±(x) and Y±(x) introduced in this section with the functions y±(x) and Y±(x) introduced
in Subsection 10.4-2 and used in solving the Riemann boundary value problem on the real axis.
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where the integration is performed over any line Im z = v > v– in the complex plane z, which is
parallel to the real axis.

For v– < 0 (i.e., for functions y(x) with exponential decay at infinity), the real axis belongs
to the domain in which the function Y+(z) is analytic, and we can integrate over the real axis in
formula (6). However, if the only possible values of v– are positive (for instance, if the function y+(x)
has nontrivial growth at infinity, which does not exceed the exponential growth with linear exponent),
then the analyticity domain of the function Y+(z) is strictly above the real axis of the complex plane z
(and in this case, the integral (4) can be divergent on the real axis). Similarly, if the function y–(x)
in relations (3) satisfies the condition

|y–(x)| <Mev+x as x→ –∞, (7)

then its transform, i.e., the function

Y–(z) =
1√
2π

∫ 0

–∞
y–(x)eizx dx, (8)

is an analytic function of the complex variable z in the domain Im z < v+. The function y–(x) can
be expressed via Y–(z) by means of the relation

y–(x) =
1√
2π

∫ ∞+iv

–∞+iv

Y–(z)e–izx dz, Im z = v < v+. (9)

For v+ > 0, the analyticity domain of the function Y–(z) contains the real axis.
It is clear that for v– < v+, the function Y(z) defined by formula (1) is an analytic function of the

complex variable z in the strip v– < Im z < v+. In this case, the functions y(x) and Y(z) are related
by the Fourier inversion formula

y(x) =
1√
2π

∫ ∞+iv

–∞+iv

Y(z)e–izx dz, (10)

where the integration is performed over an arbitrary line in the complex plane z belonging to the
strip v– < Im z < v+. In particular, for v– < 0 and v+ > 0, the function Y(z) is analytic in the strip
containing the real axis of the complex plane z.

Example 1. For α > 0, the function K(x) = e–α|x| has the transform

K(z) =
1√
2π

2α

α2 + z2
,

which is an analytic function of the complex variable z in the strip –α < Im z < α, which contains the real axis.

11.10-2. The Homogeneous Wiener–Hopf Equation of the Second Kind

Consider a homogeneous integral Wiener–Hopf equation of the second kind in the form

y(x) =
∫ ∞

0
K(x – t)y(t) dt, (11)

whose solution can obviously be determined up to an arbitrary constant factor only. Here the domain
of the function K(x) is the entire real axis. This factor can be found from additional conditions of
the problem, for instance, from normalization conditions.
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We assume that Eq. (11) defines a function y(x) for all values of the variable x, positive and
negative. Let us introduce the functions y–(x) and y+(x) by formulas (3). Obviously, we have
y(x) = y+(x) + y–(x), and Eq. (11) can be rewritten in the form

y+(x) =
∫ ∞

0
K(x – t)y+(t) dt, x > 0 (12)

y–(x) =
∫ ∞

0
K(x – t)y+(t) dt, x < 0. (13)

That is, the function y+(x) can be determined by the solution of the integral equation (12) and the
function y–(x) can be expressed via the functions y+(x) and K(x) by means of formulas (13). In
this case, we have the relation

y+(x) + y–(x) =
∫ ∞

–∞
K(x – t)y+(t) dt, (14)

which is equivalent to the original equation (11).
Let the functionK(x) satisfy the condition

|K(x)| <Mev–x as x→ ∞,

|K(x)| <Mev+x as x→ –∞,
(15)

where v– < 0 and v+ > 0. In this case, the function

K(z) =
1√
2π

∫ ∞

–∞
K(x)eizx dx, (16)

is analytic in the strip v– < Im z < v+.
Let us seek the solution of Eq. (11) satisfying the condition

|y+(x)| <M1e
µx as x→ ∞, (17)

where µ < v+ (such a solution exists). In this case we can readily verify that the integrals on the
right-hand sides in (12) and (13) are convergent, and the function y–(x) satisfies the estimate

|y–(x)| <M2e
v+x as x→ –∞. (18)

It follows from conditions (17) and (18) that the transforms Y+(z) and Y–(z) of the functions
y+(x) and y–(x) are analytic functions of the complex variable z for Im z > µ and Im z < v+,
respectively.

Let us pass to the solution of the integral equation (11) or of Eq. (14), which is equivalent
to (11). To this end, we apply the (alternative) Fourier transform. By the convolution theorem (see
Subsection 7.4-4), it follows from (14) that

Y+(z) + Y–(z) =
√

2πK(z)Y+(z),

or
W(z)Y+(z) + Y–(z) = 0, (19)

where
W(z) = 1 –

√
2πK(z) ≠ 0. (20)
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Thus, by means of the Fourier transform, we succeeded in the passage from the original integral
equation to an algebraic equation for the transforms. However, in this case Eq. (19) involves two
unknown functions. In general, a single algebraic equation cannot uniquely determine two unknown
functions. The Wiener–Hopf method makes it possible to solve this problem for a certain class of
functions. This method is mainly related to the study of the analyticity domains of the functions that
enter the equation and to a special representation of this equation. The main idea of the Wiener–Hopf
method is as follows.

Let Eq. (19) be representable in the form

W+(z)Y+(z) = –W–(z)Y–(z), (21)

where the left-hand side is analytic in the upper half-plane Im z > µ and the right-hand side is
analytic in the lower half-plane Im z < v+, where µ < v+, so that there exists a common analyticity
strip of these functions: µ < Im z < v+. Since the analytic continuation is unique, it follows that there
exists a unique entire function of the complex variable that coincides with the left-hand side of (21)
in the upper half-plane and with the right-hand side of (21) in the lower half-plane, respectively.
If, in addition, the functions that enter Eq. (21) have at most power-law growth with respect to z
at infinity, then it follows from the generalized Liouville theorem (see Subsection 10.4-3) that the
entire function under consideration is a polynomial. In particular, for the case of a function that is
bounded at infinity we obtain

W+(z)Y+(z) = –W–(z)Y–(z) = const . (22)

These relations uniquely determine the functions Y+(z) and Y–(z).
Thus, let us apply the above scheme to the solution of Eq. (19). It follows from the above

reasoning that the analyticity domains of the functions Y+(z), Y–(z), and W(z) = 1 –
√

2πK(z),
respectively, are the upper half-plane Im z > µ, the lower half-plane Im z < v+, and the strip
v– < Im z < v+. Therefore, this equation holds in the strip* µ < Im z < v+, which is the common
analyticity domain for all functions that enter the equation. In order to transform Eq. (19) to the
form (21), we assume that it is possible to decompose the function W(z) as follows:

W(z) =
W+(z)
W–(z)

, (23)

where the functionsW+(z) andW–(z) are analytic for Im z >µ and Im z < v+, respectively. Moreover,
we assume that, in the corresponding analyticity domains, these functions grow at infinity no faster
than zn, where n is a positive integer. A representation of an analytic function W(z) in the form (23)
is often called a factorization of W(z).

Thus, as the result of factorization, the original equation is reduced to the form (21). It follows
from the above reasoning that this equation determines an entire function of the complex variable z.

Since Y±(z) → 0 as |z| → ∞ and the growth of the functions W±(z) does not exceed that
of a power function zn, it follows that the entire function under consideration can be only a
polynomial Pn–1(z) of degree at most n – 1.

If the growth of the functions W±(z) at infinity is only linear with respect to the variable z, then
it follows from relations (22), by virtue of the Liouville theorem (see Subsection 10.4-3), that the
corresponding entire function is a constant C. In this case we obtain the following relations for the
unknown functions Y+(z) and Y–(z):

Y+(z) =
C

W+(z)
, Y–(z) = –

C

W–(z)
, (24)

* To be definite, we set µ > v–. Otherwise, the common domain of analyticity is the strip v– < Im z < v+.
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which define the transform of the solution up to a constant factor, which can be found at least from
the normalization conditions. In the general case, the expressions

Y+(z) =
Pn–1(z)
W+(z)

, Y–(z) = –
Pn–1(z)
W–(z)

, (25)

define the transform of the desired solution of the integral equation (11) up to indeterminate constants,
which can be found from the additional conditions of the problem. The solution itself is defined by
means of the Fourier inversion formula (6), (9), and (10).

Example 2. Consider the equation

y(x) = λ
∫ ∞

0
e–|x–t|y(t) dt, 0 < λ < ∞, (26)

whose kernel has the form K(x) = λe–|x|.
Let us find the transform of the function K(x):

K(z) =
λ√
2π

∫ ∞

–∞
K(x)eizx dx =

√
2

π

λ

z2 + 1
. (27)

The function K(z) is analytic with respect to the complex variable z in the strip –1 < Im z < 1. Let us represent the expression

W(z) = 1 –
√

2πK(z) =
z2 – 2λ + 1

z2 + 1
(28)

in the form (23), where

W+(z) =
z2 – 2λ + 1

z + i
, W–(z) = z – i. (29)

The function W+(z) in Eq. (29) is analytic with respect to z and nonzero in the domain Im z > Im
√

2λ – 1. For 0 < λ < 1
2 ,

this domain is defined by the condition Im z >
√

1 – 2λ, and
√

1 – 2λ ≤ µ < 1. For λ > 1
2 , the function W+(z) is analytic

and nonzero in the domain Im z > 0. It is clear that the function W–(z) is a nonzero analytic function in the domain Im z < 1.
Therefore, for 0 < λ < 1

2 both functions satisfy the required conditions in the domain µ < Im z < 1.

For λ > 1
2 , the strip 0 < Im z < 1 is the common domain of analyticity of the functions W+(z) and W–(z). Thus, we

have obtained the desired factorization of the function (28).
Consider the expressions Y±(z)W±(z). Since Y±(z) → 0 as |z| → ∞, and, according to (29), the growth of the

functions W±(z) at infinity is linear with respect to z, it follows that the entire function Pn–1(z) that coincides with
Y+(z)W+(z) for Im z > µ and with Y–(z)W–(z) for Im z < 1 can be a polynomial of zero degree only. Therefore,

Y+(z)W+(z) = C. (30)

Hence,

Y+(z) = C
z + i

z2 – 2λ + 1
, (31)

and it follows from (6) that

y+(x) =
C√
2π

∫ ∞+iv

–∞+iv

z + i

z2 – 2λ + 1
e–izx dz, (32)

where µ < v < 1.
On closing the integration contour for x > 0 by a semicircle in the lower half-plane and estimating the integral over this

semicircle by means of the Jordan lemma (see Subsections 7.1-4 and 7.1-5), after some calculations we obtain

y+(x) = C

[
cos(

√
2λ – 1x) +

sin(
√

2λ – 1x)√
2λ – 1

]
, (33)

where C is a constant. For 0 < λ < 1
2 , this solution has exponential growth with respect to x, and for 1

2 < λ < ∞, it is
bounded at infinity.

Page 566

© 1998 by CRC Press LLC



11.10-3. The General Scheme of the Method. The Factorization Problem

In the general case, the problem which is solved by the Wiener–Hopf method can be reduced to the
following problem. It is required to find functions Y+(z) and Y–(z) of the complex variable z that
are analytic in the half-planes Im z > v– and Im z < v+, respectively (v– < v+), vanish as |z| → ∞ in
their analyticity domains, and satisfy the following functional equation in the strip (v– < Im z < v+):

A(z)Y+(z) +B(z)Y–(z) + C(z) = 0. (34)

HereA(z),B(z), andC(z) are given functions of the complex variable z that are analytic in the strip
v– < Im z < v+, and the functions A(z) and B(z) are nonzero in this strip.

The main idea of the solution of this problem is based on the possibility of a factorization of the
expression A(z)/B(z), i.e., of a representation in the form

A(z)
B(z)

=
W+(z)
W–(z)

, (35)

where the functions W+(z) and W–(z) are analytic and nonzero in the half-planes Im z > v′– and
Im z < v′+, and the strips v– < Im z < v+ and v′– < Im z < v′+ have a nonempty common part. In this
case Eq. (34), with regard to Eq. (35), can be rewritten in the form

W+(z)Y+(z) + W–(z)Y–(z) + W–(z)
C(z)
B(z)

= 0. (36)

If the last summand in Eq. (36) can be represented as the sum

W–(z)
C(z)
B(z)

= D+(z) + D–(z), (37)

where the functions D+(z) and D–(z) are analytic in the half-planes Im z > v′′– and Im z < v′′+ ,
respectively, and all three strips v– < Im z < v+, v′– < Im z < v′+, and v′′– < Im z < v′′+ have a nonempty
common part, for a strip v0

– < Im z < v0
+, then, in this common strip, the following functional equation

holds:
W+(z)Y+(z) + D+(z) = –W–(z)Y–(z) – D–(z). (38)

The left-hand side of Eq. (38) is a function analytic in the half-plane v0
– < Im z, and the right-hand

side is a function analytic in the domain Im z < v0
+. Since these functions coincide in the strip

v0
– < Im z < v0

+, it follows that there exists a unique entire function that coincides with the left-hand
side and the right-hand side of (38) in their analyticity domains, respectively. If the growth at infinity
of all functions that enter the right-hand sides of Eqs. (35) and (37), in their analyticity domains,
is at most that of zn, then it follows from the limit relation Y±(z) → 0 as |z| → ∞ that this entire
function is a polynomial Pn–1(z) of degree at most n – 1. Thus, the relations

Y+(z) =
Pn–1(z) – D+(z)

W+(z)
, Y–(z) =

–Pn–1(z) – D–(z)
W–(z)

(39)

determine the desired functions up to constants. These constants can be found from the additional
conditions of the problem.

The application of the Wiener–Hopf method is based on the representations (35) and (37). If a
function G(z) is analytic in the strip v– < Im z < v+ and if in this strip the function G(z) uniformly
tends to zero as |z| → ∞, then in this strip the following representation is possible:

G(z) = G+(z) + G–(z), (40)
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where the function G+(z) is analytic in the half-plane Im z > v–, the function G–(z) is analytic in the
half-plane Im z < v+, and

G+(z) =
1

2πi

∫ ∞+iv′
–

–∞+iv′
–

G(τ )
τ – z

dτ , v– < v′– < Im z < v+, (41)

G–(z) = –
1

2πi

∫ ∞+iv′
+

–∞+iv′
+

G(τ )
τ – z

dτ , v– < Im z < v′+ < v+. (42)

The integrals (41) and (42), being regarded as integrals depending on a parameter, define analytic
functions of the complex variable z under the assumption that the point z does not belong to the
integration contour.

In particular, G+(z) is an analytic function in the half-plane Im z > v′– and G–(z) in the half-plane
Im z > v′+.

Moreover, if a function H(z) is analytic and nonzero in the strip v– < Im z < v+ and if H(z) → 1
uniformly in this strip as |z| → ∞, then the following representation holds in the strip:

H(z) = H+(z)H–(z), (43)

H+(z) = exp

[
1

2πi

∫ ∞+iv′
–

–∞+iv′
–

lnH(τ )
τ – z

dτ

]
, v– < v′– < Im z < v+, (44)

H–(z) = exp

[
–

1
2πi

∫ ∞+iv′
+

–∞+iv′
+

lnH(τ )
τ – z

dτ

]
, v– < Im z < v′+ < v+, (45)

where the functions H+(z) and H–(z) are analytic and nonzero in the half-planes Im z > v– and
Im z < v+, respectively. The representation (43) is called a factorization of the function H(z).

11.10-4. The Nonhomogeneous Wiener–Hopf Equation of the Second Kind

Consider the Wiener–Hopf equation of the second kind

y(x) –
∫ ∞

0
K(x – t)y(t) dt = f (x), (46)

Suppose that the kernel K(x) of the equation and the right-hand side f (x) satisfy conditions (15).
Let us seek the solution y+(x) to Eq. (46) for which condition (17) is satisfied.

In this case, reasoning similar to that in the derivation of the functional equation (19) for a
homogeneous integral equation shows that, in the case of Eq. (46), the following functional equation
must hold on the strip µ < Im z < v+:

Y+(z) + Y–(z) =
√

2πK(z)Y+(z) + F+(z) + F–(z), (47)

or
W(z)Y+(z) + Y–(z) – F(z) = 0, (48)

where W(z) is subjected to condition (20), as well as in the case of a homogeneous equation.
We now note that Eq. (48) is a special case of Eq. (34). In the strip v– < Im z < v+, the

function W(z) is analytic and uniformly tends to 1 as |z| → ∞ because |K(z)| → 0 as |z| → ∞. In
this case, this function has the representation (see (43)–(45))

W(z) =
W+(z)
W–(z)

, (49)
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where the function W+(z) is analytic in the upper half-plane Im z > v– and W–(z) is analytic in the
lower half-plane Im z < v+, and the growth at infinity of the functions W±(z) does not exceed that
of zn.

On the basis of the representation (49), Eq. (48) becomes

W+(z)Y+(z) + W–(z)Y–(z) – W–(z)F–(z) – W–(z)F+(z) = 0. (50)

To reduce Eq. (50) to the form (38), it suffices to decompose the last summand

F+(z)W–(z) = D+(z) + D–(z) (51)

into the sum of functions D+(z) and D–(z) that are analytic in the half-planes Im z > µ and Im z < v+,
respectively.

To establish the possibility of a representation (51), we note that the function F+(z) is analytic
in the upper half-plane Im z > v– and uniformly tends to zero as |z| → ∞. The function W–(z) is
analytic in the lower half-plane Im z < v+, and, according to the method of its construction, we can
perform the factorization (49) so that the function W–(z) remains bounded in the strip v– < Im z < v+

as |z| → ∞. Hence (see (40)–(42)), the functions F+(z)W–(z) in the strip v– < Im z < v+ satisfy all
conditions that are sufficient for the validity of the representation (51).

The above reasoning makes it possible to take into account the fact that the growth at infinity of
the functions W±(z) does not exceed that of zn, and thus to present the transform of the solution of
the nonhomogeneous integral equation (46) in the form

Y+(z) =
Pn–1(z) + D+(z)

W+(z)
, Y–(z) =

–Pn–1(z) + W–(z)F–(z) + D–(z)
W–(z)

. (52)

The solution itself can be obtained from (52) by means of the Fourier inversion formula (6), (9),
and (10).

11.10-5. The Exceptional Case of a Wiener–Hopf Equation of the Second Kind

Consider the exceptional case of a Wiener–Hopf equation of the second kind in which the func-
tion W(z) = 1 –

√
2πK(z) has finitely many zeros N (counted according to their multiplicities) in

the strip v– < Im z < v+. In this case, the factorization is also possible. To this end, it suffices to
introduce the auxiliary function

W1(z) = ln

[
(z2 + b2)N/2W(z)

∏
i

(z – zi)
–αi

]
, (53)

where αi is the multiplicity of the zero zi and a positive constant b > {|v–|, |v+|} is chosen so that the
function in the square brackets has no additional zeros in the strip v– < Im z < v+.

However, in the exceptional case, the Wiener–Hopf method gives the answer only if the number
of zeros of the function W(z) is even. This restriction is due to the fact that only for the case in
which the number of zeros is even is it possible to achieve the necessary behavior at infinity (for
the application of the Wiener–Hopf method) of the function (z2 + b2)N/2 (see F. D. Gakhov and
Yu. I. Cherskii (1978)). The last restriction makes no real obstacle to the broad use of the Wiener–
Hopf method in solving applied problems in which the kernel K(x) of the corresponding integral
equation is frequently an even function, and thus the reasoning below can be applied completely.

Remark 1. The Wiener–Hopf equation of the second kind for functions vanishing at infinity can
be reduced to a Riemann boundary value problem on the real axis (see Subsection 11.9-1). In this
case, the assumption that the number of zeros of the function W(z) is even, as well as the assumption
that the kernelK(x) is even in the exceptional case, are unessential.
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Remark 2. For functions with nontrivial growth at infinity, the complete solution of Wiener–
Hopf equations of the second kind is presented in the cited book by F. D. Gakhov and Yu. I. Cherskii
(1978).

Remark 3. The Wiener–Hopf method can be applied to solve Wiener–Hopf integral equations
of the first kind under the assumption that the kernels of these equations are even.

©• References for Section 11.10: B. Noble (1958), A. G. Sveshnikov and A. N. Tikhonov (1970), V. I. Smirnov (1974),
F. D. Gakhov (1977), F. D. Gakhov and Yu. I. Cherskii (1978).

11.11. Krein’s Method for Wiener–Hopf Equations

11.11-1. Some Remarks. The Factorization Problem

Consider the Wiener–Hopf equation of the second kind

y(x) –
∫ ∞

0
K(x – t)y(t) dt = f (x), 0 ≤ x < ∞, (1)

where f (x), y(x) ∈ L1(0,∞) and K(x) ∈ L1(–∞,∞). Let us use the classes of functions that
can be represented as Fourier transforms (alternative Fourier transform in the asymmetric form, see
Subsection 7.4-3), of functions from L1(–∞,∞), L1(0,∞), and L1(–∞, 0). For brevity, instead of
these symbols we simply write L, L+, and L–. Let functions h(x), h1(x), and h2(x) belong to L, L+,
and L–, respectively; in this case, their transforms can be represented in the form

Ȟ(u) =
∫ ∞

–∞
h(x)eiux dx, Ȟ1(u) =

∫ ∞

0
h1(x)eiux dx, Ȟ2(u) =

∫ 0

–∞
h2(x)eiux dx.

Let Q, Q+, and Q– be the classes of functions representable in the form

W̌(u) = 1 + Ȟ(u), W̌1(u) = 1 + Ȟ1(u), W̌2(u) = 1 + Ȟ2(u), (2)

respectively, where the functions from the classes Q+ and Q–, treated as functions of the complex
variable z = u + iv, are analytic for Im z > 0 and Im z < 0, respectively, and are continuous up to the
real axis.

Let T (x) belong to L and let Ť (u) be its transform. Assume that

1 – Ť (u) ≠ 0, Ind[1 – Ť (u)] =
1

2π

{
arg[1 – Ť (u)]

}∞

–∞
= 0, –∞ < u < ∞. (3)

In this case there exists a q(x) ∈ L such that

ln[1 – Ť (u)] =
∫ ∞

–∞
q(x)eiux dx. (4)

This formula readily implies the relation ln[1 – Ť (u)] → 0 as u→ ±∞.
In what follows, we apply the factorization of functions M̌(u) of the classQ that are continuous

on the interval –∞ ≤ u ≤ ∞. Here the factorization means a representation of the function M̌(u) in
the form of a product

M̌(u) = M̌+(u)

(
u – i
u + i

)k

M̌–(u), (5)
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where M̌–(z) and M̌+(z) are analytic functions in the corresponding half-planes Im z > 0 and
Im z < 0 continuous up to the real axis. Moreover,

M̌+(z) ≠ 0 for Im z ≥ 0 and M̌–(z) ≠ 0 for Im z ≤ 0. (6)

Relation (5) implies the formula
k = IndM̌(u).

The factorization (5) is said to be canonical provided that k = 0.
In what follows we consider only functions of the form

M̌(u) = 1 – Ť (u) (7)

such that M̌(±∞) = 1. We can also assume that

M̌+(±∞) = M̌–(±∞) = 1. (8)

Let us state the main results concerning the factorization problem.
A function (7) admits a canonical factorization if and only if the following two conditions hold:

M̌(u) ≠ 0, IndM̌(u) = 0. (9)

In this case, the canonical factorization is unique. Moreover, if conditions (9) hold, then there exists
a functionM (x) in the class L such that

M̌(u) = exp

[∫ ∞

–∞
M (x)eiux dx

]
, (10)

M̌+(u) = exp

[∫ ∞

0
M (x)eiux dx

]
, M̌–(u) = exp

[∫ 0

–∞
M (x)eiux dx

]
. (11)

Hence, we have M̌(u) ∈ Q and M̌±(u) ∈ Q±. The factors in the canonical factorization are also
described by the following formulas:

lnM̌+(z) =
1

2πi

∫ ∞

–∞

lnM̌(τ )
τ – z

dτ , Im z > 0, (12)

lnM̌–(z) = –
1

2πi

∫ ∞

–∞

lnM̌(τ )
τ – z

dτ , Im z < 0. (13)

In the general case of the factorization, the following assertion holds. A function (7) admits a
factorization (5) if and only if the following condition is satisfied:

M̌(u) ≠ 0, –∞ < u < ∞.

In this case, relation (5) can be rewritten in the form(
u – i
u + i

)–k

M̌(u) = M̌–(u)M̌+(u), –∞ < u < ∞.

The last relation implies the canonical factorization for the function

M̌1(u) =

(
u – i
u + i

)–k

M̌(u).

Hence, the factors M̌±(u) satisfy formulas (10)–(13) if we replace M̌(u) in these formulas
by M̌1(u).

Now we return to Eq. (1) for which

Ǩ(u) =
∫ ∞

–∞
K(x)eiux dx. (14)
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11.11-2. The Solution of the Wiener–Hopf Equations of the Second Kind

THEOREM 1. For Eq. (1) to have a unique solution of the class L+ for an arbitrary f (x) ∈ L+, it
is necessary and sufficient that the following conditions hold:

1 – Ǩ(u) ≠ 0, –∞ < u < ∞, (15)

ν = – Ind[1 – Ǩ(u)] = 0. (16)

THEOREM 2. If condition (15) holds, then the inequality ν > 0 is necessary and sufficient for the
existence of nonzero solutions in the class L+ of the homogeneous equation

y(x) –
∫ ∞

0
K(x – t)y(t) dt = 0. (17)

The set of these solutions has a basis formed by ν functions ϕk(x) (k = 1, . . . , ν) that tend to zero
as x→ ∞ and that are related as follows:

ϕk(x) =
∫ x

0
ϕk+1(t) dt, k = 1, 2, . . . , ν – 1, ϕν(x) =

∫ x

0
ψ(t) dt + C, (18)

where C is a nonzero constant and the functions ϕk(t) and ψ(t) belong to L+.

THEOREM 3. If condition (15) holds and if ν > 0, then for any f (x) ∈ L+ Eq. (1) has infinitely
many solutions in L+.

However, if ν < 0, then, for a given f (x)∈L+, Eq. (1) has either no solutions fromL+ or a unique
solution. For the latter case to hold, it is necessary and sufficient that the following conditions be
satisfied: ∫ ∞

0
f (x)ψk(x) dx = 0, k = 1, 2, . . . , |ν |, (19)

where ψk(x) is a basis of the linear space of all solutions of the transposed homogeneous equation

ψ(x) –
∫ ∞

0
K(t – x)ψ(t) dt = 0. (20)

1◦. If conditions (15) and (16) hold, then there exists a unique factorization

[1 – Ǩ(u)]–1 = M̌+(u)M̌–(u), (21)

and

M̌+(u) = 1 +
∫ ∞

0
R+(t)eiut dt, M̌–(u) = 1 +

∫ ∞

0
R–(t)e–iut dt. (22)

The resolvent is defined by the formula

R(x, t) = R+(x – t) +R–(t – x) +
∫ ∞

0
R+(x – s)R–(t – s) ds (23)

where 0 ≤ x < ∞, 0 ≤ t < ∞, R+(x) = 0, and R–(x) = 0 for x < 0, so that, for f (x) from L+, the
solution of the equation is determined by the expression

y(x) = f (x) +
∫ ∞

0
R(x, t)f (t) dt. (24)
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Formula (23) can be rewritten as follows:

R(x, t) = R(x – t, 0) +R(0, t – x) +
∫ ∞

0
R(x – s, 0)R(0, t – s) ds. (25)

IfK(x – t) = K(t – x), then formula (25) becomes

R(x, t) = R(|x – t|, 0) +
∫ min(x,t)

0
R(x – s, 0)R(t – s, 0) ds. (26)

Note thatR+(x) =R(x, 0) andR–(x) =R(0,x) are unique solutions, in the class L+, of the following
equations (0 ≤ x < ∞):

R+(x) +
∫ ∞

0
K(x – t)R+(t) dt = K(x),

R–(x) +
∫ ∞

0
K(t – x)R–(t) dt = K(–x).

(27)

2◦. Suppose that condition (15) holds, but

ν = – Ind[1 – Ǩ(u)] > 0.

In this case, the function [1 – Ǩ(u)]–1 admits the factorization

[1 – Ǩ(u)]–1 = Ǧ–(u)

(
u – i
u + i

)ν

Ǧ+(u), –∞ < u < ∞. (28)

For the functions M̌–(u) and M̌+(u) defined by the relations

M̌–(u) = Ǧ–(u) and M̌+(u) =

(
u – i
u + i

)ν

Ǧ+(u), (29)

we have the representation (22) and formula (23) for the resolvent.
Moreover, for k = 1, . . . , ν, the following representations hold:

ikM̌+(u)
(u – i)k

=
∫ ∞

0
gk(x)eiux dx, (30)

where gk(x) is the solution of the homogeneous equation (17). The solutions ϕk(x) mentioned in
Theorem 2 can also naturally be expressed via the functions gk(x).

3◦. If ν = – Ind[1 – Ǩ(u)] < 0, then the transposed equation

y(x) –
∫ ∞

0
K(t – x)y(t) dt = f (x) (31)

has the index –ν > 0. If formula (28) defines a factorization for Eq. (1), then the transposed equation
admits a factorization of the form

[1 – Ǩ(u)]–1 = M̌–(–u)M̌+(–u),

and M̌–(–u) plays the role of M̌+(u), and M̌+(–u) plays the role of M̌–(u).
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11.11-3. The Hopf–Fock Formula

Let us give a useful formula that allows one to express the solution of Eq. (1) with an arbitrary
right-hand side f (x) via the solution to a simpler auxiliary integral equation with an exponential
right-hand side.

Assume that in Eq. (1) we have

f (x) = eiζx, Im ζ > 0, y(x) = yζ(x), (32)

and moreover, conditions (15) and (16) hold. In this case

yζ(x) = eiζx +
∫ ∞

0
R(x, t)eiζt dt, (33)

where R(x, t) has the form (25). After some manipulations, we can see that

yζ(x) = M̌–(–ζ)

[
1 +

∫ x

0
R(t, 0)e–iζt dt

]
eiζx. (34)

On setting x = 0 in (34), we have
yζ(0) = M̌–(–ζ), (35)

and if the functionK(x) describing the kernel of the integral equation is even, then

yζ(0) = M̌+(ζ). (36)

On the basis of formula (34), we can obtain the solution of Eq. (1) for a general f (x) as well
(see also Section 9.6):

y(x) =
1

2π

∫ ∞

–∞
F̌+(–ζ)yζ(x) dζ, F̌+(u) =

∫ ∞

0
f (x)eiux dx. (37)

Remark 1. All results obtained in Section 11.11 concerning Wiener–Hopf equations of the sec-
ond kind remain valid for continuous, square integrable, and some other classes of functions, which
are discussed in detail in the paper by M. G. Krein (1958) and in the book by C. Corduneanu (1973).

Remark 2. The solution of the Wiener–Hopf equation can be also obtained in other classes of
functions for the exceptional case in which 1 – Ǩ(u) = 0 (see Subsections 11.9-1 and 11.10-5).

©• References for Section 11.11: V. A. Fock (1942), M. G. Krein (1958), C. Corduneanu (1973), V. I. Smirnov (1974),
P. P. Zabreyko, A. I. Koshelev, et al. (1975).

11.12. Methods for Solving Equations With Difference
Kernels on a Finite Interval

11.12-1. Krein’s Method

Consider a method for constructing exact analytic solutions of linear integral equations with an
arbitrary right-hand side. The method is based on the construction of two auxiliary solutions of
simpler equations with the right-hand side equal to 1. The auxiliary solutions are used to construct
a solution of the original equation for an arbitrary right-hand side.
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1◦. Let the equation

y(x) –
∫ b

a

K(x, t)y(t) dt = f (x), a ≤ x ≤ b, (1)

be given. Along with (1), we consider two auxiliary equations depending on a parameter ξ (a≤ ξ ≤ b):

w(x, ξ) –
∫ ξ

a

K(x, t)w(t, ξ) dt = 1,

w∗(x, ξ) –
∫ ξ

a

K(t,x)w∗(t, ξ) dt = 1,

(2)

where a ≤ x ≤ ξ. Assume that for any ξ the auxiliary equations (2) have unique continuous solutions
w(x, ξ) andw∗(x, ξ), respectively, which satisfy the conditionw(ξ, ξ)w∗(ξ, ξ) ≠ 0 (a ≤ ξ ≤ b). In this
case, for any continuous function f (x), the unique continuous solution of Eq. (1) can be obtained
by the formula

y(x) = F (b)w(x, b) –
∫ b

x

w(x, ξ)F ′
ξ(ξ) dξ, F (ξ) =

1
m(ξ)

d

dξ

∫ ξ

a

w∗(t, ξ)f (t) dt, (3)

where
m(ξ) = w(ξ, ξ)w∗(ξ, ξ).

Formula (3) permits one to construct a solution of Eq. (1) with an arbitrary right-hand side f (x)
by means of solutions to the two simpler auxiliary equations (2) (depending on the parameter ξ)
with a constant right-hand side equal to 1.

2◦. Consider now an equation with the kernel depending on the difference of the arguments:

y(x) +
∫ b

a

K(x – t)y(t) dt = f (x), a ≤ x ≤ b. (4)

It is assumed that K(x) is an even function integrable on [a – b, b – a]. Along with (4) we consider
the following auxiliary equation depending on a parameter ξ (a ≤ ξ ≤ b):

w(x, ξ) +
∫ ξ

a

K(x – t)w(t, ξ) dt = 1, a ≤ x ≤ ξ. (5)

Assume that for an arbitrary ξ the auxiliary equation (5) has a unique continuous solutionw(x, ξ).
In this case, for any continuous function f (x), a solution of Eq. (4) can be obtained from formula (3)
by setting w∗(x, t) = w(x, t) in this formula.

Now let us indicate another useful formula for equations whose kernel depends on the difference
of the arguments:

y(x) +
∫ a

–a

K(x – t)y(t) dt = f (x), –a ≤ x ≤ a. (6)

It is assumed thatK(x) is an even function that is integrable on the segment [–2a, 2a]. Along with
(6) we consider an auxiliary equation depending on a parameter ξ (0 < ξ ≤ a):

w(x, ξ) +
∫ ξ

–ξ

K(x – t)w(t, ξ) dt = 1, –ξ ≤ x ≤ ξ. (7)
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Let the auxiliary equation (7) have a unique continuous solution w(x, ξ) for any ξ. In this case,
for an arbitrary continuous function f (x), the solution of Eq. (6) can be obtained by the following
formula:

y(x) =
1

2M (a)

[
d

da

∫ a

–a

w(t, a)f (t) dt

]
w(x, a)

–
1
2

∫ a

|x|
w(x, ξ)

d

dξ

[
1
M (ξ)

d

dξ

∫ ξ

–ξ

w(t, ξ)f (t) dt

]
dξ

–
1
2
d

dx

∫ a

|x|

w(x, ξ)
M (ξ)

[∫ ξ

–ξ

w(t, ξ) df (t)

]
dξ, (8)

whereM (ξ) = w2(ξ, ξ), and the last inner integral is treated as a Stieltjes integral.

11.12-2. Kernels With Rational Fourier Transforms

Consider an equation of the form

y(x) –
∫ T

0
K(x – t)y(t) dt = f (x), (9)

where 0 ≤ x ≤ T < ∞. If the kernelK(x) is integrable on [–T ,T ], then the Fredholm theory can be
applied to this equation.

Since the equation involves the values of the kernelK(x) for the points of [–T ,T ] only, it follows
that we can extend the kernel outside this interval in an arbitrary way. Assume that the kernel is
extended to the entire axis so that the extended function is integrable. In the general case, Eq. (9) in
the space L2(0,T ) can be reduced to a boundary value problem of the theory of analytic functions
(Riemann problem) for two pairs of unknown functions.

If the Fourier transform of the kernel

Ǩ(u) =
∫ ∞

–∞
K(x)eiux dx

is rational, then Eq. (9) can be solved in the closed form. Assume that 1 – Ǩ(u) ≠ 0 (–∞ < u < ∞).
In this case, the transform of the solution of the integral equation (9) is given by the formula

Y̌(u) =
1

1 – Ǩ(u)

[
F̌(u) – W̌+(u) – e–iTuW̌–(u)

]
(10)

in which

W̌±(u) =
∑

n

p±n∑
k=1

M±
nk

(u – b±n )k
,

where the b+n and the b–n are poles of the functions 1 – Ǩ(u) that belong to the upper and lower
half-planes, respectively, and the p±n are their multiplicities. The constantsM±

nk can be determined
from the conditions

ds

dus

[
W̌+(u) + e–iTuW̌–(u) – F̌(u)

]
u=a+

n
= 0; s = 0, 1, . . . , q+

n – 1;

ds

dus

[
W̌+(u) + e–iTu – F̌(u)

]
u=a–

n
= 0; s = 0, 1, . . . , q–

n – 1;

where a+
n and a–

n are the zeros of the functions 1 – Ǩ(u) that belong to the upper and lower half-
planes, respectively, and q±n are their multiplicities. The constantsM±

nk can also be determined by
substituting the solution into the original equation. The solution of the integral equation (9) can be
obtained by inverting formula (10).
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11.12-3. Reduction to Ordinary Differential Equations

1◦. Consider the special case in which the Fourier transform of the kernel of the integral equation (9)
can be represented in the form

Ǩ(u) =
M̌(u)

Ň (u)
, (11)

where M̌(u) and Ň (u) are some polynomials of degreesm and n, respectively:

M̌(u) =
m∑

k=0

Aku
k, Ň (u) =

n∑
k=0

Bku
k. (12)

In this case, the solution of the integral equation (9) (if it exists) satisfies the following linear
nonhomogeneous ordinary differential equation of the orderm with constant coefficients:

M̌
(
i
d

dx

)
y(x) = Ň

(
i
d

dx

)
f (x), 0 < x < T . (13)

The solution of Eq. (13) containsm arbitrary constants that are defined by substituting the solution
into the original equation (9). Here a system of linear algebraic equations is obtained for these
constants.

2◦. Consider the Fredholm equation of the second kind with a difference kernel that contains a sum
of the exponential functions:

y(x) +
∫ b

a

( n∑
k=1

Ake
λk |x–t|

)
y(t) dt = f (x). (14)

In the general case, this equation can be reduced to a linear nonhomogeneous ordinary differential
equation of order 2n with constant coefficients (see equation 4.2.16 in the first part of the book).

For the solution of Eq. (14) with n = 1, see equation 4.2.15 in the first part of the book.

3◦. Equations with a difference kernel that contains a sum of hyperbolic functions,

y(x) +
∫ b

a

K(x – t)y(t) dt = f (x), K(x) =
n∑

k=1

Ak sinh
(
λk |x|

)
, (15)

can be also reduced by differentiation to linear nonhomogeneous ordinary differential equations of
order 2n with constant coefficients (see equation 4.3.29 in the first part of the book).

For the solution of Eq. (15) with n = 1, see equation 4.3.26 in the first part of the book.

4◦. Equations with a difference kernel containing a sum of trigonometric functions

y(x) +
∫ b

a

K(x – t)y(t) dt = f (x), K(x) =
n∑

k=1

Ak sin
(
λk |x|

)
, (16)

can be also reduced to linear nonhomogeneous ordinary differential equations of order 2n with
constant coefficients (see equations 4.5.29 and 4.5.32 in the first part of the book).

©• References for Section 11.12: W. B. Davenport and W. L. Root (1958), I. C. Gohberg and M. G. Krein (1967),
P. P. Zabreyko, A. I. Koshelev, et al. (1975), A. D. Polyanin and A. V. Manzhirov (1998).
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11.13. The Method of Approximating a Kernel by a
Degenerate One

11.13-1. Approximation of the Kernel

For the approximate solution of the Fredholm integral equation of the second kind

y(x) –
∫ b

a

K(x, t)y(t) dt = f (x), a ≤ x ≤ b, (1)

where, for simplicity, the functions f (x) and K(x, t) are assumed to be continuous, it is useful to
replace the kernelK(x, t) by a close degenerate kernel

K(n)(x, t) =
n∑

k=0

gk(x)hk(t). (2)

Let us indicate several ways to perform such a change. If the kernel K(x, t) is differentiable
with respect to x on [a, b] sufficiently many times, then, for a degenerate kernel K(n)(x, t), we can
take a finite segment of the Taylor series:

K(n)(x, t) =
n∑

m=0

(x – x0)m

m!
K (m)

x (x0, t), (3)

where x0 ∈ [a, b]. A similar trick can be applied for the case in whichK(x, t) is differentiable with
respect to t on [a, b] sufficiently many times.

To construct a degenerate kernel, a finite segment of the double Fourier series can be used:

K(n)(x, t) =
n∑

p=0

n∑
q=0

apq(x – x0)p(t – t0)q, (4)

where

apq =
1
p! q!

∂p+q

∂xp∂tq
K(x, t)

∣∣∣∣ x=x0
t=t0

, a ≤ x0 ≤ b, a ≤ t0 ≤ b.

A continuous kernelK(x, t) admits an approximation by a trigonometric polynomial of period 2l,
where l = b – a.

For instance, we can set

K(n)(x, t) =
1
2
a0(t) +

n∑
k=1

ak(t) cos

(
kπx

l

)
, (5)

where the ak(t) (k = 0, 1, 2, . . . ) are the Fourier coefficients

ak(t) =
2
l

∫ b

a

K(x, t) cos

(
pπx

l

)
dx. (6)

A similar decomposition can be obtained by interchanging the roles of the variables x and t. A
finite segment of the double Fourier series can also be applied by setting, for instance,

ak(t) ≈
1
2
ak0 +

n∑
m=1

akm cos

(
mπt

l

)
, k = 0, 1, . . . ,n, (7)
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and it follows from formulas (5)–(7) that

K(n)(x, t) =
1
4
a00 +

1
2

n∑
k=1

ak0 cos

(
kπx

l

)
+

1
2

n∑
m=1

a0m cos

(
mπt

l

)

+
n∑

k=1

n∑
m=1

akm cos

(
kπx

l

)
cos

(
mπt

l

)
,

where

akm =
4
l2

∫ b

a

∫ b

a

K(x, t) cos

(
kπx

l

)
cos

(
mπt

l

)
dx dt. (8)

One can also use other methods of interpolating and approximating the kernelK(x, t).

11.13-2. The Approximate Solution

If K(n)(x, t) is an approximate degenerate kernel for a given exact kernel K(x, t) and if a func-
tion fn(x) is close to f (x), then the solution yn(x) of the integral equation

yn(x) –
∫ b

a

K(n)(x, t)yn(t) dt = fn(x) (9)

can be regarded as an approximation to the solution y(x) of Eq. (1).
Assume that the following error estimates hold:

∫ b

a

|K(x, t) –K(n)(x, t)| dt ≤ ε, |f (x) – fn(x)| ≤ δ.

Next, let the resolvent Rn(x, t) of Eq. (9) satisfy the relation

∫ b

a

|Rn(x, t)| dt ≤Mn

for a ≤ x ≤ b. Finally, assume that the following inequality holds:

q = ε(1 +Mn) < 1.

In this case, Eq. (1) has a unique solution y(x) and

|y(x) – yn(x)| ≤ ε
N (1 +Mn)2

1 – q
+ δ, N = max

a≤x≤b
|f (x)|. (10)

Example. Let us find an approximate solution of the equation

y(x) –
∫ 1/2

0
e–x2t2

y(t) dt = 1. (11)

Applying the expansion in a double Taylor series, we replace the kernel

K(x, t) = e–x2t2

by the degenerate kernel
K(2)(x, t) = 1 – x2t2 + 1

2 x
4t4.
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Hence, instead of Eq. (11) we obtain

y2(x) = 1 +
∫ 1/2

0

(
1 – x2t2 + 1

2 x
4t4

)
y2(t) dt. (12)

Therefore,
y2(x) = 1 + A1 + A2x

2 + A3x
4, (13)

where

A1 =
∫ 1/2

0
y2(x) dx, A2 = –

∫ 1/2

0
x2y2(x) dx, A3 =

1

2

∫ 1/2

0
x4y2(x) dx. (14)

From (13) and (14) we obtain a system of three equations with three unknowns; to the fourth decimal place, the solution
is

A1 = 0.9930, A2 = –0.0833, A3 = 0.0007.

Hence,
y(x) ≈ y2(x) = 1.9930 – 0.0833x2 + 0.0007x4, 0 ≤ x ≤ 1

2 . (15)
An error estimate for the approximate solution (15) can be performed by formula (10).

©• References for Section 11.13: L. V. Kantorovich and V. I. Krylov (1958), S. G. Mikhlin (1960), B. P. Demidovich,
I. A. Maron, and E. Z. Shuvalova (1963), M. L. Krasnov, A. I. Kiselev, and G. I. Makarenko (1971).

11.14. The Bateman Method
11.14-1. The General Scheme of the Method

In some cases it is useful, instead of replacing a given kernel by a degenerate kernel, to represent
the given kernel approximately as the sum of a kernel whose resolvent is known and a degenerate
kernel. For the latter, the resolvent can be written out in a closed form.

Consider the Fredholm integral equation of the second kind

y(x) – λ
∫ b

a

k(x, t)y(t) dt = f (x) (1)

with kernel k(x, t) whose resolvent r(x, t;λ) is known; thus, the solution of (1) can be represented
in the form

y(x) = f (x) + λ
∫ b

a

r(x, t;λ)f (t) dt. (2)

Then, for the integral equation with kernel

K(x, t) =
1

∆(aij)

∣∣∣∣∣∣∣∣
k(x, t) g1(x) · · · gn(x)
h1(t) a11 · · · a1n

...
...

. . .
...

hn(t) an1 · · · ann

∣∣∣∣∣∣∣∣ , ∆(aij) =

∣∣∣∣∣∣∣∣
a11 a12 · · · a1n

a21 a22 · · · a2n
...

...
. . .

...
an1 an2 · · · ann

∣∣∣∣∣∣∣∣ , (3)

where gk(x) and hk(t) (k = 1, . . . ,n) are arbitrary functions and aij (i, j = 1, . . . ,n) are arbitrary
numbers, the resolvent has the form

R(x, t;λ) =
1

∆(aij + λbij)

∣∣∣∣∣∣∣∣
r(x, t;λ) ϕ1(x) · · · ϕn(x)
ψ1(t) a11 + λb11 · · · a1n + λb1n

...
...

. . .
...

ψn(t) an1 + λbn1 · · · ann + λbnn

∣∣∣∣∣∣∣∣ , (4)

where

ϕk(x) = gk(x) + λ
∫ b

a

r(x, t;λ)gk(t) dt, ψk(x) = hk(x) + λ
∫ b

a

r(x, t;λ)hk(t) dt,

bij =
∫ b

a

gj(x)hi(x) dx, k, i, j = 1, . . . ,n.

(5)
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11.14-2. Some Special Cases

Assume that

K(x, t) = k(x, t) –
n∑

k=1

gk(x)hk(t), (6)

i.e., in formula (3) we have aij = 0 for i ≠ j and aii = 1. For this case, the resolvent is equal to

R(x, t;λ)=
1

∆∗

∣∣∣∣∣∣∣∣
r(x, t;λ) ϕ1(x) · · · ϕn(x)
ψ1(t) 1 + λb11 · · · λb1n

...
...

. . .
...

ψn(t) λbn1 · · · 1 + λbnn

∣∣∣∣∣∣∣∣ , ∆∗ =

∣∣∣∣∣∣∣∣
1 + λb11 λb12 · · · λb1n

λb21 1 + λb22 · · · λb2n
...

...
. . .

...
λbn1 λbn2 · · · 1 + λbnn

∣∣∣∣∣∣∣∣ . (7)

Moreover, assume that k(x, t) = 0, i.e., the kernelK(x, t) is degenerate:

K(x, t) = –
n∑

k=1

gk(x)hk(t). (8)

In this case it is clear that r(x, t;λ) = 0 and, by virtue of (7),

ϕk(x) = gk(x), ψk(x) = hk(x), bij =
∫ b

a

gj(x)hi(x) dx.

Therefore, the resolvent becomes

R(x, t;λ) =
1

∆∗

∣∣∣∣∣∣∣∣
0 g1(x) · · · gn(x)
h1(t) 1 + λb11 · · · λb1n

...
...

. . .
...

hn(t) λbn1 · · · 1 + λbnn

∣∣∣∣∣∣∣∣ . (9)

Now we consider an integral equation with some kernel Q(x, t). On the interval (a, b) we
arbitrarily choose points x1, . . . , xn and t1, . . . , tn, and in relation (3) we set

k(x, t) = 0, gk(x) = Q(x, tk), hk(t) = –Q(xk, t), aij = Q(xi, tj).

In this case it is clear that r(x, t;λ) = 0, and the kernelK(x, t) acquires the form

K(x, t) =
1
D

∣∣∣∣∣∣∣∣
0 Q(x, t1) · · · Q(x, tn)

Q(x1, t) Q(x1, t1) · · · Q(x1, tn)
...

...
. . .

...
Q(xn, t) Q(xn, t1) · · · Q(xn, tn)

∣∣∣∣∣∣∣∣ , D =

∣∣∣∣∣∣
Q(x1, t1) · · · Q(x1, tn)

...
. . .

...
Q(xn, t1) · · · Q(xn, tn)

∣∣∣∣∣∣ .

It is convenient to rewrite this formula in the form

K(x, t) = Q(x, t) –
1
D

∣∣∣∣∣∣∣∣
Q(x, t) Q(x, t1) · · · Q(x, tn)
Q(x1, t) Q(x1, t1) · · · Q(x1, tn)

...
...

. . .
...

Q(xn, t) Q(xn, t1) · · · Q(xn, tn)

∣∣∣∣∣∣∣∣ . (10)

The kernel K(x, t) is degenerate and, moreover, it coincides with the kernel Q(x, t) on the
straight lines x = xi, t = tj (i, j = 1, . . . ,n). Indeed, if we set x = xi or t = tj , then the determinant in
the numerator of the second term has two equal rows or columns and hence vanishes, and therefore,

K(xi, t) = Q(xi, t), K(x, tj) = Q(x, tj).
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This coincidence on 2n straight lines permits us to expect that K(x, t) is close to Q(x, t) and the
solution of the equation with kernelK(x, t) is close to the solution of the equation with kernelQ(x, t).
It should be noted that if Q(x, t) is degenerate, i.e., has the form

Q(x, t) =
n∑

k=1

gk(x)hk(t), (11)

then the determinant in the numerator is identically zero, and hence in this case we have

K(x, t) ≡ Q(x, t). (12)

For the kernelK(x, t), the resolvent can be evaluated on the basis of the following relations:

r(x, t;λ) = 0, ϕi(x) = gi(x) = Q(x, ti), ψj(t) = hj(t) = –Q(xj , t),

bij = –
∫ b

a

Q(x, tj)Q(xi,x) dx = –Q2(xi, tj), i, j = 1, . . . ,n,
(13)

where Q2(x, t) is the second iterated kernel for Q(x, t):

Q2(x, y) =
∫ b

a

Q(x, s)Q(s, t) ds,

and hence

R(x, t;λ) =
1

D – λD2

∣∣∣∣∣∣∣∣
0 Q(x, t1) · · · Q(x, tn)

Q(x1, t) Q(x1, t1) – λQ2(x1, t1) · · · Q(x1, tn) – λQ2(x1, tn)
...

...
. . .

...
Q(xn, t) Q(xn, t1) – λQ2(xn, t1) · · · Q(xn, tn) – λQ2(xn, tn)

∣∣∣∣∣∣∣∣ , (14)

where

D2 =

∣∣∣∣∣∣
Q2(x1, t1) · · · Q2(x1, tn)

...
. . .

...
Q2(xn, t1) · · · Q2(xn, tn)

∣∣∣∣∣∣ .

By using the resolvent R(x, t;λ), we can obtain an approximate solution of the equation with
kernel Q(x, t). In particular, approximate characteristic values λ̃ of this kernel can be found by
equating the determinant in the denominator of (14) with zero.

Example. Consider the equation

y(x) – λ
∫ 1

0
Q(x, t)y(t) dt = 0, 0 ≤ x ≤ 1, (15)

Q(x, t) =
{
x(t – 1) for x ≤ t,
t(x – 1) for x ≥ t.

Let us find its characteristic values. To this end, we apply formula (14), where for the second iterated kernel we have

Q2(x, t) =
∫ 1

0
Q(x, s)Q(s, t) ds =

{
1
6 x(1 – t)(2t – x2 – t2) for x ≤ t,
1
6 t(1 – x)(2x – x2 – t2) for x ≥ t.

We choose equidistant points xi and tj and take n = 5. This implies

x1 = t1 = 1
6 , x2 = t2 = 2

6 , x3 = t3 = 3
6 , x4 = t4 = 4

6 , x5 = t5 = 5
6 .

Let us equate the determinant in the denominator of (14) with zero. After some algebraic manipulations, we obtain the
following equation:

130µ5 – 441µ4 + 488µ3 – 206µ2 + 30µ – 1 = 0 (λ̃ = 216µ),
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which can be rewritten in the form

(µ – 1)(2µ – 1)(5µ – 1)(13µ2 – 22µ + 1) = 0. (16)

On solving (16), we obtain

λ̃1 = 10.02, λ̃2 = 43.2, λ̃3 = 108, λ̃4 = 216, λ̃5 = 355.2.

The exact values of the characteristic values of the equation under consideration are known:

λ1 = π2 = 9.869 . . . , λ2 = (2π)2 = 39.478 . . . , λ3 = (3π)2 = 88.826 . . . ,

and hence the calculation error is 2% for the first characteristic value, 9% for the second characteristic value, and 20% for
the third characteristic value.

The result can be improved by choosing another collection of points xi and ti (i = 1, . . . , 5). However, for this number
of ordinates we cannot have very high precision, because the kernel Q(x, t) itself has a singularity, namely, its derivative is
discontinuous for x = t, and thus the kernels under consideration cannot provide a good approximation of the given kernel.

©• References for Section 11.14: H. Bateman (1922), E. Goursat (1923), L. V. Kantorovich and V. I. Krylov (1958).

11.15. The Collocation Method

11.15-1. General Remarks

Let us rewrite the Fredholm integral equation of the second kind in the form

ε[y(x)] ≡ y(x) – λ
∫ b

a

K(x, t)y(t) dt – f (x) = 0. (1)

Let us seek an approximate solution of Eq. (1) in the special form

Yn(x) = Φ(x,A1, . . . ,An) (2)

with free parameters A1, . . . , An (undetermined coefficients). On substituting the expression (2)
into Eq. (1), we obtain the residual

ε[Yn(x)] = Yn(x) – λ
∫ b

a

K(x, t)Yn(t) dt – f (x). (3)

If y(x) is an exact solution, then, clearly, the residual ε[y(x)] is zero. Therefore, one tries to
choose the parameters A1, . . . , An so that, in a sense, the residual ε[Yn(x)] is as small as possible.
The residual ε[Yn(x)] can be minimized in several ways. Usually, to simplify the calculations, a
function Yn(x) linearly depending on the parametersA1, . . . ,An is taken. On finding the parameters
A1, . . . , An, we obtain an approximate solution (2). If

lim
n→∞

Yn(x) = y(x), (4)

then, by taking a sufficiently large number of parameters A1, . . . , An, we find that the solution y(x)
can be found with an arbitrary prescribed precision.

Now let us go to the description of a concrete method of construction of an approximate
solution Yn(x).
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11.15-2. The Approximate Solution

We set

Yn(x) = ϕ0(x) +
n∑

i=1

Aiϕi(x), (5)

where ϕ0(x), ϕ1(x), . . . , ϕn(x) are given functions (coordinate functions) and A1, . . . , An are
indeterminate coefficients, and assume that the functionsϕi(x) (i=1, . . . ,n) are linearly independent.
Note that, in particular, we can take ϕ0(x) = f (x) or ϕ0(x) ≡ 0. On substituting the expression (5)
into the left-hand side of Eq. (1), we obtain the residual

ε[Yn(x)] = ϕ0(x) +
n∑

i=1

Aiϕi(x) – f (x) – λ
∫ b

a

K(x, t)

[
ϕ0(t) +

n∑
i=1

Aiϕi(t)

]
dt,

or

ε[Yn(x)] = ψ0(x,λ) +
n∑

i=1

Aiψi(x,λ), (6)

where

ψ0(x,λ) = ϕ0(x) – f (x) – λ
∫ b

a

K(x, t)ϕ0(t) dt

ψi(x,λ) = ϕi(x) – λ
∫ b

a

K(x, t)ϕi(t) dt, i = 1, . . . ,n.

(7)

According to the collocation method, we require that the residual ε[Yn(x)] be zero at the given
system of the collocation points x1, . . . , xn on the interval [a, b], i.e., we set

ε[Yn(xj)] = 0, j = 1, . . . ,n,

where

a ≤ x1 < x2 < · · · < xn–1 < xn ≤ b.

It is common practice to set x1 = a and xn = b.
This, together with formula (6) implies the linear algebraic system

n∑
i=1

Aiψi(xj ,λ) = –ψ0(xj ,λ), j = 1, . . . ,n, (8)

for the coefficients A1, . . . , An. If the determinant of system (8) is nonzero,

det[ψi(xj ,λ)] =

∣∣∣∣∣∣∣∣
ψ1(x1,λ) ψ1(x2,λ) · · · ψ1(xn,λ)
ψ2(x1,λ) ψ2(x2,λ) · · · ψ2(xn,λ)

...
...

. . .
...

ψn(x1,λ) ψn(x2,λ) · · · ψn(xn,λ)

∣∣∣∣∣∣∣∣ ≠ 0,

then system (8) uniquely determines the numbers A1, . . . , An, and hence makes it possible to find
the approximate solution Yn(x) by formula (5).
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11.15-3. The Eigenfunctions of the Equation

On equating the determinant with zero, we obtain the relation

det[ψi(xj ,λ)] = 0,

which, in general, enables us to find approximate values λ̃k (k = 1, . . . ,n) for the characteristic
values of the kernelK(x, t).

If we set

f (x) ≡ 0, ϕ0(x) ≡ 0, λ = λ̃k,

then, instead of system (8), we obtain the homogeneous system

n∑
i=1

Ã(k)
i ψi(xj , λ̃k) = 0, j = 1, . . . ,n. (9)

On finding nonzero solutions Ã(k)
i (i = 1, . . . ,n) of system (9), we obtain approximate eigen-

functions for the kernelK(x, t):

Ỹ (k)
n (x) =

n∑
i=1

Ã(k)
i ϕi(x),

that correspond to its characteristic value λk ≈ λ̃k.

Example. Let us solve the equation

y(x) –
∫ 1

0

t2y(t)

x2 + t2
dt = x arctan

1

x
(10)

by the collocation method.
We set

Y2(x) = A1 + A2x.

On substituting this expression into Eq. (10), we obtain the residual

ε[Y2(x)] = –A1x arctan
1

x
+ A2

[
x –

1

2
+
x2

2
ln

(
1 +

1

x2

)]
– x arctan

1

x
.

On choosing the collocation points x1 = 0 and x2 = 1 and taking into account the relations

lim
x→0

x arctan
1

x
= 0, lim

x→0
x2 ln

(
1 +

1

x2

)
= 0,

we obtain the following system for the coefficients A1 and A2:

0 × A1 – 1
2A2 = 0,

– π4 A1 + 1
2 (1 + ln 2)A2 = π

4 .

This implies A2 = 0 and A1 = –1. Thus,
Y2(x) = –1. (11)

We can readily verify that the approximate solution (11) thus obtained is exact.

©• References for Section 11.15: L. Collatz (1960), B. P. Demidovich, I. A. Maron, and E. Z. Shuvalova (1963), A. F. Verlan’
and V. S. Sizikov (1986).
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11.16. The Method of Least Squares

11.16-1. Description of the Method

By analogy with the collocation method, for the equation

ε[y(x)] ≡ y(x) – λ
∫ b

a

K(x, t)y(t) dt – f (x) = 0 (1)

we set

Yn(x) = ϕ0(x) +
n∑

i=1

Aiϕi(x), (2)

where ϕ0(x), ϕ1(x), . . . , ϕn(x) are given functions, A1, . . . , An are indeterminate coefficients, and
the ϕi(x) (i = 1, . . . ,n) are linearly independent.

On substituting (2) into the left-hand side of Eq. (1), we obtain the residual

ε[Yn(x)] = ψ0(x,λ) +
n∑

i=1

Aiψi(x,λ), (3)

where ψ0(x,λ) and the ψi(x,λ) (i = 1, . . . ,n) are defined by formulas (7) of Subsection 11.15-2.
According to the method of least squares, the coefficients Ai (i = 1, . . . ,n) can be found from

the condition for the minimum of the integral

I =
∫ b

a

{ε[Yn(x)]}2 dx =
∫ b

a

[
ψ0(x,λ) +

n∑
i=1

Aiψi(x,λ)

]2

dx. (4)

This requirement leads to the algebraic system of equations

∂I

∂Aj
= 0, j = 1, . . . ,n, (5)

and hence, on the basis of (4), by differentiating with respect to the parameters A1, . . . , An under
the integral sign, we obtain

1
2
∂I

∂Aj
=

∫ b

a

ψj(x,λ)

[
ψ0(x,λ) +

n∑
i=1

Aiψi(x,λ)

]
dx = 0, j = 1, . . . ,n. (6)

Using the notation

cij(λ) =
∫ b

a

ψi(x,λ)ψj(x,λ) dx, (7)

we can rewrite system (6) in the form of the normal system of the method of least squares:

c11(λ)A1 + c12(λ)A2 + · · · + c1n(λ)An = –c10(λ),

c21(λ)A1 + c22(λ)A2 + · · · + c2n(λ)An = –c20(λ),

⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅
cn1(λ)A1 + cn2(λ)A2 + · · · + cnn(λ)An = –cn0(λ).

(8)

Note that if ϕ0(x) ≡ 0, then ψ0(x) = –f (x). Moreover, since cij(λ) = cji(λ), the matrix of system (8)
is symmetric.

Page 586

© 1998 by CRC Press LLC



11.16-2. The Construction of Eigenfunctions

The method of least squares can also be applied for the approximate construction of characteristic
values and eigenfunctions of the kernel K(x, s), similarly to the way in which it can be done in
the collocation method. Namely, by setting f (x) ≡ 0 and ϕ0(x) ≡ 0, which implies ψ0(x) ≡ 0, we
determine approximate values of the characteristic values from the algebraic equation

det[cij(λ)] = 0. (9)

After this, approximate eigenfunctions can be found from the homogeneous system of the form (8),
where, instead of λ, the corresponding approximate value is substituted.

Example. Let us find an approximate solution of the equation

y(x) = x2 +
∫ 1

–1
sinh(x + t)y(t) dt (10)

by the method of least squares.
For the form of an approximate solution we take Y2(x) = x2 + A2x + A1. This implies

ϕ1(x) = 1, ϕ2(x) = x, ϕ0(x) = x2.

Taking into account the relations

∫ 1

–1
sinh(x + t) dt = a sinhx,

∫ 1

–1
t sinh(x + t) dt = b sinhx,

∫ 1

–1
t2 sinh(x + t) dt = c sinhx,

a = 2 sinh 1 = 2.3504, b = 2e–1 = 0.7358, c = 6 sinh 1 – 4 cosh 1 = 0.8788,

on the basis of formulas (7) of Subsection 11.15-2 we have

ψ1 = 1 – a sinhx, ψ2 = x – b coshx, ψ0 = –c sinhx.

Furthermore, we see that (to the fourth decimal place)

c11 = 2 + a2( 1
2 sinh 2 – 1

)
= 6.4935, c22 = 2

3 + b2( 1
2 sinh 2 + 1

)
= 2.1896,

c12 = –4(ae–1 + b sinh 1) = –8e–1 sinh 1 = –3.4586, c10 = ac
( 1

2 sinh 2 – 1
)

= 1.6800, c20 = –2ce–1 = –0.6466,

and obtain the following system for the coefficients A1 and A2:

6.4935A1 – 3.4586A2 = –1.6800,

–3.4586A1 + 2.1896A2 = 0.6466.

Hence, we have A1 = –0.5423 and A2 = –0.5613. Thus,

Y2(x) = x2 – 0.5613x – 0.5423. (11)

Since the kernel
K(x, t) = sinh(x + t) = sinhx cosh t + coshx sinh t

of Eq. (10) is degenerate, we can readily obtain the exact solution

y(x) = x2 + α sinhx + β coshx, (12)

α =
6 sinh 1 – 4 cosh 1

2 –
( 1

2 sinh 2
)2 = –0.6821, β = α

( 1
2 sinh 2 – 1

)
= –0.5548.

On comparing formulas (11) and (12) we conclude that the approximate solution Y2(x) is close to the exact solution y(x) if
|x| is small. At the endpoints x = ±1, the discrepancy |y(x) – Y2(x)| is rather significant.

©• References for Section 11.16: L. V. Kantorovich and V. I. Krylov (1958), B. P. Demidovich, I. A. Maron, and
E. Z. Shuvalova (1963), M. L. Krasnov, A. I. Kiselev, and G. I. Makarenko (1971).
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11.17. The Bubnov–Galerkin Method
11.17-1. Description of the Method

Let

ε[y(x)] ≡ y(x) – λ
∫ b

a

K(x, t)y(t) dt – f (x) = 0. (1)

Similarly to the above reasoning, we seek an approximate solution of Eq. (1) in the form of a finite
sum

Yn(x) = f (x) +
n∑

i=1

Aiϕi(x), i = 1, . . . ,n, (2)

where the ϕi(x) (i = 1, . . . ,n) are some given linearly independent functions (coordinate functions)
and A1, . . . , An are indeterminate coefficients. On substituting the expression (2) into the left-hand
side of Eq. (1), we obtain the residual

ε[Yn(x)] =
n∑

j=1

Aj

[
ϕj(x) – λ

∫ b

a

K(x, t)ϕj(t) dt

]
– λ

∫ b

a

K(x, t)f (t) dt. (3)

According to the Bubnov–Galerkin method, the coefficients Ai (i = 1, . . . ,n) are defined from
the condition that the residual is orthogonal to all coordinate functions ϕ1(x), . . . , ϕn(x). This gives
the system of equations ∫ b

a

ε[Yn(x)]ϕi(x) dx = 0, i = 1, . . . ,n,

or, by virtue of (3),
n∑

j=1

(αij – λβij)Aj = λγi, i = 1, . . . ,n, (4)

where

αij =
∫ b

a

ϕi(x)ϕj(x) dx, βij =
∫ b

a

∫ b

a

K(x, t)ϕi(x)ϕj(t) dt dx, γi =
∫ b

a

∫ b

a

K(x, t)ϕi(x)f (t) dt dx.

If the determinant of system (4)
D(λ) = det[αij – λβij]

is nonzero, then this system uniquely determines the coefficientsA1, . . . ,An. In this case, formula (2)
gives an approximate solution of the integral equation (1).

11.17-2. Characteristic Values

The equationD(λ) = 0 gives approximate characteristic values λ̃1, . . . , λ̃n of the integral equation.
On finding nonzero solutions of the homogeneous linear system

n∑
j=1

(αij – λ̃kβij)Ã(k)
j = 0, i = 1, . . . ,n,

we can construct approximate eigenfunctions Ỹ (k)
n (x) corresponding to characteristic values λ̃k:

Ỹ (k)
n (x) =

n∑
i=1

Ã(k)
i ϕ(x).

It can be shown that the Bubnov–Galerkin method is equivalent to the replacement of the
kernelK(x, t) by some degenerate kernelK(n)(x, t). Therefore, for the approximate solution Yn(x)
we have an error estimate similar to that presented in Subsection 11.13-2.
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Example. Let us find the first two characteristic values of the integral equation

ε[y(x)] ≡ y(x) – λ
∫ 1

0
K(x, t)y(t) dt = 0,

where
K(x, t) =

{
t for t ≤ x,
x for t > x.

(5)

On the basis of (5), we have

ε[y(x)] = y(x) – λ

{∫ x

0
ty(t) dt +

∫ 1

x
xy(t) dt

}
.

We set Y2(x) = A1x + A2x
2. In this case

ε[Y2(x)] = A1x + A2x
2 – λ

[ 1
3A1x

3 + 1
4A2x

4 + x
( 1

2A1 + 1
3A2

)
–

( 1
2A1x

3 + 1
3A2x

4)] =

= A1
[(

1 – 1
2 λ

)
x + 1

6 λx
3] + A2

(
– 1

3 λx + x2 + 1
12 λx

4).

On orthogonalizing the residual ε[Y2(x)], we obtain the system∫ 1

0
ε[Y2(x)]x dx = 0,∫ 1

0
ε[Y2(x)]x2 dx = 0,

or the following homogeneous system of two algebraic equations with two unknowns:

A1(120 – 48λ) + A2(90 – 35λ) = 0

A1(630 – 245λ) + A2(504 – 180λ) = 0.
(6)

On equating the determinant of system (6) with zero, we obtain the following equation for the characteristic values:

D(λ) ≡
∣∣∣ 120 – 48λ 90 – 35λ

630 – 245λ 504 – 180λ

∣∣∣ = 0.

Hence,
λ2 – 26.03λ + 58.15 = 0. (7)

Equations (7) imply
λ̃1 = 2.462 . . . and λ̃2 = 23.568 . . .

For comparison we present the exact characteristic values:

λ1 = 1
4 π

2 = 2.467 . . . and λ2 = 9
4 π

2 = 22.206 . . . ,

which can be obtained from the solution of the following boundary value problem equivalent to the original equation:

y′′xx(x) + λy(x) = 0; y(0) = 0, y′x(1) = 0.

Thus, the error of λ̃1 is approximately equal to 0.2% and that of λ̃2, to 6%.

©• References for Section 11.17: L. V. Kantorovich and V. I. Krylov (1958), B. P. Demidovich, I. A. Maron, and
E. Z. Shuvalova (1963), A. F. Verlan’ and V. S. Sizikov (1986).

11.18. The Quadrature Method
11.18-1. The General Scheme for Fredholm Equations of the Second Kind

In the solution of an integral equation, the reduction to the solution of systems of algebraic equations
obtained by replacing the integrals with finite sums is one of the most effective tools. The method
of quadratures is related to the approximation methods. It is widespread in practice because it is
rather universal with respect to the principle of constructing algorithms for solving both linear and
nonlinear equations.

Just as in the case of Volterra equations, the method is based on a quadrature formula (see
Subsection 8.7-1): ∫ b

a

ϕ(x) dx =
n∑

j=1

Ajϕ(xj) + εn[ϕ], (1)
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where the xj are the nodes of the quadrature formula, the Aj are given coefficients that do not
depend on the function ϕ(x), and εn[ϕ] is the error of replacement of the integral by the sum (the
truncation error).

If in the Fredholm integral equation of the second kind,

y(x) – λ
∫ b

a

K(x, t)y(t) dt = f (x), a ≤ x ≤ b, (2)

we set x = xi (i = 1, . . . ,n), then we obtain the following relation that is the basic formula for the
method under consideration:

y(xi) – λ
∫ b

a

K(xi, t)y(t) dt = f (xi), i = 1, . . . ,n. (3)

Applying the quadrature formula (1) to the integral in (3), we arrive at the following system of
equations:

y(xi) – λ
n∑

j=1

AjK(xi,xj)y(xj) = f (xi) + λεn[y]. (4)

By neglecting the small term λεn[y] in this formula, we obtain the system of linear algebraic
equations for approximate values yi of the solution y(x) at the nodes x1, . . . , xn:

yi – λ
n∑

j=1

AjKijyj = fi, i = 1, . . . ,n, (5)

whereKij = K(xi,xj), fi = f (xi).
The solution of system (5) gives the values y1, . . . , yn, which determine an approximate solution

of the integral equation (2) on the entire interval [a, b] by interpolation. Here for the approximate
solution we can take the function obtained by linear interpolation, i.e., the function that coincides
with yi at the points xi and is linear on each of the intervals [xi,xi+1]. Moreover, for an analytic
expression of the approximate solution to the equation, a function

ỹ(x) = f (x) + λ
n∑

j=1

AjK(x,xj)yj (6)

can be chosen, which also takes the values y1, . . . , yn at the points x1, . . . , xn.

11.18-2. Construction of the Eigenfunctions

The method of quadratures can also be applied for solutions of homogeneous Fredholm equations
of the second kind. In this case, system (5) becomes homogeneous (fi = 0) and has a nontrivial
solution only if its determinant D(λ) is equal to zero. The algebraic equation D(λ) = 0 of degree n
for λmakes it possible to find the roots λ̃1, . . . , λ̃n, which are approximate values of n characteristic
values of the equation. The substitution of each value λ̃k (k = 1, . . . ,n) into (5) for fi ≡ 0 leads to
the system of equations

y(k)
i – λ̃k

n∑
j=1

AjKijy
(k)
j = 0, i = 1, . . . ,n,

whose nonzero solutions y(k)
i make it possible to obtain approximate expressions for the eigenfunc-

tions of the integral equation:

ỹk(x) = λ̃k

n∑
j=1

AjK(x,xj)y(k)
j .

If λ differs from each of the roots λ̃k, then the nonhomogeneous system of linear algebraic
equations (5) has a unique solution. In the same case, the homogeneous system of equations (5) has
only the trivial solution.
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11.18-3. Specific Features of the Application of Quadrature Formulas

The accuracy of the resulting solutions essentially depends on the smoothness of the kernel and
the constant term. When choosing the quadrature formula, it is necessary to take into account that
the more accurate an applied formula is, the more serious requirements must be imposed on the
smoothness of the kernel, the solution, and the right-hand side.

If the right-hand side or the kernel have singularities, then it is reasonable to perform a preliminary
transform of the original equation to obtain a more accurate approximate solution. Here the following
methods can be applied.

If the right-hand side f (x) has singularities and the kernel is smooth, then we can introduce the
new unknown function z(x) = y(x) – f (x) instead of y(x), and the substitution of z(x) in the original
equation leads to the equation

z(x) – λ
∫ b

a

K(x, t)z(t) dt = λ
∫ b

a

K(x, t)f (t) dt,

in which the right-hand side is smoothed, and hence a solution z(x) is smoother. From the func-
tion z(x) thus obtained we can readily find the desired solution y(x).

For the cases in which the kernelK(x, t) or its derivatives with respect to t have discontinuities
on the diagonal x = t, it is useful to rewrite the equation under consideration in the equivalent form

y(x)

[
1 – λ

∫ b

a

K(x, t) dt

]
– λ

∫ b

a

K(x, t)[y(t) – y(x)] dt = f (x),

where the integrand in the second integral has no singularities because the difference y(t) – y(x)

vanishes on the diagonal x = t, and the calculation of the integral
∫ b

a
K(x, t) dt is performed without

unknown functions and is possible in the explicit form.

Example. Consider the equation

y(x) – 1
2

∫ 1

0
xty(t) dt = 5

6 x.

Let us choose the nodes x1 = 0, x2 = 1
2 , x3 = 1 and calculate the values of the right-hand side f (x) = 5

6 x and of the
kernel K(x, t) = xt at these nodes:

f (0) = 0, f
( 1

2

)
= 5

12 , f (1) = 5
6 ,

K(0, 0) = 0, K
(
0, 1

2

)
= 0, K(0, 1) = 0, K

( 1
2 , 0

)
= 0, K

( 1
2 , 1

2

)
= 1

4 ,

K
( 1

2 , 1
)

= 1
2 , K(1, 0) = 0, K

(
1, 1

2

)
= 1

2 , K(1, 1) = 1.

On applying Simpson’s rule (see Subsection 8.7-1)∫ 1

0
F (x) dx ≈ 1

6

[
F (0) + 4F

( 1
2

)
+ F (1)

]
to determine the approximate values yi (i = 1, 2, 3) of the solution y(x) at the nodes xi we obtain the system

y1 = 0,
11
12 y2 – 1

24 y3 = 5
12 ,

– 2
12 y2 + 11

12 y3 = 5
6 ,

whose solution is y1 = 0, y2 = 1
2 , y3 = 1. In accordance with the expression (6), the approximate solution can be presented

in the form
ỹ(x) = 5

6 x + 1
2 × 1

6

(
0 + 4 × 1

2 × 1
2 x + 1 × 1 × x

)
= x.

We can readily verify that it coincides with the exact solution.

©• References for Section 11.18: N. S. Bakhvalov (1973), V. I. Krylov, V. V. Bobkov, and P. I. Monastyrnyi (1984),
A. F. Verlan’ and V. S. Sizikov (1986).
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11.19. Systems of Fredholm Integral Equations of the
Second Kind

11.19-1. Some Remarks

A system of Fredholm integral equations of the second kind has the form

yi(x) – λ
n∑

j=1

∫ b

a

Kij(x, t)yj(t) dt = fi(x), a ≤ x ≤ b, i = 1, . . . ,n. (1)

Assume that the kernelsKij(x, t) are continuous or square integrable on the square S = {a ≤ x ≤ b,
a ≤ t ≤ b} and the right-hand sides fi(x) are continuous or square integrable on [a, b]. We also
assume that the functions yi(x) to be defined are continuous or square integrable on [a, b] as well.
The theory developed above for Fredholm equations of the second kind can be completely extended
to such systems. In particular, it can be shown that for systems (1), the successive approximations
converge in mean-square to the solution of the system if λ satisfies the inequality

|λ| <
1
B∗

, (2)

where
n∑

i=1

n∑
j=1

∫ b

a

∫ b

a

|Kij(x, t)|2 dx dt = B2
∗ < ∞. (3)

If the kernelKij(x, t) satisfies the additional condition

∫ b

a

K2
ij(x, t) dt ≤ Aij , a ≤ x ≤ b, (4)

where Aij are some constants, then the successive approximations converge absolutely and uni-
formly.

If all kernelsKij(x, t) are degenerate, then system (1) can be reduced to a linear algebraic system.
It can be established that for a system of Fredholm integral equations, all Fredholm theorems are
satisfied.

11.19-2. The Method of Reducing a System of Equations to a Single Equation

System (1) can be transformed into a single Fredholm integral equation of the second kind. Indeed,
let us introduce the functions Y (x) and F (x) on [a, nb – (n – 1)a] by setting

Y (x) = yi
(
x – (i – 1)(b – a)

)
, F (x) = fi

(
x – (i – 1)(b – a)

)
,

for
(i – 1)b – (i – 2)a ≤ x ≤ ib – (i – 1)a.

Let us define a kernel K(x, t) on the square {a ≤ x ≤ nb – (n – 1)a, a ≤ t ≤ nb – (n – 1)a} as
follows:

K(x, t) = Kij

(
x – (i – 1)(b – a), t – (j – 1)(b – a)

)
for

(i – 1)b – (i – 2)a ≤ x ≤ ib – (i – 1)a, (j – 1)b – (j – 2)a ≤ t ≤ jb – (j – 1)a.
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Now system (1) can be rewritten as the single Fredholm equation

Y (x) – λ
∫ nb–(n–1)a

a

K(x, t)Y (t) dt = F (x), a ≤ x ≤ nb – (n – 1)a.

If the kernels Kij(x, t) are square integrable on the square S = {a ≤ x ≤ b, a ≤ t ≤ b} and the
right-hand sides fi(x) are square integrable on [a, b], then the kernelK(x, t) is square integrable on
the new square

Sn = {a < x < nb – (n – 1)a, a < t < nb – (n – 1)a},

and the right-hand side F (x) is square integrable on [a, nb – (n – 1)a].
If condition (4) is satisfied, then the kernelK(x, t) satisfies the inequality

∫ b

a

K2(x, t) dt ≤ A∗, a < x < nb – (n – 1)a,

where A∗ is a constant.

©• Reference for Section 11.19: S. G. Mikhlin (1960).

11.20. Regularization Method for Equations With Infinite
Limits of Integration

11.20-1. Basic Equation and Fredholm Theorems

Consider an integral equation of the second kind in the form

y(x) +
1√
2π

∫ ∞

0
K1(x – t)y(t) dt +

1√
2π

∫ 0

–∞
K2(x – t)y(t) dt +

∫ ∞

–∞
M (x, t)y(t) dt = f (x), (1)

where –∞ < x < ∞. We assume that the functions y(x) and f (x) and the kernelsK1(x) andK2(x)
are such that their Fourier transforms belong to L2(–∞,∞) and satisfy the Hölder condition. We
also assume that the Fourier transforms of the kernelM (x, t) with respect to each variable belong
to L2(–∞,∞) and satisfy the Hölder condition and, in addition,∫ ∞

–∞

∫ ∞

–∞
|M (x, t)|2 dx dt < ∞.

It should be noted that Eq. (1) withM (x, t) ≡ 0 is the convolution-type integral equation with two
kernels which was discussed in Subsection 11.9-2.

The transposed homogeneous equation has the form

ϕ(x) +
1√
2π

∫ ∞

0
K1(t – x)ϕ(t) dt +

1√
2π

∫ 0

–∞
K2(t – x)ϕ(t) dt +

∫ ∞

–∞
M (t,x)ϕ(t) dt = 0, (2)

where –∞ < x < ∞.
Assume that the normality conditions (see Subsection 11.9-2) hold, that is,

1 + K1(u) ≠ 0, 1 + K2(u) ≠ 0, –∞ < u < ∞. (3)

THEOREM 1. The number of linearly independent solutions of the homogeneous (f (x) ≡ 0)
equation (1) and that of the transposed homogeneous (g(x) ≡ 0) equation (2) are finite.
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THEOREM 2. For the nonhomogeneous equation (1) to be solvable, it is necessary and sufficient
that ∫ ∞

–∞
f (t)ϕk(t) dt = 0, k = 1, . . . ,N , (4)

whereϕk(x) is a complete finite set of linearly independent solutions to the transposed homogeneous
equation (2).

THEOREM 3. The difference between the number of linearly independent solutions to the ho-
mogeneous equation (1) and the number of linearly independent solutions to the homogeneous
transposed equation (2) is equal to the index

ν = Ind
1 + K2(u)
1 + K1(u)

=
1

2π

[
arg

1 + K2(u)
1 + K1(u)

]∞

–∞
. (5)

11.20-2. Regularizing Operators

An important method for the theoretical investigation and practical solution of the integral equations
in question is a regularization of these equations, i.e., their reduction to a Fredholm equation of the
second kind.

Let us denote by K the operator determined by the left-hand side of Eq. (1):

K[y(x)] ≡ y(x)+
1√
2π

∫ ∞

0
K1(x– t)y(t) dt+

1√
2π

∫ 0

–∞
K2(x– t)y(t) dt+

∫ ∞

–∞
M (x, t)y(t) dt (6)

and introduce the similar operator

L[ω(x)] ≡ ω(x)+
1√
2π

∫ ∞

0
L1(x–t)ω(t) dt+

1√
2π

∫ 0

–∞
L2(x–t)ω(t) dt+

∫ ∞

–∞
Q(x, t)ω(t) dt. (7)

Let us find an operator L such that the product LK is determined by the left-hand side of a
Fredholm equation of the second kind with a kernelK(x, t):

LK[y(x)] ≡ y(x) +
∫ ∞

–∞
K(x, t)y(t) dt,

∫ ∞

–∞

∫ ∞

–∞
|K(x, t)|2 dx dt < ∞. (8)

The operator L is called a left regularizer.
For the operator K of the integral equation (1) to have a left regularizer L of the form (7), it is

necessary and sufficient that the normality conditions (3) hold.
If conditions (3) are satisfied, then the left regularizer L has the form

Lω(x) ≡ ω(x) –
1√
2π

∫ ∞

0
R1(x – t)ω(t) dt –

1√
2π

∫ 0

–∞
R2(x – t)ω(t) dt +

∫ ∞

–∞
Q(x, t)ω(t) dt, (9)

where the resolvents R1(x – t) and R2(x – t) of the kernelsK1(x – t) andK2(x – t) are given by (see
Subsection 11.8-1)

Rj(x) =
1√
2π

∫ ∞

–∞

Kj(u)
1 + Kj(u)

e–iux du, Kj(u) =
1√
2π

∫ ∞

–∞
Kj(x)eiux dx, j = 1, 2,

and Q(x, t) is any function such that∫ ∞

–∞

∫ ∞

–∞
|Q(x, t)|2 dx dt < ∞.
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If condition (3) is satisfied, then the operator L given by formula (9) is simultaneously a right
regularizer of the operator K:

KL[y(x)] ≡ y(x) +
∫ ∞

–∞
K∗(x, t)y(t) dt, (10)

where the functionK∗(x, t) satisfies the condition∫ ∞

–∞

∫ ∞

–∞
|K∗(x, t)|2 dx dt < ∞. (11)

11.20-3. The Regularization Method

Consider the equation of the form

K[y(x)] = f (x), –∞ < x < ∞, (12)

where the operator K is defined by (6).
There are several ways of regularizing this equation, i.e., of its reduction to a Fredholm equation.

First, this equation can be reduced to an equation with a Cauchy kernel. On regularizing the last
equation by a method presented in Section 13.4, we can achieve our aim. This approach can be
applied if we can find, for given functions K1(x), K2(x), M (x, t), and f (x), simple expressions
for their Fourier integrals. Otherwise it is natural to perform the regularization of Eq. (12) directly,
without passing to the inverse transforms.

A left regularization of Eq. (12) involves the application of the regularizer L constructed in the
previous subsection to both its sides:

LK[y(x)] = L[f (x)]. (13)

It follows from (8) that Eq. (13) is a Fredholm equation

y(x) +
∫ ∞

–∞
K(x, t)y(t) dt = L[f (x)]. (14)

Thus, Eq. (12) can be transformed by left regularization to a Fredholm equation with the same
unknown function y(x) and the known right-hand side L[f (x)]. Left regularization is known to
imply no loss of solutions: all solutions of the original equation (12) are solutions of the regularized
equation. However, in the general case, a solution of the regularized equation need not be a solution
of the original equation.

The right regularization consists in the substitution of the expression

y(x) = L[ω(x)] (15)

for the desired function into Eq. (12), where ω(x) is a new unknown function. We finally arrive at
the following integral equation:

KL[ω(x)] = f (x), (16)

which is a Fredholm equation as well by virtue of (10):

KL[ω(x)] ≡ ω(x) +
∫ ∞

–∞
K∗(x, t)ω(t) dt = f (x), –∞ < x < ∞. (17)
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Thus, we have passed from Eq. (12) for the unknown function y(x) to a Fredholm integral
equation for a new unknown function ω(x). On solving the Fredholm equation (17), we find a
solution of the original equation (12) by formula (15). Right regularization can give no irrelevant
solutions, but it is known that it can lead to a loss of a solution.

A solution of the problem on an equivalent regularization, for which neither the loss of solutions
nor the appearance of irrelevant “solutions” occur, is of significant theoretical and practical interest.

For Eq. (12) with an arbitrary right-hand side f (x) to admit an equivalent left regularization, it
is necessary and sufficient that the index ν given by formula (5) be nonnegative. For an equivalently
regularizing operator we can take the operator

L◦[ω(x)] ≡ ω(x) –
1√
2π

∫ ∞

0
R1(x – t)ω(t) dt –

1√
2π

∫ 0

–∞
R2(x – t)ω(t) dt.

Thus, the Fredholm equation
L◦K[y(x)] = L◦[f (x)], (18)

for the case ν ≥ 0, has those and only those solutions that are solutions to Eq. (12).
For the case in which the index ν is nonpositive, the operator L◦ performs an equivalent right

regularization of Eq. (12) for an arbitrary right-hand side f (x). In other words, for ν ≤ 0, on finding
the solution to the Fredholm equation

KL◦[ω(x)] = f (x),

we can obtain all solutions of the original equation (12) by the formula y(x) = L◦[ω(x)].
Another method of regularization is known, the so-called Carleman–Vekua regularization, which

is based on the solution of the corresponding characteristic equation. Equation (12) can formally be
rewritten as a convolution type equation with two kernels:

y(x) +
1√
2π

∫ ∞

0
K1(x – t)y(t) dt +

1√
2π

∫ 0

–∞
K2(x – t)y(t) dt = f1(x), (19)

where

f1(x) = f (x) –
∫ ∞

–∞
M (x, t)y(t) dt.

Next, the function f1(x) is provisionally assumed to be known, and Eq. (19) is solved (see Subsec-
tion 11.9-2). The analysis of the resulting formula for the function y(x) shows that, for ν = 0, this
is a Fredholm integral equation with the unknown function y(x). For the case in which ν > 0, the
resulting equation contains ν arbitrary constants. For a negative index ν, solvability conditions must
be added to the equation.

©• Reference for Section 11.20: F. D. Gakhov and Yu. I. Cherskii (1978).
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Chapter 12

Methods for Solving Singular
Integral Equations of the First Kind

12.1. Some Definitions and Remarks
12.1-1. Integral Equations of the First Kind With Cauchy Kernel

A singular integral equation of the first kind with Cauchy kernel has the form

1
πi

∫
L

ϕ(τ )
τ – t

dτ = f (t), i2 = –1, (1)

where L is a smooth closed or nonclosed contour in the complex plane of the variable z = x + iy,

t and τ are the complex coordinates on L, ϕ(t) is the unknown function,
1
τ – t

is the Cauchy kernel,

and f (t) is a given function, which is called the right-hand side of Eq. (1). The integral on the
left-hand side only exists in the sense of the Cauchy principal value (see Subsection 12.2-5).

A singular integral equation in which L is a smooth closed contour, as well as an equation of
the form

1
π

∫ ∞

–∞

ϕ(t)
t – x

dt = f (x), –∞ < x < ∞, (2)

on the real axis and an equation with Cauchy kernel

1
π

∫ b

a

ϕ(t)
t – x

dt = f (x), a ≤ x ≤ b, (3)

on a finite interval, are special cases of Eq. (1).
A general singular integral equation of the first kind with Cauchy kernel has the form

1
πi

∫
L

M (t, τ )
τ – t

ϕ(τ ) dτ = f (t), (4)

where M (t, τ ) is a given function. This equation can also be rewritten in a different (equivalent)
form, which is given in Subsection 12.4-4.

Assume that all functions in Eqs. (1)–(4) satisfy the Hölder condition (Subsection 12.2-2) and
the functionM (t, τ ) satisfies this condition with respect to both variables.

12.1-2. Integral Equations of the First Kind With Hilbert Kernel

The simplest singular integral equation of the first kind with Hilbert kernel has the form

1
2π

∫ 2π

0
cot

(
ξ – x

2

)
ϕ(ξ) dξ = f (x), (5)
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where ϕ(x) is the unknown function (0 ≤ x ≤ 2π), cot
[

1
2 (ξ – x)

]
is the Hilbert kernel, and f (x) is

the given right-hand side of the equation (0 ≤ x ≤ 2π).
A general singular integral equation of the first kind with Hilbert kernel has the form

–
1

2π

∫ 2π

0
N (x, ξ) cot

(
ξ – x

2

)
ϕ(ξ) dξ = f (x), (6)

where N (x, ξ) is a given function. Equation (6) can often be rewritten in an equivalent form, which
is presented in Subsection 12.4-5.

Assume that all functions in Eqs. (5) and (6) also satisfy the Hölder condition (see Subsec-
tion 12.2-2) and the function N (x, ξ) satisfies this condition with respect to both variables.

If the right-hand sides of Eqs. (1)–(6) are identically zero, then the equations are said to be
homogeneous, otherwise they are said to be nonhomogeneous.

©• References for Section 12.1: F. D. Gakhov (1977), S. G. Mikhlin and S. Prössdorf (1986), S. Prössdorf and B. Silbermann
(1991), A. Dzhuraev (1992), N. I. Muskhelishvili (1992), I. K. Lifanov (1996).

12.2. The Cauchy Type Integral

12.2-1. Definition of the Cauchy Type Integral

Let L be a smooth closed contour* on the plane of a complex variable z = x+ iy. The domain inside
the contour L is called the interior domain and is denoted by Ω+, and the complement of Ω+ ∪ L,
which contains the point at infinity, is called the exterior domain and is denoted by Ω–.

If a function f (z) is analytic in Ω+ and continuous in Ω+ ∪ L, then according to the familiar
Cauchy formula in the theory of functions of a complex variable we have

1
2πi

∫
L

f (τ )
τ – z

dτ =
{
f (z) for z ∈ Ω+,
0 for z ∈ Ω–.

(1)

If a function f (z) is analytic in Ω– and continuous in Ω– ∪ L, then

1
2πi

∫
L

f (τ )
τ – z

dτ =

{
f (∞) for z ∈ Ω+,
–f (z) + f (∞) for z ∈ Ω–.

(2)

As usual, the positive direction on L is defined as the direction for which the domain Ω+ remains to
the left of the contour.

The Cauchy formula permits one to calculate the values of a function at any point of the domain
provided that the values on the boundary of the domain are known, i.e., the Cauchy formula solves
the boundary value problem for analytic functions. The integral on the left-hand side in (1) and (2)
is called the Cauchy integral.

Assume that L is a smooth closed or nonclosed contour that entirely belongs to the finite part of
the complex plane. Let τ be the complex coordinate on L, and let ϕ(τ ) be a continuous function of
a point of the contour. In this case the integral

Φ(z) =
1

2πi

∫
L

ϕ(τ )
τ – z

dτ , (3)

which is constructed in the same way as the Cauchy integral, is called a Cauchy type integral. The
function ϕ(τ ) is called its density and 1/(τ – z) its kernel.

* By a smooth contour we mean a simple curve (i.e., a curve without points of self-intersection) that is either closed or
nonclosed, has a continuous tangent, and has no cuspidal points.
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For a Cauchy type integral with continuous density ϕ(τ ), the only points at which the integrand
is not analytic with respect to z are the points of the integration curve L. This curve is singular for
the function Φ(z).

If L is a nonclosed contour, then Φ(z) is an analytic function on the entire plane with the
singularity curveL. Assume thatL is a closed contour. In this case, Φ(z) splits into two independent
functions: a function Φ+(z) defined on the domain Ω+ and a function Φ–(z) defined on the domain Ω–.
In general, these functions are not analytic continuations of each other.

By a piecewise analytic function we mean an analytic function Φ(z) defined by two independent
expressions Φ+(z) and Φ–(z) on two complementary domains Ω+ and Ω– of the complex plane.

We note an important property of a Cauchy type integral. The function Φ(z) expressed by a
Cauchy type integral of the form (3) vanishes at infinity, i.e., Φ–(∞) = 0. This condition is also
sufficient for the representability of a piecewise analytic function by a Cauchy type integral.

12.2-2. The Hölder Condition

Let L be a smooth curve in the complex plane z = x + iy, and let ϕ(t) be a function on this curve.
We say that ϕ(t) satisfies the Hölder condition on L if for any two points t1, t2 ∈ L we have

|ϕ(t2) – ϕ(t1)| < A|t2 – t1|λ, (4)

whereA and λ are positive constants. The numberA is called the Hölder constant and λ is called the
Hölder exponent. If λ > 1, then by condition (4) the derivative ϕ′t(t) vanishes everywhere, and ϕ(t)
must be constant. Therefore, we assume that 0 < λ ≤ 1. For λ = 1, the Hölder condition is often
called the Lipschitz condition. Sometimes the Hölder condition is called the Lipschitz condition of
order λ.

If t1 and t2 are sufficiently close to each other and if the Hölder condition holds for some
exponent λ1, then this condition certainly holds for each exponent λ < λ1. In general, the converse
assertion fails. The smaller λ, the broader the class of Hölder continuous functions is. The narrowest
class is that of functions satisfying the Lipschitz condition.

It follows from the last property that if functions ϕ1(t) and ϕ2(t) satisfy the Hölder condition
with exponents λ1 and λ2, respectively, then their sum and the product, as well as their ratio provided
that the denominator is nonzero, satisfy the Hölder condition with exponent λ = min(λ1,λ2).

If ϕ(t) is differentiable and has a bounded derivative, then ϕ(t) satisfies the Lipschitz condition.
In general, the converse assertion fails.

12.2-3. The Principal Value of a Singular Integral

Consider the integral ∫ b

a

dx

x – c
, a < c < b.

Evaluating this integral as an improper integral, we obtain∫ b

a

dx

x – c
= lim

ε1→0
ε2→0

(
–

∫ c–ε1

a

dx

c – x
+

∫ b

c+ε2

dx

x – c

)
= ln

b – c
c – a

+ lim
ε1→0
ε2→0

ln
ε1

ε2
. (5)

The limit of the last expression obviously depends on the way in which ε1 and ε2 tend to zero.
Hence, the improper integral does not exist. This integral is called a singular integral. However, this
integral can be assigned a meaning if we assume that there is some relationship between ε1 and ε2.
For example, if the deleted interval is symmetric with respect to the point c, i.e.,

ε1 = ε2 = ε, (6)
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we arrive at the notion of the Cauchy principal value of a singular integral.
The Cauchy principal value of the singular integral

∫ b

a

dx

x – c
, a < c < b

is the number

lim
ε→0

(∫ c–ε

a

dx

x – c
+

∫ b

c+ε

dx

x – c

)
.

With regard to formula (5), we have

∫ b

a

dx

x – c
= ln

b – c
c – a

. (7)

Consider the more general integral ∫ b

a

ϕ(x)
x – c

dx, (8)

where ϕ(x) ∈ [a, b] is a function satisfying the Hölder condition. Let us understand this integral in
the sense of the Cauchy principal value, which we define as follows:

∫ b

a

ϕ(x)
x – c

dx = lim
ε→0

(∫ c–ε

a

ϕ(x)
x – c

dx +
∫ b

c+ε

ϕ(x)
x – c

dx

)
.

We have the identity

∫ b

a

ϕ(x)
x – c

dx =
∫ b

a

ϕ(x) – ϕ(c)
x – c

dx + ϕ(c)
∫ b

a

dx

x – c
;

moreover, the first integral on the right-hand side is convergent as an improper integral, because it
follows from the Hölder condition that

∣∣∣∣ϕ(x) – ϕ(c)
x – c

∣∣∣∣ <
A

|x – c|1–λ
, 0 < λ ≤ 1,

and the second integral coincides with (7).
Thus, we see that the singular integral (8), where ϕ(x) satisfies the Hölder condition, exists in

the sense of the Cauchy principal value and is equal to

∫ b

a

ϕ(x)
x – c

dx =
∫ b

a

ϕ(x) – ϕ(c)
x – c

dx + ϕ(c) ln
b – c
c – a

.

Some authors denote singular integrals by special symbols like v.p.
∫

(valeur principale). How-
ever, this is not necessary because, on one hand, if an integral of the form (8) exists as a proper or an
improper integral, then it exists in the sense of the Cauchy principal value, and their values coincide;
on the other hand, we shall always understand a singular integral in the sense of the Cauchy principal
value. For this reason, we denote a singular integral by the usual integral sign.

Page 600

© 1998 by CRC Press LLC



12.2-4. Multivalued Functions

In the representation z = ρeiθ of a complex number, the modulus ρ is determined uniquely, whereas
the argument θ is only defined modulo 2π. This does not make the representation of a number
ambiguous, because the argument enters this representation via the function eiθ, which is 2π-
periodic. However, if the dependence of an analytic function on the argument θ is not 2π-periodic,
then this function turns out to be multivalued. Of the elementary functions, the logarithm and the
power function with noninteger exponent have this property:

ln(z – z0) = ln |z – z0| + i arg(z – z0) = ln ρ + iΘ, (9)

(z – z0)γ = ργeiγΘ = ρα[cos(β ln ρ) + i sin(β ln ρ)]eiγθei2πkγ , γ = α + iβ. (10)

In our reasoning, the logarithm of the modulus of a complex number is always understood as a real
number, according to the usual definition. The general representation of the argument Θ has the
form

Θ = θ + 2πk,

where k ranges over all integers (k = 0,±1,±2, . . . ) and θ is the argument with the least absolute
value.

To any k, there corresponds a branch of the multivalued function. The logarithmic function
has infinitely many branches. The same holds for the power function with an irrational or nonreal
exponent. However, if the exponent is rational, γ = p/q, with gcd(p, q) = 1, then the power function
has q branches. The branches of the logarithm differ by a constant of the form i2πm, and the
branches of a power function differ by a factor of the form ei2πmγ (m is an integer). Obviously,
to define a multivalued function, it is necessary to indicate which branch is chosen. However, in
contrast to the case of functions of a real variable, this is not sufficient for the complete definition of
a multivalued function of a complex variable. For the latter functions, there are points on the plane
with the following property: as the independent variable goes along a closed contour surrounding
this point and returns to the initial value, the chosen branch of the function changes to some other
branch. Such points are called the branching points of the multivalued function. For the functions (9)
and (10), the branching points are z0 and the point at infinity. If the variable is going along a contour
surrounding the point z0 counterclockwise or clockwise, then the argument Θ is changed by 2π or
by –2π, respectively.

Accordingly, the logarithm is increased or decreased by i2π, and the power function is multiplied
by ei2πγ or e–i2πγ . Hence, the branch corresponding to the value k = n passes to the neighboring
branch corresponding to k = n+1 or k = n–1. As usual, the study of the point at infinity is performed
by the substitution z = 1/ζ with the subsequent investigation at the point ζ = 0.

We can preserve a chosen branch of a function only if we forbid going around an arbitrary
branching point. To this end, we may use cuts joining the branching points. In the above cases of
the logarithmic and the power function, we can make a cut along a curve issuing from the point z0

and passing to infinity. A multivalued function is defined uniquely if the branch is chosen and the
cut is given.

The range of Θ is determined by the position of the cut. For example, if the cut passes along
the ray that forms an angle θ0 with the real axis, then for the principal branch (k = 0) we have
θ0 ≤ Θ ≤ θ0 + 2π. In particular, for the cut that passes along the positive real axis, we have
0 ≤ Θ ≤ 2π; and for cut along the negative real axis, we obtain –π ≤ Θ ≤ π. If the cut is curvilinear,
then the range of the argument depends on the functions of a point. The initial value of the argument
corresponds to the left edge of the cut (with respect to z0) and the final value corresponds to the
right edge. Let us denote the value of the argument on the left and on the right edge of the cut by
Θ+ and Θ–, respectively. Then we have

Θ– – Θ+ = 2π.
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For the chosen branch, the cut is a curve of discontinuity. On the edges of the cut we have

ln(z– – z0) = ln(z+ – z0) + i2π,

(z– – z0)γ = ei2πγ(z+ – z0)γ .

This discontinuity property of branches of multivalued functions on the edges of a cut is widely
used in the solution of boundary value problems with discontinuous boundary conditions. The
logarithm is applied for the case in which a discontinuous function enters the boundary condition as
a summand, and the power function corresponds to the case of a discontinuous factor in the boundary
conditions.

12.2-5. The Principal Value of a Singular Curvilinear Integral

LetL be a smooth contour and let τ and t be complex coordinates of its points. Consider the singular
curvilinear integral ∫

L

ϕ(τ )
τ – t

dτ . (11)

Let us take a circle of some radius ρ centered at the point t on the contour. Let t1 and t2 be the
points of intersection of this circle with the curve. Assume that the radius is so small that the circle
has no other points of intersection with L. Let l be the part of the contour L cut out by the circle.
Consider the integral over the remaining arc,∫

L–l

ϕ(τ )
τ – t

dτ . (12)

The limit of the integral (12) as ρ→ 0 is called the principal value of the singular integral (11).
Using the representation ∫

L

ϕ(τ )
τ – t

dτ =
∫

L

ϕ(τ ) – ϕ(t)
τ – t

dτ + ϕ(t)
∫

L

dτ

τ – t

and the same reasoning as above, we see that the singular integral (11) exists in the sense of the
Cauchy principal value for any function ϕ(τ ) satisfying the Hölder condition.

At any point of smoothness, this integral can be presented in two forms:∫
L

ϕ(τ )
τ – t

dτ =
∫

L

ϕ(τ ) – ϕ(t)
τ – t

dτ + ϕ(t)

(
ln
b – t
a – t

+ iπ

)
∫

L

ϕ(τ )
τ – t

dτ =
∫

L

ϕ(τ ) – ϕ(t)
τ – t

dτ + ϕ(t) ln
b – t
t – a

,

where a and b are the endpoints of L.
In particular, if the contour is closed, then by setting a = b we obtain∫

L

ϕ(τ )
τ – t

dτ =
∫

L

ϕ(τ ) – ϕ(t)
τ – t

dτ + iπϕ(t).

Throughout the following, any singular integral will be understood in the sense of the Cauchy
principal value.

Let L be a smooth contour (closed or nonclosed) and let ϕ(τ ) be a Hölder function of a point on
the contour. Then the Cauchy type integral

Φ(z) =
1

2πi

∫
L

ϕ(τ )
τ – z

dτ (13)
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has limit values Φ+(t) and Φ–(t) at any point of t ∈ L other than the endpoints of the contour, as
z → t from the left or from the right along any path; and these limit values can be expressed via the
density ϕ(t) of the integral and via the singular integral (13) by the Sokhotski–Plemelj formulas

Φ+(t) =
1
2
ϕ(t) +

1
2πi

∫
L

ϕ(τ )
τ – t

dτ , Φ–(t) = –
1
2
ϕ(t) +

1
2πi

∫
L

ϕ(τ )
τ – t

dτ . (14)

The sum and the difference of formulas (14) give the equivalent formulas

Φ+(t) – Φ–(t) = ϕ(t), (15)

Φ+(t) + Φ–(t) =
1
πi

∫
L

ϕ(τ )
τ – t

dτ , (16)

which are often used instead of (14).
The Sokhotski–Plemelj formulas for the real axis have the form

Φ+(x) =
1
2
ϕ(x) +

1
2πi

∫ ∞

–∞

ϕ(τ )
τ – x

dτ , Φ–(x) = –
1
2
ϕ(x) +

1
2πi

∫ ∞

–∞

ϕ(τ )
τ – x

dτ . (17)

Moreover, we have
Φ+(∞) = 1

2ϕ(∞), Φ–(∞) = – 1
2ϕ(∞).

This, together with (17), implies

Φ+(∞) + Φ–(∞) = 0, (18)

lim
x→∞

∫ ∞

–∞

ϕ(τ )
τ – x

dτ = 0. (19)

Any function representable by a Cauchy type integral on the real axis necessarily satisfies
condition (18). This condition is also sufficient for the representability of a piecewise analytic
function in the upper and the lower half-plane by an integral over the real axis.

Consider a Cauchy type integral over the real axis and assume that z is not real:

Φ(z) =
1

2πi

∫ ∞

–∞

ϕ(x)
x – z

dx, (20)

where ϕ(x) is a complex function of a real variable x satisfying the Hölder condition on the real
axis.

If a functionϕ(z) is analytic in the upper half-plane, is continuous in the closed upper half-plane,
and satisfies the Hölder condition on the real axis, then

1
2πi

∫ ∞

–∞

ϕ(x)
x – z

dx =

{
ϕ(z) – 1

2ϕ(∞) for Im z > 0,

– 1
2ϕ(∞) for Im z < 0.

(21)

We also have the formula

1
2πi

∫ ∞

–∞

ϕ(x) – ϕ(∞)
x – z

dx =

{
1
2ϕ(∞) for Im z > 0,

–ϕ(z) + 1
2ϕ(∞) for Im z < 0

(22)

provided that ϕ(z) is analytic in the lower half-plane, continuous in the closed lower half-plane and
satisfies the Hölder condition on the real axis.
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12.2-6. The Poincaré–Bertrand Formula

Consider the following pair of iterated singular integrals:

N (t) =
1
πi

∫
L

dτ

τ – t
1
πi

∫
L

K(τ , τ1)
τ1 – τ

dτ1, (23)

M (t) =
1
πi

∫
L

dτ1
1
πi

∫
L

K(τ , τ1)
(τ – t)(τ1 – τ )

dτ , (24)

where L is a smooth contour and the functionK(τ , τ1) satisfies the Hölder condition with respect to
both variables.

Both integrals make sense, and althoughN differs fromM only by the order of integration, they
are not equal, as shown by the following Poincaré–Bertrand formula

1
πi

∫
L

dτ

τ – t
1
πi

∫
L

K(τ , τ1)
τ1 – τ

dτ1 = K(t, t) +
1
πi

∫
L

dτ1
1
πi

∫
L

K(τ , τ1)
(τ – t)(τ1 – τ )

dτ , (25)

which can also be rewritten in the form∫
L

dτ

τ – t

∫
L

K(τ , τ1)
τ1 – τ

dτ1 = –π2K(t, t) +
∫

L

dτ1

∫
L

K(τ , τ1)
(τ – t)(τ1 – τ )

dτ . (26)

Example. Let us evaluate the Cauchy type integral over the unit circle |z| = 1 with density ϕ(τ ) = 2/[τ (τ – 2)], i.e.,

Φ(z) =
1

2πi

∫
L

1

τ – 2

dτ

τ – z
–

1

2πi

∫
L

1

τ

dτ

τ – z
.

The function 1/(z – 2) is analytic in Ω+, and 1/z is analytic in Ω– and vanishes at infinity. By formula (1), the first integral
is equal to 1/(z – 2) for z ∈ Ω+ and is zero for z ∈ Ω–. By formula (2), the second integral is equal to –1/z for z ∈ Ω– and
is zero for z ∈ Ω+. Hence,

Φ+(z) =
1

z – 2
, Φ–(z) =

1

z
.

©• References for Section 12.2: F. D. Gakhov (1977), S. G. Mikhlin and S. Prössdorf (1986), N. I. Muskhelishvili (1992).

12.3. The Riemann Boundary Value Problem

12.3-1. The Principle of Argument. The Generalized Liouville Theorem

THE THEOREM ON THE ANALYTIC CONTINUATION (THE PRINCIPLE OF CONTINUITY). Assume
that a domain Ω1 borders a domain Ω2 along a smooth curveL. Let analytic functions f1(z) and f2(z)
be given in Ω1 and Ω2. Assume that, as the point z tends to L, both functions tend to the same
continuous limit function on the curve L. Under these assumptions, the functions f1(z) and f2(z)
are analytic continuations of each other.

Assume that a function f (z) is analytic in a domain Ω bounded by a contour L except for finitely
many points, where it may have poles. Let us write out the power series expansion of f (z) around
some point z0:

f (z) = cn(z – z0)n + cn+1(z – z0)n+1 + · · · = (z – z0)nf1(z), f1(z0) = cn ≠ 0.

The number n is called the order of the function f (z) at the point z0. If n > 0, then the order
of the function is the order of zero; if n < 0, then the order of the function is minus the order of the
pole. If the order of a function at z0 is zero, then at z0 the function has a finite nonzero value at z0.
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When considering the point at infinity, we must replace the difference z – z0 by 1/z. If z0 ∈ L, then
we define the order of the function to be equal to 1

2n.
Let NΩ and PΩ (NL and PL) be the numbers of zeros and poles on the domain (on the contour,

respectively), where each zero and pole is taken according to its multiplicity. Let [δ]L denote the
increment of the variable δ when going around the contour in the positive direction. As usual, by
the positive direction we mean the direction the domain under consideration remains to the left of
the contour.

THE PRINCIPLE OF ARGUMENT. Let f (z) be a single-valued analytic function in a multiply
connected domain Ω bounded by a smooth contour L = L0 +L1 + · · · +Lm except for finitely many
points at which f (z) may have poles, and let f (z) be continuous in the closed domain Ω∪L (except
for these poles) and have at most finitely many zeros of integer order on the contour. In this case,
the following formula holds:

NΩ – PΩ +
1
2

(NL – PL) =
1

2π
[arg f (z)]L.

THE GENERALIZED LIOUVILLE THEOREM. Assume that a function f (z) is analytic on the entire
complex plane except for points a0 = ∞, ak (k = 1, . . . ,n), where it has poles, and that the principal
parts of the Laurent series expansions of f (z) at the poles have the form

Q0(z) = c01z + c02z
2 + · · · + c0m0

zm0

Qk

(
1

z – ak

)
=

ck1
z – ak

+
ck2

(z – ak)2
+ · · · +

ckmk

(z – ak)mk

at the point a0,

at the points ak.

Then f (z) is a rational function, and can be represented by the formula

f (z) = C +Q0(z) +
n∑

k=1

Qk

(
1

z – ak

)
,

where C is a constant. In particular, if the only singularity of f (z) is a pole of order m at infinity,
then f (z) is a polynomial of degreem,

f (z) = c0 + c1z + · · · + cmz
m.

The following notation is customary:
(a) f (z) is the function conjugate to a given function f (z);
(b) f (z̄) is the function obtained from f (z) by replacing z by z̄, i.e., y by –y in f (z);
(c) f̄ (z) is the function defined by the condition f̄ (z) = f (z̄).

If z = x + iy and f (z) = u(x, y) + iv(x, y), then

f (z) = u(x, y) – iv(x, y), f (z̄) = u(x, –y) + iv(x, –y), f̄ (z) = u(x, –y) – iv(x, –y).

In particular, if f (z) is given by a series f (z) =
n∑

k=0
ckz

k, then

f (z) =
n∑

k=0

c̄kz̄
k, f (z̄) =

n∑
k=0

ckz̄
k, f̄ (z) =

n∑
k=0

c̄kz
k.

For a function represented by a Cauchy type integral

f (z) =
1

2πi

∫
L

ϕ(τ )
τ – z

dτ ,

we have

f (z) = –
1

2πi

∫
L

ϕ(τ )
τ̄ – z̄

dτ , f (z̄) =
1

2πi

∫
L

ϕ(τ )
τ – z̄

dτ , f̄ (z) = –
1

2πi

∫
L

ϕ(τ )
τ̄ – z

dτ .

Note that if a function satisfies the condition f̄ (z) = f (z), then it takes real values for all real values
of z. The converse assertion also holds.
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12.3-2. The Hermite Interpolation Polynomial

The Hermite interpolation polynomial is used for the construction of the canonical function of the
nonhomogeneous Riemann problem in Subsections 10.4-7 and 12.3-9.

Let distinct points zk (k = 1, . . . , m) be given, and a number ∆(j)
k (j = 0, 1, . . . , nk – 1) be

assigned to each point zk, where the nk are given positive integers. It is required to construct a
polynomial Up(z) of the least possible degree such that

U (j)
p (zk) = ∆(j)

k , k = 1, . . . , m, j = 0, 1, . . . , nk – 1,

where the U (j)
p (zk) are the values of the jth-order derivatives of the polynomial at the points zk. The

numbers zk are called the interpolation nodes and nk the interpolation multiplicities at the nodes
zk.

There exists a unique polynomial with these properties. It has the form (e.g., see V. I. Smirnov
and N. A. Lebedev (1964))

Up(z) =
m∑

k=1

ζ(z)
(z – zk)nk

nk–1∑
r=0

Ak,r(z – zk)r, p =
m∑

k=1

nk – 1,

ζ(z) =
m∏

k=1

(z – zk)nk , Ak,r =
r∑

j=0

∆(j)
k

j! (r – j)!

[
d r–j

dzr–j

(z – zk)nk

ζ(z)

]
z=zk

,

k = 1, . . . , m, r = 0, 1, . . . , nk – 1;

and this polynomial is unique.
The interpolation polynomialUp(z) constructed for some function f (z) must satisfy the following

conditions at the points zk:

U (j)
p (zk) = ∆(j)

k = f (j)(zk), k = 1, . . . , m, j = 0, 1, . . . , nk – 1,

where f (j)(zk) is the value of the jth-order derivative of f (z) at the point zk.

12.3-3. Notion of the Index

Let L be a smooth closed contour, and let D(t) be a continuous nowhere vanishing function on this
contour.

The index ν of the functionD(t) with respect to the contour L is the increment of the argument
of D(t) along L (traversed in the positive direction) divided by 2π:

ν = IndD(t) =
1

2π
[argD(t)]L. (1)

Since lnD(t) = ln |D(t)| + i argD(t) and since after the traverse the function |D(t)| returns to its
original value, it follows that [lnD(t)]L = i[argD(t)]L, and hence

ν =
1

2πi
[lnD(t)]L. (2)

The index can be expressed in the form of an integral as follows:

ν = IndD(t) =
1

2πi

∫
L

d lnD(t) =
1

2π

∫
L

d argD(t). (3)

If the function D(t) is not differentiable but has bounded variation, then the integral is regarded as
the Stieltjes integral. Since D(t) is continuous, the image Γ̆ of the closed contour L is a closed
contour as well, and the increment of the argument D(t) along L is a multiple of 2π. Hence, the
following assertions hold.
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1◦. The index of a function that is continuous on a closed contour and vanishes nowhere is an integer
(possibly zero).

2◦. The index of the product of two functions is equal to the sum of the indexes of the factors. The
index of a ratio is equal to the difference of the indexes of the numerator and the denominator.

We now assume that D(t) is differentiable and is the boundary value of a function analytic in
the interior or exterior of L. In this case, the number

ν =
1

2πi

∫
L

d lnD(t) =
1

2πi

∫
L

D′
t(t)
D(t)

dt (4)

is equal to the logarithmic residue of the function D(t). The principle of argument (see Subsec-
tion 12.3-1) implies the following properties of the index:

3◦. IfD(t) is the boundary value of a function analytic in the interior or exterior of the contour, then
its index is equal to the number of zeros inside the contour or minus the number of zeros outside the
contour, respectively.

4◦. If a function D(z) is analytic in the interior of the contour except for finitely many points at
which it may have poles, then the number of zeros must be replaced by the difference of the number
of zeros and the number of poles.

Here the zeros and the poles are counted according to their multiplicities. We also note that the
indexes of complex conjugate functions have opposite signs.

Let
t = t1(s) + it2(s) (0 ≤ s ≤ l)

be the equation of the contour L. On substituting the expression of the complex coordinate t into
the function D(t), we obtain

D(t) = D
(
t1(s) + it2(s)

)
= ξ(s) + iη(s). (5)

Let us regard ξ and η as Cartesian coordinates. Then

ξ = ξ(s), η = η(s)

is a parametric equation of some curve Γ. Since the function D(t) is continuous and the contour L
is closed, it follows that the curve Γ is closed as well.

The number of turns of the curve Γ around the origin, i.e., the number of full rotations of the
radius vector as the variable s varies from 0 to l, is obviously the index of the function D(t). This
number is often called the winding number of the curve Γ with respect to the origin.

If the curve Γ is successfully constructed, then the winding number can be observed directly.
There are many examples for which the index can be found by analyzing the shape of the curve Γ.
For instance, if D(t) is a real or a pure imaginary function that does not vanish, then Γ is a line
segment (traversed an even number of times), and the indexD(t) is equal to zero. If the real part ξ(s)
or the imaginary part η(s) preserves its sign, then the index is obviously zero, and so on. If the
function D(t) can be represented as the product or the ratio of functions that are limit values of
functions analytic in the interior or exterior of the contour, then the index can be calculated on the
basis of properties 2◦, 3◦ and 4◦.

In the general case, the calculation of the index can be performed by formula (3). On the basis
of formula (5) we substitute the expression

d argD(t) = d arctan
η(s)
ξ(s)
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into (3) and assume that ξ and η are differentiable. Then we obtain

ν =
1

2π

∫
Γ

ξ dη – η dξ
ξ2 + η2

=
1

2π

∫ l

0

ξ(s)η′s(s) – η(s)ξ′s(s)
ξ2(s) + η2(s)

ds. (6)

Example. Let us calculate the index of D(t) = tn with respect to an arbitrary contour L surrounding the origin.
First method. The function tn is the boundary value of the function zn, which has precisely one zero of order n inside

the contour. Hence
ν = Ind tn = n.

Second method. If the argument of t is ϕ, then the argument of tn is nϕ. As the point t traverses the contour L and
returns to the original value, the argument ϕ obtains the increment 2π. Hence,

Ind tn = n.

The index can also be found numerically. Since the index is integer-valued, an approximate
value whose error is less than 1

2 can be rounded off to the nearest integer to obtain the exact value.

12.3-4. Statement of the Riemann Problem

LetL be a simple smooth closed contour which divides the complex plane into the interior domain Ω+

and the exterior domain Ω–, and let two functions of points of the contoursD(t) andH(t) satisfying
the Hölder condition (see Subsection 12.2-2) be given; moreover, suppose thatD(t) does not vanish.

The Riemann Problem. Find two functions (or a single piecewise analytic function), namely, a
function Φ+(z) analytic in Ω+ and a function Φ–(z) analytic in the domain Ω– including z = ∞, so
that the following linear relation is satisfied on the contour L:

Φ+(t) = D(t)Φ–(t)

or

Φ+(t) = D(t)Φ–(t) +H(t)

(the homogeneous problem)

(the nonhomogeneous problem).

(7)

(8)

The function D(t) is called the coefficient of the Riemann problem, and the function H(t) is
called the right-hand side.

We first consider a Riemann problem of special form that is called the jump problem. Let a
function ϕ(t) defined on a closed contour L satisfy the Hölder condition. The problem is to find
a piecewise analytic function Φ(z) (Φ(z) = Φ+(z) for z ∈ Ω+ and Φ(z) = Φ–(z) for z ∈ Ω–) that
vanishes at infinity and has a jump of magnitude ϕ(t) on L, i.e., such that

Φ+(t) – Φ–(t) = ϕ(t).

It follows from the Sokhotski–Plemelj formulas (see Subsection 12.2-5) that the function

Φ(z) =
1

2πi

∫
L

ϕ(τ )
τ – z

dτ

is the unique solution to the above problem.
Thus, an arbitrary function ϕ(t) given on the closed contour and satisfying the Hölder condition

can be uniquely represented as the difference of functions Φ+(t) and Φ–(t) that are the boundary
values of analytic functions Φ+(z) and Φ–(z) under the additional condition Φ–(∞) = 0.

If we neglect the additional condition Φ–(∞) = 0, then the solution will be given by the formula

Φ(z) =
1

2πi

∫
L

ϕ(τ )
τ – z

dτ + const . (9)
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Let us seek a particular solution of the homogeneous problem (7) in the class of functions that
do not vanish on the contour. Let N+ and N– be the numbers of zeros of the desired functions in
the domains Ω+ and Ω–, respectively. Taking the index of both parts of Eq. (7), on the basis of
properties 2◦ and 3◦ we obtain

N+ +N– = IndD(t) = ν. (10)

We call the index ν of the coefficient D(t) the index of the Riemann problem.
Let ν = 0. Under this condition, lnD(t) is a single-valued function. It follows from (10) that

N+ = N– = 0, i.e., the solution has no zeros on the entire plane. Therefore, the functions ln Φ±(z)
are analytic in their domains and hence single-valued together with the boundary values ln Φ±(t).

Taking the logarithm of the boundary condition (7), we obtain

ln Φ+(t) – ln Φ–(t) = lnD(t). (11)

We can choose an arbitrary branch of lnD(t) because the final result is independent of the choice of
this branch. Thus, we must find a piecewise analytic function ln Φ(z) with a prescribed jump on L.
The solution of this problem under the additional condition ln Φ–(∞) = 0 is given by the formula

ln Φ(z) =
1

2πi

∫
L

lnD(τ )
τ – z

dτ . (12)

For brevity, we write
1

2πi

∫
L

lnD(τ )
τ – z

dτ = G(z). (13)

It readily follows from the Sokhotski–Plemelj formulas that the functions

Φ+(z) = eG
+(z) and Φ–(z) = eG

–(z) (14)

are the solution of the boundary value problem (7) with the condition Φ–(∞) = 1.
If we neglect the additional condition Φ–(∞) = 1, then in formula (12) we must add an arbitrary

constant, and the solution becomes

Φ+(z) = CeG
+(z), Φ–(z) = CeG

–(z), (15)

where C is an arbitrary constant. SinceG–(∞) = 0, it follows that C is the value of Φ–(z) at infinity.
Thus, in the case ν = 0 and for arbitrary Φ–(∞) ≠ 0, the solution contains a single arbitrary

constant, and hence there is a unique linearly independent solution. If Φ–(∞) = 0, then C = 0, and
the problem has only the trivial solution (which is identically zero), which is natural becauseN– = 0.

This gives an important corollary. An arbitrary function D(t) ≠ 0 on L that satisfies the Hölder
condition and has zero index can be represented as the ratio of the boundary values Φ+(t) and Φ–(t)
of functions that are analytic in Ω+ and Ω– and have no zeros in these domains. These functions are
determined modulo an arbitrary constant factor and are given by formulas (15).

On passing to the general case, we seek a piecewise analytic function satisfying the homogeneous
boundary condition (7) and having zero order on the entire plane except for the point at infinity,
where the order of the function is equal to the index of the problem.

By the canonical function (of the homogeneous Riemann problem)X(z) we mean the function
satisfying the boundary condition (7) and piecewise analytic on the entire plane except for the point
at infinity, where the order of this function is equal to the index of the problem.

This function can be constructed by reducing the problem to the case of zero index. Indeed, let
us rewrite the boundary condition (7) in the form

Φ+(t) = t–νD(t)tνΦ–(t).
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On representing the function t–νD(t) with zero index as the ratio of boundary values of analytic
functions,

t–νD(t) =
eG

+(t)

eG–(t)
, G(z) =

1
2πi

∫
L

ln[τ –νD(τ )]
τ – z

dτ , (16)

we obtain the following expression for the canonical function:

X+(z) = eG
+(z), X–(z) = z–νeG

–(z). (17)

SinceX+(t) = D(t)X–(t), it follows that the coefficient of the Riemann problem can be represented
as the ratio of canonical functions:

D(t) =
X+(t)
X–(t)

. (18)

The representation (18) is often called a factorization.
For ν ≥ 0, the canonical function, which has a zero of order ν at infinity, is a particular solution

of the boundary value problem (7). For ν < 0, the canonical function has a pole of order |ν | at infinity
and is not a solution, but in this case it is still used as an auxiliary function in the solution of the
nonhomogeneous problem.

12.3-5. The Solution of the Homogeneous Problem

Let ν = IndD(t) be an arbitrary integer. On representing D(t) by formula (18), we reduce the
boundary condition (7) to the form

Φ+(t)
X+(t)

=
Φ–(t)
X–(t)

.

The left-hand side of the last relation contains the boundary value of a function that is analytic
in Ω+, and the right-hand side contains the boundary value of a function that has at least the order –ν
at infinity. By the principle of continuity (see Subsection 12.3-1), the functions on the left-hand
side and on the right-hand side are analytic continuations of each other to the entire plane possibly
except for the point at infinity at which, in the case ν > 0, a pole of order ≤ ν can occur. Hence, for
ν > 0, by the generalized Liouville theorem (see Subsection 12.3-1), this single analytic function is a
polynomial of degree ≤ ν with arbitrary coefficients. For ν < 0, it follows from the Liouville theorem
that this function is constant. However, since this function must vanish at infinity, it follows that it
is identically zero. Hence, for ν < 0, the homogeneous problem has only the trivial solution (which
is identically zero). A problem that has no nontrivial solutions is said to be unsolvable. Thus, for a
negative index, the homogeneous problem (7) is unsolvable.

Let ν > 0. Let Pν(z) stand for a polynomial of degree ν with arbitrary coefficients. In this case,
we obtain a solution in the form

Φ(z) = Pν(z)X(z),

or
Φ+(z) = Pν(z)eG

+(z), Φ–(z) = z–νPν(z)eG
–(z), (19)

where G(z) is determined by formula (16).
Thus, if the index ν of the Riemann boundary value problem is nonnegative, then the homoge-

neous problem (7) has ν + 1 linearly independent solutions

Φ+
k(z) = zkeG

+(z), Φ–
k(z) = zk–νeG

–(z) (k = 0, 1, . . . , ν). (20)

The general solution contains ν + 1 arbitrary constants and is given by formula (19). For a negative
index, problem (7) is unsolvable.
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The polynomial Pν(z) has exactly ν zeros in the complex plane. It follows from formulas (19)
that the number of all zeros of a solution to the homogeneous Riemann boundary value problem is
equal to the index ν. Depending on the choice of the coefficients of the polynomial, these zeros can
occur in each of the domains Ω± and also on the contour itself. Just as above, we denote byN± the
number of zeros in the domains Ω± and by N0 the number of zeros on the contour L. We can see
that in the general case (without the condition that there are no zeros on the contour), formula (10)
becomes

N+ +N– +N0 = ν. (21)

12.3-6. The Solution of the Nonhomogeneous Problem

On replacing the coefficient D(t) in the boundary condition (8) by the ratio of the boundary values
of the canonical functions by formula (18), we reduce (8) to the form

Φ+(t)
X+(t)

=
Φ–(t)
X–(t)

+
H(t)
X+(t)

. (22)

The function H(t)/X+(t) satisfies the Hölder condition. Let us replace it by the difference of the
boundary values of analytic functions (see the jump problem in Subsection 12.3-4):

H(t)
X+(t)

= Ψ+(t) – Ψ–(t),

where

Ψ(z) =
1

2πi

∫
L

H(τ )
X+(τ )

dτ

τ – z
. (23)

Then the boundary condition (22) can be rewritten in the form

Φ+(t)
X+(t)

– Ψ+(t) =
Φ–(t)
X–(t)

– Ψ–(t).

Note that for ν ≥ 0 the function Φ–(z)/X–(z) has a pole at infinity, and for ν < 0 it has a zero of
order ν.

By the same reasoning as in the solution of the homogeneous problem, we obtain the following
results.

Let ν ≥ 0. In this case,

Φ+(t)
X+(t)

– Ψ+(t) =
Φ–(t)
X–(t)

– Ψ–(t) = Pν(t).

This gives the solution
Φ(z) = X(z)[Ψ(z) + Pν(z)], (24)

where the functionsX(z) and Ψ(z) are expressed by formulas (17) and (23) and Pν is a polynomial
of degree ν with arbitrary coefficients.

We can readily see that formula (24) gives the general solution of the nonhomogeneous problem
because it contains the general solution X(z)Pν(z) of the homogeneous problem as a summand.

Let ν < 0. In this case, Φ–(z)/X–(z) vanishes at infinity and

Φ+(t)
X+(t)

– Ψ+(t) =
Φ–(t)
X–(t)

– Ψ–(t) = 0,

so that
Φ(z) = X(z)Ψ(z). (25)
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In the expression for the function Φ–(z), the first factor has a pole of order –ν at infinity by
virtue of formula (17), and the second factor is the Cauchy type integral (23) and, in general, has a
first-order zero at infinity. Hence, Φ–(z) has a pole of order ≤ –ν – 1 at infinity. Thus, if ν < –1,
then the nonhomogeneous problem is unsolvable in general. It is solvable only if the constant
term satisfies some additional conditions. To find these conditions, we expand the Cauchy type
integral (23) in a series in a neighborhood of the point at infinity:

Ψ–(z) =
∞∑
k=1

ckz
–k, where ck = –

1
2πi

∫
L

H(τ )
X+(τ )

τk–1 dτ .

For Φ–(z) to be analytic at the point at infinity, it is necessary that the first –ν – 1 coefficients of
the expansion of Ψ–(z) be zero. This means that for the solvability of the nonhomogeneous problem
in the case of negative index (ν < –1), it is necessary and sufficient that the following –ν–1 conditions
hold: ∫

L

H(τ )
X+(τ )

τk–1 dτ = 0, k = 1, 2, . . . , –ν – 1. (26)

Thus, in the case ν ≥ 0, the nonhomogeneous Riemann problem is solvable for an arbitrary
right-hand side, and the general solution is given by the formula

Φ(z) =
X(z)
2πi

∫
L

H(τ )
X+(τ )

dτ

τ – z
+X(z)Pν(z), (27)

where the canonical function X(z) is given by (17) and Pν(z) is a polynomial of degree ν with
arbitrary complex coefficients. If ν = –1, then the nonhomogeneous problem is also solvable and
has a unique solution.

In the case ν < –1, the nonhomogeneous problem is unsolvable in general. For this problem
to be solvable, it is necessary and sufficient that the right-hand side of the problem satisfy –ν – 1
conditions (26). If these conditions are satisfied, then the solution of the problem is unique and is
given by formula (27), where we must set Pν(z) ≡ 0.

The solution with the additional condition of vanishing at infinity has important applications.
In this case, instead of a polynomial of degree ν, we must take a polynomial of degree ν – 1. For
the solvability of the problem in the case of negative index, it is necessary that the coefficient c–ν be
zero as well.

Hence, under the assumption that Φ–(∞) = 0, the solution is given for ν ≥ 0 by the formula

Φ(z) = X(z)[Ψ(z) + Pν–1(z)], (28)

where, for ν = 0, we must set Pν–1(z) ≡ 0.
If ν < 0, then the solution is still given by formula (28) with Pν–1(z) ≡ 0 under the following –ν

solvability conditions: ∫
L

H(τ )
X+(τ )

τk–1 dτ = 0, k = 1, 2, . . . , –ν. (29)

In this case, the assertion on the solvability of the nonhomogeneous problem acquires a more
symmetric form. For ν ≥ 0, the general solution of the nonhomogeneous problem linearly depends
on ν arbitrary constants. For ν < 0, the number of the solvability conditions is equal to –ν. Note
that for ν = 0 the nonhomogeneous problem is unconditionally solvable, and the solution is unique.

On the basis of the above reasoning, the solution of the Riemann boundary value problem is
mainly reduced to the following two operations:

1◦. A representation of an arbitrary function given on the contour in the form of the difference of
boundary values of analytic functions in the domains Ω+ and Ω– (the jump problem).
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2◦. A representation of a nonvanishing function in the form of the ratio of boundary values of
analytic functions (factorization).

Here the second operation can be reduced to the first by taking the logarithm. Some complications
related to the case of a nonzero index are due to the multivaluedness of the logarithm only. The first
operation for arbitrary functions is equivalent to the calculation of a Cauchy type integral. In this
connection, the solution to the problem by formulas (17) and (23)–(25) is explicitly expressed (in
the closed form) via Cauchy type integrals.

12.3-7. The Riemann Problem With Rational Coefficients

Consider the Riemann boundary value problem with a contour that consists of finitely many simple
curves and with coefficient D(t) a rational function that has neither zeros nor poles on the contour.
Note that an arbitrary continuous function (and all the functions satisfying the Hölder condition) can
be approximated with arbitrary accuracy by rational functions, and the solution of problems with
rational coefficients can serve as a basis for the approximate solution in the general case. Assume
that the Riemann problem has the form

Φ+(t) =
p(t)
q(t)

Φ–(t) +H(t), (30)

and the polynomials p(z) and q(z) can be factorized as follows:

p(z) = p+(z)p–(z), q(z) = q+(z)q–(z), (31)

where p+(z) and q+(z) are polynomials whose roots belong to Ω+ and p–(z) and q–(z) are polynomials
with roots in Ω–. It readily follows from property 4◦ of the index (Subsection 12.3-3) that ν =m+–n+,
wherem+ and n+ are the numbers of zeros of the polynomials p+(z) and q+(z).

Since the coefficient of the problem is a function that can be analytically continued to the
domain Ω±, it follows that in this case it is reasonable to avoid using the general formulas and obtain
a solution directly by analytic continuation; here the role of the standard function of the type tν that

is used in the reduction of the index to zero can be played by the product
ν∏

j=1
(t–aj), where a1, . . . , aν

are arbitrary points of the domain Ω+. On representing the boundary condition in the form

q–(t)
p–(t)

Φ+(t) –
p+(t)
q+(t)

Φ–(t) =
q–(t)
p–(t)

H(t),

where the canonical function is determined by the expressions

X+(z) =
p–(z)
q–(z)

, X–(z) =
q+(z)
p+(z)

, (32)

we obtain the solution by the same reasoning as in Subsection 12.3-6 in the following form:

Φ+(z) =
p–(z)
q–(z)

[Ψ(z) + Pν–1(z)], Φ–(z) =
q+(z)
p+(z)

[Ψ(z) + Pν–1(z)], (33)

where

Ψ(z) =
1

2πi

∫
L

q–(τ )
p–(τ )

H(τ ) dτ
τ – z

, Φ–(∞) = 0.

If the index is negative, then we must set Pν–1(z) ≡ 0 and add the solvability conditions∫
L

q–(τ )
p–(τ )

H(τ )τk–1 dτ = 0, k = 1, 2, . . . , –ν, (34)
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which agree with the general formula (29), because the canonical function has the form (32).
Note that for the general case, in the practical solution of the Riemann problem, it can also be

convenient to express the coefficient in the form

D(t) =
p+(t)p–(t)
q+(t)q–(t)

D1(t),

where D1(t) is a function with zero index and the polynomials p±(t) and q±(t) are chosen for a
given coefficient in a special way. For an appropriate choice of such polynomials, the solution can
be obtained in the simplest possible way.

Example. Consider the Riemann problem

Φ+(t) =
t

t2 – 1
Φ–(t) +

t3 – t2 + 1

t3 – t

under the assumption that Φ–(∞) = 0 and L is an arbitrary smooth closed contour of one of the following forms:

1◦. The interior of the contour L contains the point z1 = 0 and does not contain the points z2 = 1 and z3 = –1.
2◦. The interior of the contour L contains the points z1 = 0 and z2 = 1 and does not contain the point z3 = –1.
3◦. The interior of the contour L contains the points z1 = 0, z2 = 1, and z3 = –1.
4◦. The interior of the contour L contains the points z2 = 1 and z3 = –1 and does not contain the point z1 = 0.

Consider cases 1◦–4◦ in order. In the solution we apply the method of Subsection 12.3-7.

1◦. We have

p+(t) = t, p–(t) = 1, q+(t) = 1, q–(t) = t2 – 1; m+ = 1, n+ = 0, ν = m+ – n+ = 1.

Let us rewrite the boundary condition in the form

(t2 – 1)Φ+(t) – tΦ–(t) =
1

t
(t3 – t2 + 1)(t + 1).

Hence,

Ψ(z) =
1

2πi

∫
L

q–(τ )

p–(τ )
H(τ )

dτ

τ – z
=

1

2πi

∫
L

τ 3 – τ + 1

τ – z
dτ +

1

2πi

∫
L

1/τ

τ – z
dτ ,

and the formulas for the Cauchy integral (see Subsection 12.2-1) imply

Ψ+(z) = z3 – z + 1, Ψ–(z) = –
1

z
.

The general solution of the problem contains a single (arbitrary) constant. By formula (33), we obtain

Φ+(z) =
1

z2 – 1
(z3 – z + 1 + C) =

z3 – z + 1

z2 – 1
+

C

z2 – 1
, Φ–(z) =

1

z

(
–

1

z
+ C

)
= –

1

z2
+

C

z
,

where C is an arbitrary constant. On replacing C by C – 1 we can rewrite the solution in the form

Φ+(z) = z +
C

z2 – 1
, Φ–(z) = –

z + 1

z2
+

C

z
.

2◦. We have

p+(t) = t, p–(t) = 1, q+(t) = t – 1, q–(t) = t + 1, m+ = n+ = 1, ν = 0,

(t + 1)Φ+(t) –
t

t – 1
Φ–(t) =

(t + 1)(t3 – t2 + 1)

t(t – 1)
,

Ψ(z) =
1

2πi

∫
L

τ 2 + τ

τ – z
dτ +

1

2πi

∫
L

(τ + 1)/[τ (τ – 1)]

τ – z
dτ =




z2 + z for z ∈ Ω+,

–
z + 1

z(z – 1)
for z ∈ Ω–.

The problem has the unique solution

Φ+(z) =
p–(z)

q–(z)
Φ+(z) =

1

z + 1
(z2 + z) = z,

Φ–(z) =
q+(z)

p+(z)
Φ–(z) =

z – 1

z

(
–

z + 1

z(z – 1)

)
= –

z + 1

z2
.
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3◦. We have

p+(t) = t, p–(t) = 1, q+(t) = t2 – 1, q–(t) = 1, m+ = 1, n+ = 2, ν = –1,

Ψ(z) =
1

2πi

∫
L

τ

τ – z
dτ +

1

2πi

∫
L

1/[τ (τ – 1)]

τ – z
dτ =




z for z ∈ Ω+,

–
1

z(z – 1)
for z ∈ Ω–.

The solution of the problem exists only under the solvability conditions (34) or, for the case in question, under the single
condition ∫

L

q–(τ )

p–(τ )
H(τ ) dτ = 0.

On calculating this integral, we obtain

∫
L

τ 3 – τ 2 + 1

τ 2 – τ
dτ =

∫
L

τ dτ +
∫

L

dτ

τ – 1
–

∫
L

dτ

τ
= 0 + 2πi – 2πi = 0.

Thus, the solvability condition holds, and the unique solution of the problem is

Φ+(z) = z, Φ–(z) = –
z + 1

z2
.

4◦. We have
p+(t) = 1, p–(t) = t, q+(t) = t2 – 1, q–(t) = 1, ν = m+ – n+ = –2 < 0.

For the solvability of the problem, the following two conditions are necessary:∫
L

q–(τ )

p–(τ )
H(τ )τk–1 dτ = 0, k = 1, 2.

On calculating the last integral for k = 1, we obtain

∫
L

τ 3 – τ 2 + 1

τ (τ 2 – τ )
dτ =

∫
L

(
1 –

1

τ
–

1

τ 2
+

1

τ – 1

)
dτ = 2πi ≠ 0.

Thus, the solvability condition fails, and hence the problem has no solution.
Note that if we formally calculate the function Φ(z), then it has a pole at infinity, and hence cannot be a solution of the

problem.

12.3-8. The Riemann Problem for a Half-Plane

Let the contourL be the real axis. Just as above, the Riemann problem is to find two bounded analytic
functions Φ+(z) and Φ–(z) in the upper and the lower half-plane, respectively (or a single piecewise
analytic function Φ(z) on the plane), whose limit values on the contour satisfy the boundary condition

Φ+(x) = D(x)Φ–(x) +H(x), –∞ < x < ∞. (35)

The given functions D(x) and H(x) satisfy the Hölder condition both at the endpoints and in a
neighborhood of the point at infinity on the contour. We also assume that D(x) ≠ 0.

The main difference from the above case of a finite curve is that here the point at infinity and the
origin belong to the contour itself, and therefore cannot be taken as exceptional points at which the
canonical function can have a nonzero order. Instead of the auxiliary function t which was used in
the above discussion (and has the unit index with respect to L), we use the linear-fractional function
on the real axis with the same property:

x – i
x + i

.

The argument of this function

arg
x – i
x + i

= arg
(x – i)2

x2 + i
= 2 arg(x – i)
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increases by 2π as x ranges over the real axis in the positive direction. Thus,

Ind
x – i
x + i

= 1.

If IndD(x) = ν, then the function (
x – i
x + i

)–ν

D(x)

has zero index. Its logarithm is single-valued on the real axis.
We construct the canonical function for which the point –i is the exceptional point as follows:

X+(z) = eG
+(z), X–(z) =

(
z – i
z + i

)–ν

eG
–(z), (36)

where

G(z) =
1

2πi

∫ ∞

–∞
ln

[(
τ – i
τ + i

)–ν

D(τ )

]
dτ

τ – z
.

Using the limit values of this function, we transform the boundary condition (35) to the form

Φ+(x)
X+(x)

=
Φ–(x)
X–(x)

+
H(x)
X+(x)

.

Next, introducing the analytic function

Ψ(z) =
1

2πi

∫ ∞

–∞

H(τ )
X+(τ )

dτ

τ – z
, (37)

we represent the boundary condition in the form

Φ+(x)
X+(x)

– Ψ+(x) =
Φ–(x)
X–(x)

– Ψ–(x).

Note that, in contrast with the case of a finite contour, here we have Ψ–(∞) ≠ 0 in general. On
applying the theorem on analytic continuation and taking into account the fact that the only possible
singularity of the function under consideration is a pole at the point z = –i of order ≤ ν (for ν > 0),
on the basis of the generalized Liouville theorem we obtain (see Subsection 12.3-1)

Φ+(z)
X+(z)

– Ψ+(z) =
Φ–(z)
X–(z)

– Ψ–(z) =
Pν(z)

(z + i)ν
, ν ≥ 0,

where Pν(z) is a polynomial of degree ≤ ν with arbitrary coefficients. This gives the general solution
of the problem:

Φ(z) = X(z)

[
Ψ(z) +

Pν(z)
(z + i)ν

]

Φ(z) = X(z)[Ψ(z) + C]

for ν ≥ 0,

for ν < 0,

(38)

(39)

where C is an arbitrary constant. For ν < 0, the function X(z) has a pole of order –ν at the point
z = –i, and therefore for the solvability of the problem we must set C = –Ψ–(–i). For ν < –1, the
following conditions must additionally hold:∫ ∞

–∞

H(x)
X+(x)

dx

(x + i)k
= 0, k = 2, 3, . . . , –ν. (40)
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Thus, we obtained results similar to those for a finite contour.
Indeed, for ν ≥ 0, the homogeneous and nonhomogeneous Riemann boundary value problems

for the half-plane are unconditionally solvable, and their solution linearly depends on ν + 1 arbitrary
constants. For ν < 0, the homogeneous problem is unsolvable. For ν < 0, the nonhomogeneous
problem is uniquely solvable; moreover, in the case ν = –1 the problem is unconditionally solvable,
and in the case ν < –1, it is solvable under –ν – 1 solvability conditions (40) only.

Let us also discuss the case of solutions vanishing at infinity (see also Subsection 10.3-4). On
substituting the relation Φ+(∞) = Φ–(∞) = 0 into the boundary condition, we obtain H(∞) = 0.
Hence, for a Riemann problem to have a solution that vanishes at infinity, the right-hand side of
the boundary condition must vanish at infinity. Assume that this condition is satisfied. To obtain a
solution for the case under consideration, we must replace the expression Pν(z) in (38) by Pν–1(z)
and equate the constant C in (39) with zero. Thus,

Φ(z) = X(z)

[
Ψ(z) +

Pν–1(z)
(z + i)ν

]
. (41)

For ν ≤ 0, we must set Pν–1(z) ≡ 0 in this formula. We must add another condition to the solvability
conditions (40), namely, Ψ(–i) = 0, and finally we obtain the following solvability conditions:

∫ ∞

–∞

H(x)
X+(x)

dx

(x + i)k
= 0, k = 1, 2, . . . , –ν. (42)

Now, for ν > 0 we have a solution that depends on ν arbitrary constants. For ν ≤ 0, a solution is
unique, and for ν < 0, a solution exists if and only if –ν conditions hold.

12.3-9. Exceptional Cases of the Riemann Problem

In the statement of the Riemann boundary value problem it was required that the coefficient D(t)
satisfies the Hölder condition (this prevents infinite values of this coefficient) and vanishes nowhere.
As can be observed from the solution (the use of lnD(t)), these restrictions are essential. Now we
assume that D(t) vanishes or tends to infinity, with an integer order, at some points of the contour.
We assume that the contour L consists of a single closed curve.

Consider the homogeneous problem. We rewrite the boundary condition of the homogeneous
Riemann problem in the form

Φ+(t) =

µ∏
k=1

(t – αk)mk

κ∏
j=1

(t – βj)pj

D1(t)Φ–(t). (43)

Here αk (k = 1, . . . ,µ) and βj (j = 1, . . . ,κ) are some points of the contour,mk and pj are positive
integers, and D1(t) is a function that is everywhere nonzero and satisfies the Hölder condition. The
points αk are zeros of the functionD(t). The points βj will be called the poles of this function. The
use of the term “pole” is not completely rigorous because the functionD(t) is not analytic. We shall
use this term for brevity for a point at which a function (not analytic) tends to infinity with some
integer order. We write

IndD1(t) = ν,
κ∑

j=1

pj = p,
µ∑

k=1

mk = m.
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We seek the solution in the class of functions bounded on the contour.
Let X(z) be the canonical function of the Riemann problem with coefficient D1(t). Let us

substitute the expression D1(t) = X+(t)/X–(t) into (43) and rewrite the boundary condition in the
form

Φ+(t)

X+(t)
µ∏

k=1

(t – αk)mk

=
Φ–(t)

X–(t)
κ∏

j=1

(t – βj)pj

. (44)

To the last relation we apply the theorem on analytic continuation and the generalized Liouville
theorem (see Subsection 12.3-1). The pointsαk and βj cannot be singular points of the same analytic
function because this would contradict the assumption that Φ+(t) or Φ–(t) be bounded. Hence, the
only possible singularity is the point at infinity. The order at infinity of X–(z) is ν, and the order of
κ∏

j=1
(z – βj)pj is equal to –p. Hence, the order at infinity of the function Φ–(z)/

[
X–(z)

κ∏
j=1

(z – βj)pj
]

is –ν + p. For ν – p ≥ 0 it follows from the generalized Liouville theorem that

Φ+(z)

X+(z)
µ∏

k=1

(z – αk)mk

=
Φ–(z)

X–(z)
κ∏

j=1

(z – βj)pj

= Pν–p(z),

and hence

Φ+(z) = X+(z)
µ∏

k=1

(z – αk)mkPν–p(z), Φ–(z) = X–(z)
κ∏

j=1

(z – βj)pjPν–p(z). (45)

If ν – p < 0, then we must set Pν–p(z) ≡ 0, and hence the problem has no solutions.
The boundary value problem with coefficient D1(t) is called the reduced problem. The index ν

of the reduced problem will be called the index of the original problem. Formulas (45) show that
the degree of the occurring polynomial is less by p than the index ν of the problem.

Hence, the number of solutions of problem (43) in the class of functions bounded on the contour
is independent of the number of zeros of the coefficient and is diminished by the total number of
all poles. In particular, if the index is less than the total order of the poles, then the problem is
unsolvable. If the problem is solvable, then its solution can be expressed by formulas (45) in which
the canonical function X(z) of the reduced problem can be found by formulas (16) and (17) after
replacing D(t) by D1(t) in these formulas. Under the additional condition Φ–(∞) = 0, the number
of solutions is diminished by one, and the degree of the polynomial in (45) must be at most ν – p – 1.

Now let us extend the class of solutions by assuming that one of the desired functions Φ+(z)
and Φ–(z) can tend to infinity with integral order at some points of the contour, and at the same
time another function remains bounded at these points. We can readily see that this assumption
implies no modifications at nonexceptional points. Here the boundedness of one of the functions
automatically implies the boundedness of the other. This is not the case for the exceptional points.
Let us rewrite the boundary condition (43) in the form

κ∏
j=1

(t – βj)pj Φ+(t)

X+(t)
=

µ∏
k=1

(t – αk)mkΦ–(t)

X–(t)
. (46)

Applying the above reasoning and taking into account the fact that the right-hand side has a pole of
order ν +m at infinity, we obtain the general solution in the form

Φ+(z) = X+(z)
µ∏

k=1

(z – αk)–mkPν+m(z), Φ–(z) = X–(z)
κ∏

j=1

(z – βj)–pjPν+m(z). (47)
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Formulas (47) show that in the class of solutions with admissible polar singularity for one of the
functions, the number of solutions is greater than that in the class of functions bounded on the
contour (for ν > 0) by the total order of all zeros and poles of the coefficient.

We now consider the nonhomogeneous problem. Let us write out the boundary condition in the
form

Φ+(t) =

µ∏
k=1

(t – αk)mk

κ∏
j=1

(t – βj)pj

D1(t)Φ–(t) +H(t). (48)

We can readily see that the boundary condition cannot be satisfied by finite functions Φ+(t) and Φ–(t)
if we assume that H(t) has poles at points that differ from βj or if at these points, the orders of the
poles of H(t) exceed pj . Hence, we assume that H(t) can have poles at the points βj only and that
their orders do not exceed pj . To perform the subsequent reasoning, we must also assume that the

functions D1(t) and
κ∏

j=1
(t – βj)pjH(t) at the exceptional points are differentiable sufficiently many

times.
Just as in the homogeneous problem, we replace D1(t) by the ratio of the canonical functions

X+(t)/X–(t) and rewrite the boundary condition (48) in the form

κ∏
j=1

(t – βj)pj
Φ+(t)
X+(t)

=
µ∏

k=1

(t – αk)mk
Φ–(t)
X–(t)

+
κ∏

j=1

(t – βj)pj
H(t)
X+(t)

. (49)

On replacing the function defined by the second summand on the right-hand side in (49) by the
difference of the boundary values of analytic functions

κ∏
j=1

(t – βj)pj
H(t)
X+(t)

= Ψ+(t) – Ψ–(t),

where

Ψ(z) =
1

2πi

∫
L

κ∏
j=1

(τ – βj)pj
H(τ )
X+(τ )

dτ

τ – z
, (50)

we reduce the boundary condition to the form

κ∏
j=1

(t – βj)pj
Φ+(t)
X+(t)

– Ψ+(t) =
µ∏

k=1

(t – αk)mk
Φ–(t)
X–(t)

– Ψ–(t).

On applying the theorem on analytic continuation and the generalized Liouville theorem (see
Subsection 12.3-1), we obtain

Φ+(z) =
X+(z)

κ∏
j=1

(z – βj)pj

[Ψ+(z) + Pν+m(z)], Φ–(z) =
X–(z)

µ∏
k=1

(z – αk)mk

[Ψ–(z) + Pν+m(z)]. (51)

In general, the last formulas give solutions that can tend to infinity at the points αk and βk. For a
solution to be bounded it is necessary that the function Ψ+(z) + Pν+m(z) have zeros of orders pj at
the points βj and the function Ψ–(z) + Pν+m(z) have zeros of orders mk at the points αk. These
requirements formm+p conditions for the coefficients of the polynomialPν+m(z). If the coefficients
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of the polynomial Pν+m(z) are chosen in accordance with the above conditions, then formulas (51)
give a solution of the nonhomogeneous problem (48) in the class of bounded functions.

Consider another way of constructing a solution, which is more convenient and based on the
construction of a special particular solution.

By the canonical function Y (z) of the nonhomogeneous problem we mean a piecewise analytic
function that satisfies the boundary condition (48), has zero order everywhere in the finite part of
the domain (including the points αk and βj), and has the least possible order at infinity.

In the construction of the canonical function, we start from the solution given by formulas (51).
Let us construct a polynomial Un(z) that satisfies the following conditions:

U (i)
n (βj) = Ψ+(i)(βj),

U (l)
n (αk) = Ψ–(l)(αk),

i = 0, 1, . . . , pj – 1,

l = 0, 1, . . . ,mk – 1,

j = 1, . . . ,κ,

k = 1, . . . ,µ,

where Ψ+(i)(βj) and Ψ–(l)(αk) are the values of the ith and the lth derivatives at the corresponding
points. Thus, Un(z) is the Hermite interpolation polynomial for the functions

Ψ(z) =

{
Ψ+(z) at the points βj ,
Ψ–(z) at the points αk

with interpolation nodes βj and αk of multiplicities pj andmk, respectively (see Subsection 12.3-2).
Such a polynomial is uniquely determined, and its degree is at most n = m + p – 1.

The canonical function of the nonhomogeneous problem can be expressed via the interpolation
polynomial as follows:

Y +(z) = X+(z)
Ψ+(z) – Un(z)

κ∏
j=1

(z – βj)pj

, Y –(z) = X–(z)
Ψ–(z) – Un(z)
µ∏

k=1

(z – αk)mk

. (52)

To construct the general solution of the nonhomogeneous problem (48), we use the fact that
this general solution is the sum of a particular solution of the nonhomogeneous problem and of the
general solution of the homogeneous problem. Applying formulas (47) and (52), we obtain

Φ+(z) = Y +(z) +X+(z)
µ∏

k=1

(z – αk)mkPν–p(z),

Φ–(z) = Y –(z) +X–(z)
κ∏

j=1

(z – βj)pjPν–p(z).

(53)

For the case in which ν – p < 0, we must set Pν–p(z) ≡ 0. Applying formula (52), we readily find
that the order of Y –(z) at infinity is equal to ν – p + 1. If ν < p – 1, then Y –(z) has a pole at infinity,
and the canonical function is no longer a solution of the nonhomogeneous problem.

However, on subjecting the constant termH(t) to p – ν – 1 conditions, we can increase the order
of the functions Y (z) at infinity by p – ν – 1 and thus again make the canonical function Y (z) a
solution of the nonhomogeneous problem. Obviously, to this end it is necessary and sufficient that
in the expansion of the function Ψ(z) – Un(z) in a neighborhood of the point at infinity, the first
p – ν – 1 coefficients be zero. This gives just p – ν – 1 solvability conditions of the problem for
the case under consideration. Let us clarify the character of these conditions. The expansion of
Ψ(z) – Un(z) can be represented in the form

Ψ(z) – Un(z) = –anz
n – an–1z

n–1 – · · · – a0 + a–1z
–1 + a–2z

–2 + · · · + a–kz
–k + · · · ,
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where a0, a1, . . . , an are the coefficients of the polynomial Un(z), and the a–k are the coefficients
of the expansion of the function Ψ(z), which are given by the obvious formula

a–k = –
1

2πi

∫
L

κ∏
j=1

(τ – βj)pj
H(τ )τk–1

X+(τ )
dτ .

The solvability conditions acquire the form

an = an–1 = · · · = an–p+ν+2 = 0.

If a solution must satisfy the additional condition Φ–(∞) = 0, then, for ν –p > 0, in formulas (53)
we must take the polynomial Pν–p–1(z), and for ν – p < 0, p – ν conditions must be satisfied.

12.3-10. The Riemann Problem for a Multiply Connected Domain

Let L = L0 + L1 + · · · + Lm be a collection of m + 1 disjoint contours, and let the interior of the
contour L0 contain the other contours. By Ω+ we denote the (m + 1)-connected domain interior
for L0 and exterior for L1, . . . , Lm. By Ω– we denote the complement of Ω+ + L in the entire
complex plane. To be definite, we assume that the origin lies in Ω+. The positive direction of the
contour L is that for which the domain Ω+ remains to the left, i.e., the contour L0 must be traversed
counterclockwise and the contours L1, . . . , Lm, clockwise.

We first note that the jump problem

Φ+(t) – Φ–(t) = H(t)

is solved by the same formula

Φ(z) =
1

2πi

∫
L

H(τ ) dτ
τ – z

as in the case of a simply connected domain. This follows from the Sokhotski–Plemelj formulas,
which have the same form for a multiply connected domain as for a simply connected domain.

The Riemann problem (homogeneous and nonhomogeneous) can be posed in the same way as
for a simply connected domain.

We write νk = 1
2π [argD(t)]Lk

(all contours are passed in the positive direction). By the index
of the problem we mean the number

ν =
m∑

k=0

νk. (54)

If νk (k = 1, . . . ,m) are zero for the inner contours, then the solution of the problem has just the
same form as for a simply connected domain.

To reduce the general case to the simplest one, we introduce the function

m∏
k=1

(t – zk)νk ,

where the zk are some points inside the contours Lk (k = 1, . . . ,m). Taking into account the fact
that [arg(t – zk)]Lj = 0 for k ≠ j and [arg(t – zj)]Lj = –2π, we obtain

1
2π

[
arg

m∏
k=1

(t – zk)νk

]
Lj

=
1

2π

[
arg(t – zj)νj

]
Lj

= –νj , j = 1, . . . ,m.
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Hence, [
arg

(
D(t)

m∏
k=1

(t – zk)νk

)]
Lj

= 0, j = 1, . . . ,m.

Let us calculate the increment of the argument of the functionD(t)
m∏

k=1
(t – zk)νk with respect to

the contour L0:

1
2π

[
arg

(
D(t)

m∏
k=1

(t – zk)νk

)]
L0

=
1

2π

[
argD(t)

]
L0

+
1

2π

m∑
k=1

[νk arg(t – zk)]L0 = ν0 +
m∑

k=1

νk = ν.

Since the origin belongs to the domain Ω+, it follows that

[arg t]Lk
= 0, k = 1, . . . ,m, [arg t]L0 = 2π.

Therefore, [
arg

(
t–ν

m∏
k=1

(t – zk)νkD(t)

)]
L

= 0. (55)

1◦. The Homogeneous Problem. Let us rewrite the boundary condition

Φ+(t) = D(t)Φ–(t) (56)

in the form

Φ+(t) =
tν

m∏
k=1

(t – zk)νk

(
t–ν

m∏
k=1

(t – zk)νkD(t)

)
Φ–(t). (57)

The function t–ν
m∏

k=1
(t – zk)νkD(t) has zero index on each of the contours Lk (k = 1, . . . ,m),

and hence it can be expressed as the ratio

t–ν
m∏

k=1

(t – zk)νkD(t) =
eG

+(t)

eG–(t)
, (58)

where

G(z) =
1

2πi

∫
L

ln

(
τ –ν

m∏
k=1

(τ – zk)νkD(τ )

)
dτ

τ – z
. (59)

The canonical function of the problem is given by the formulas

X+(z) =
m∏

k=1

(z – zk)–νkeG
+(z), X–(z) = z–νeG

–(z). (60)

Now the boundary condition (57) can be rewritten in the form

Φ+(t)
X+(t)

=
Φ–(t)
X–(t)

.
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As usual, by applying the theorem on analytic continuation and the generalized Liouville theorem
(see Subsection 12.3-1), we obtain

Φ+(z) =
m∏

k=1

(z – zk)–νkeG
+(z)Pν(z), Φ–(z) = z–νeG

–(z)Pν(z). (61)

We can see that this solution differs from the above solution of the problem for a simply

connected domain only in that the function Φ+(z) has the factor
m∏

k=1
(z – zk)–νk . Under the additional

condition Φ–(∞) = 0, in formulas (61) we must take the polynomial Pν–1(z).
Applying the Sokhotski–Plemelj formulas, we obtain

G±(t) = ± 1
2 ln[t–νΠ(t)D(t)] +G(t),

where G(t) is the Cauchy principal value of the integral (59) and

Π(t) =
m∏

k=1

(t – zk)νk .

On passing to the limit as z → t in formulas (60) we obtain

X+(t) =

√
D(t)
tνΠ(t)

eG(t), X–(t) =
1√

tνΠ(t)D(t)
eG(t). (62)

The sign of the root is determined by the (arbitrary) choice of a branch of the function ln[t–νΠ(t)D(t)].

2◦. The Nonhomogeneous Problem. By the same reasoning as above, we represent the boundary
condition

Φ+(t) = D(t)Φ–(t) +H(t) (63)

in the form
Φ+(t)
X+(t)

– Ψ+(t) =
Φ–(t)
X–(t)

– Ψ–(t),

where Ψ(z) is defined by the formula

Ψ(z) =
1

2πi

∫
L

H(τ )
X+(τ )

dτ

τ – z
.

This gives the general solution

Φ(z) = X(z)[Ψ(z) + Pν(z)] (64)

or

Φ(z) = X(z)[Ψ(z) + Pν–1(z)], (65)

if the solution satisfies the condition Φ–(∞) = 0.
For ν < 0, the nonhomogeneous problem is solvable if and only if the following conditions are

satisfied: ∫
L

H(t)
X+(t)

tk–1 dt = 0, (66)

where k ranges from 1 to –ν – 1 if we seek solutions bounded at infinity and from 1 to –ν if we
assume that Φ–(∞) = 0.

Under conditions (66), the solution can also be found from formulas (64) or (65) by setting
Pν ≡ 0.

If the external contour L0 is absent and the domain Ω+ is the plane with holes, then the main
difference from the preceding case is that here the zero index with respect to all contours Lk

(k = 1, . . . ,m) is attained by the function
m∏

k=1
(t – zk)νkD(t) that does not involve the factor t–ν .

Therefore, to obtain a solution to the problem, it suffices to repeat the above reasoning on omitting
this factor.
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12.3-11. The Cases of Discontinuous Coefficients and Nonclosed Contours

Assume that the functions D(t) and H(t) in the boundary condition of the Riemann problem (63)
satisfy the Hölder condition everywhere on L except for points t1, . . . , tm at which these functions
have jumps, and assume thatL is a closed curve. None of the limit values vanishes, and the boundary
condition holds everywhere except for the discontinuity points at which it makes no sense.

A solution to the problem is sought in the class of functions that are integrable on the contour.
Therefore, a solution is everywhere continuous, in the sense of the Hölder condition, possibly except
for the points tk. For these points, there are different possibilities.

1◦. We can assume boundedness at all discontinuity points, and thus seek a solution that is every-
where bounded.

2◦. We can assume that a solution is bounded at some discontinuity points and admit an integrable
singularity at the other discontinuity points.

3◦. We can admit integrable singularity at all points which are admitted by the conditions of the
problem.

The first class of solutions is the narrowest, the second class is broader, and the third class is the
largest. The number of solutions depends on the class in which it is sought, and it can turn out that
a problem that is solvable in a broader class is unsolvable in a narrower class.

We make a few remarks on the Riemann problem for nonclosed contours. Assume that a
contour L consists of a collection ofm simple closed disjoint curves L1, . . . , Lm whose endpoints
are ak and bk (the positive direction is from ak to bk). Assume that D(t) and H(t) are functions
given on L and satisfy the Hölder condition, and D(t) ≠ 0 everywhere.

It is required to find a function Φ(z) that is analytic on the entire plane except for the points of
the contour L, and whose boundary values Φ+(t) and Φ–(t), when tending to L from the left and
from the right, are integrable functions satisfying the boundary condition (63).

As can be seen from the setting, the Riemann problem for a nonclosed contour principally differs
from the problem for a closed contour in that the entire plane with the cut along the curve L forms
a single domain, and instead of two independent analytic functions Φ+(z) and Φ–(z), we must find
a single analytic function Φ(z) for which the contour L is the line of jumps. The problem posed
above can be reduced to that for a closed contour with discontinuous coefficients.

The details on the Riemann boundary value problem with discontinuous coefficients and non-
closed contours can be found in the references cited below.

12.3-12. The Hilbert Boundary Value Problem

Let a simple smooth closed contourL and real Hölder functions a(s), b(s), and c(s) of the arc length s
on the contour be given.

By the Hilbert boundary value problem we mean the following problem. Find a function

f (z) = u(x, y) + iv(x, y)

that is analytic on the domain Ω+ and continuous on the contour for which the limit values of the
real and the imaginary part on the contour satisfy the linear relation

a(s)u(s) + b(s)v(s) = c(s). (67)

For c(s) ≡ 0 we obtain the homogeneous problem and, for nonzero c(s), a nonhomogeneous.
The Hilbert boundary value problem can be reduced to the Riemann boundary value problem. The
methods of this reduction can be found in the references cited at the end of the section.

©• References for Section 12.3: F. D. Gakhov (1977), N. I. Muskhelishvili (1992).
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12.4. Singular Integral Equations of the First Kind

12.4-1. The Simplest Equation With Cauchy Kernel

Consider the singular integral equation of the first kind

1
πi

∫
L

ϕ(τ )
τ – t

dτ = f (t), (1)

where L is a closed contour. Let us construct the solution. In this relation we replace the variable t

by τ1, multiply by
1
πi

dτ1
τ1 – t

, integrate along the contour L, and change the order of integration

according to the Poincaré–Bertrand formula (see Subsection 12.2-6). Then we obtain

1
πi

∫
L

f (τ1)
τ1 – t

dτ1 = ϕ(t) +
1
πi

∫
L

ϕ(τ ) dτ
1
πi

∫
L

dτ1
(τ1 – t)(τ – τ1)

. (2)

Let us calculate the second integral on the right-hand side of (2):

∫
L

dτ1
(τ1 – t)(τ – τ1)

=
1
τ – t

(∫
L

dτ1
τ1 – t

–
∫

L

dτ1
τ1 – τ

)
=

1
τ – t

(iπ – iπ) = 0.

Thus,

ϕ(t) =
1
πi

∫
L

f (τ )
τ – t

dτ . (3)

The last formula gives the solution of the singular integral equation of the first kind (1) for a closed
contour L.

12.4-2. An Equation With Cauchy Kernel on the Real Axis

Consider the following singular integral equation of the first kind on the real axis:

1
πi

∫ ∞

–∞

ϕ(t)
t – x

dt = f (x), –∞ < x < ∞. (4)

Equation (4) is a special case of the characteristic integral equation on the real axis (see Subsec-
tion 13.2-4). In the class of functions vanishing at infinity, Eq. (4) has the solution

ϕ(x) =
1
πi

∫ ∞

–∞

f (t)
t – x

dt, –∞ < x < ∞. (5)

Denoting f (x) = F (x)i–1, we rewrite Eqs. (4) and (5) in the form

1
π

∫ ∞

–∞

ϕ(t)
t – x

dt = F (x), ϕ(x) = –
1
π

∫ ∞

–∞

F (t)
t – x

dt. – ∞ < x < ∞. (6)

The two formulas (6) are called the Hilbert transform pair (see Subsection 7.6-3).
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12.4-3. An Equation of the First Kind on a Finite Interval

Consider the singular integral equation of the first kind

1
π

∫ b

a

ϕ(t)
t – x

dt = f (x), a ≤ x ≤ b, (7)

on a finite interval. Its solutions can be constructed by using the theory of the Riemann boundary
value problem for a nonclosed contour (see Subsection 12.3-11). Let us present the final results.

1◦. A solution that is unbounded at both endpoints:

ϕ(x) = –
1
π

1√
(x – a)(b – x)

(∫ b

a

√
(t – a)(b – t)
t – x

f (t) dt + C

)
, (8)

where C is an arbitrary constant and ∫ b

a

ϕ(t) dt = C. (9)

2◦. A solution bounded at the endpoint a and unbounded at the endpoint b:

ϕ(x) = –
1
π

√
x – a
b – x

∫ b

a

√
b – t
t – a

f (t)
t – x

dt. (10)

3◦. A solution bounded at both endpoints:

ϕ(x) = –
1
π

√
(x – a)(b – x)

∫ b

a

f (t)√
(t – a)(b – t)

dt

t – x
, (11)

under the condition that ∫ b

a

f (t) dt√
(t – a)(b – t)

= 0. (12)

Solutions that have a singularity point s inside the interval [a, b] can also be constructed. These
solutions have the following form:

4◦. A singular solution that is unbounded at both endpoints:

ϕ(x) = –
1
π

1√
(x – a)(b – x)

(∫ b

a

√
(t – a)(b – t)
t – x

f (t) dt + C1 +
C2

x – s

)
, (13)

where C1 and C2 are arbitrary constants.

5◦. A singular solution bounded at one endpoint:

ϕ(x) = –
1
π

√
(x – a)(b – x)

(∫ b

a

√
b – t
t – a

f (t)
t – x

dt +
C

x – s

)
, (14)

where C is an arbitrary constants.

6◦. A singular solution bounded at both endpoints:

ϕ(x) = –
1
π

√
(x–a)(b–x)

(∫ b

a

f (t)√
(t–a)(b– t)

dt

t–x
+
A

x–s

)
, A =

∫ 1

–1

f (t) dt√
(t–a)(b– t)

. (15)
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12.4-4. The General Equation of the First Kind With Cauchy Kernel

Consider the general equation of the first kind with Cauchy kernel

1
πi

∫
L

M (t, τ )
τ – t

ϕ(τ ) dτ = f (t), (16)

where the integral is understood in the sense of the Cauchy principal value and is taken over a closed
or nonclosed contour L. As usual, the functions a(t), f (t), andM (t, τ ) on L are assumed to satisfy
the Hölder condition, where the last function satisfies this condition with respect to both variables.

We perform the following manipulation with the kernel:

M (t, τ )
τ – t

=
M (t, τ ) –M (t, t)

τ – t
+
M (t, t)
τ – t

and write

M (t, t) = b(t),
1
πi

M (t, τ ) –M (t, t)
τ – t

= K(t, τ ). (17)

We can rewrite Eq. (16) in the form

b(t)
πi

∫
L

ϕ(τ )
τ – t

dτ +
∫

L

K(t, τ )ϕ(τ ) dτ = f (t). (18)

It follows from formulas (17) that the function b(t) satisfies the Hölder condition on the entire
contour L and K(t, τ ) satisfies this condition everywhere except for the points with τ = t at which
this function satisfies the estimate

|K(t, τ )| <
A

|τ – t|λ
, 0 ≤ λ < 1.

The general singular integral equation of the first kind with Cauchy kernel is frequently written in
the form (18).

The general singular integral equation of the first kind is a special case of the complete singular
integral equation whose theory is treated in Chapter 13. In general, it cannot be solved in a closed
form. However, there are some cases in which such a solution is possible.

Let the function M (t, τ ) in Eq. (16), which satisfies the Hölder condition with respect to both
variables on the smooth closed contour L by assumption, have an analytic continuation to the
domain Ω+ with respect to each of the variables. If M (t, t) ≡ 1, then the solution of Eq. (16) can
be obtained by means of the Poincaré–Bertrand formula (see Subsection 12.2-6). This solution is
given by the relation

ϕ(t) =
1
πi

∫
L

M (t, τ )
τ – t

f (τ ) dτ . (19)

Eq. (16) can be solved without the assumption that the functionM (t, τ ) satisfies the condition
M (t, t) ≡ 1. Namely, assume that the function M (t, τ ) has the analytic continuation to Ω+ with
respect to each of the variables and thatM (z, z) ≠ 0 for z ∈ Ω+. In this case, the solution of Eq. (16)
has the form

ϕ(t) =
1
πi

1
M (t, t)

∫
L

M (t, τ )
M (τ , τ )

f (τ )
τ – t

dτ . (20)

In Section 12.5, a numerical method for solving a special case of the general equation of the first
kind is given, which is of independent interest from the viewpoint of applications.

Remark 1. The solutions of complete singular integral equations that are constructed in Sub-
section 12.4-4 can also be applied for the case in which the contour L is a collection of finitely many
disjoint smooth closed contours.
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12.4-5. Equations of the First Kind With Hilbert Kernel

1◦. Consider the simplest singular integral equation of the first kind with Hilbert kernel

1
2π

∫ 2π

0
cot

(
ξ – x

2

)
ϕ(ξ) dξ = f (x), 0 ≤ x ≤ 2π, (21)

under the additional assumption ∫ 2π

0
ϕ(x) dx = 0. (22)

Equation (21) can have a solution only if a solvability condition is satisfied. This condition is
obtained by integrating Eq. (21) with respect to x from zero to 2π and, with regard for the relation

∫ 2π

0
cot

(
ξ – x

2

)
dx = 0,

becomes ∫ 2π

0
f (x) dx = 0. (23)

To construct a solution of Eq. (21), we apply the solution of the simplest singular integral
equation of the first kind with Cauchy kernel by assuming that the contour L is the circle of unit
radius centered at the origin (see Subsection 12.4-1). We rewrite the equation with Cauchy kernel
and its solution in the form

1
π

∫
L

ϕ1(τ )
τ – t

dτ = f1(t), (24)

ϕ1(t) = –
1
π

∫
L

f1(τ )
τ – t

dτ , (25)

which is obtained by substituting the function ϕ1(t) instead of ϕ(t) and the function f1(t)i–1 instead
of f (t) into the relations of 12.4-1.

We set t = eix and τ = eiξ and find the relationship between the Cauchy kernel and the Hilbert
kernel:

dτ

τ – t
=

1
2

cot

(
ξ – x

2

)
dξ +

i

2
dξ. (26)

On substituting relation (26) into Eq. (24) and into the solution (25), with regard to the change of
variables ϕ(x) = ϕ1(t) and f (x) = f1(t) we obtain

1
2π

∫ 2π

0
cot

(
ξ – x

2

)
ϕ(ξ) dξ +

i

2π

∫ 2π

0
ϕ(ξ) dξ = f (x), (27)

ϕ(x) = –
1

2π

∫ 2π

0
cot

(
ξ – x

2

)
f (ξ) dξ –

i

2π

∫ 2π

0
f (ξ) dξ. (28)

Equation (21), under the additional assumption (22), coincides with Eq. (27), and hence its
solution is given by the expression (28). Taking into account the solvability conditions (23), on the
basis of (28) we rewrite a solution of Eq. (21) in the form

ϕ(x) = –
1

2π

∫ 2π

0
cot

(
ξ – x

2

)
f (ξ) dξ. (29)

Formulas (21) and (29), together with conditions (22) and (23), are called the Hilbert inversion
formula.
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Remark 2. Equation (21) is a special case of the characteristic singular integral equation with
Hilbert kernel (see Subsections 13.1-2 and 13.2-5).

2◦. Consider the general singular integral equation of the first kind with Hilbert kernel

1
2π

∫ 2π

0
N (x, ξ) cot

(
ξ – x

2

)
ϕ(ξ) dξ = f (x). (30)

Let us represent its kernel in the form

N (x, ξ) cot
ξ – x

2
=

[
N (x, ξ) –N (x,x)

]
cot
ξ – x

2
+N (x,x) cot

ξ – x
2

.

We introduce the notation

N (x,x) = –b(x),
1

2π

[
N (x, ξ) –N (x,x)

]
cot
ξ – x

2
= K(x, ξ), (31)

and rewrite Eq. (30) as follows:

–
b(x)
2π

∫ 2π

0
cot

(
ξ – x

2

)
ϕ(ξ) dξ +

∫ 2π

0
K(x, ξ)ϕ(ξ) dξ = f (x), (32)

It follows from formulas (31) that the function b(x) satisfies the Hölder condition, whereas the
kernel K(x, ξ) satisfies the Hölder condition everywhere except possibly for the points x = ξ, at
which the following estimate holds:

|K(x, ξ)| <
A

|ξ – x|λ
, A = const < ∞, 0 ≤ λ < 1.

The general singular integral equation of the first kind with Hilbert kernel is frequently written in
the form (32). It is a special case of the complete singular integral equation with Hilbert kernel,
which is treated in Subsections 13.1-2 and 13.4-8.

©• References for Section 12.4: F. D. Gakhov (1977), F. D. Gakhov and Yu. I. Cherskii (1978), S. G. Mikhlin and
S. Prössdorf (1986), N. I. Muskhelishvili (1992), I. K. Lifanov (1996).

12.5. Multhopp–Kalandiya Method
Consider a general singular integral equation of the first kind with Cauchy kernel on the finite interval
[–1, 1] of the form

1
π

∫ 1

–1

ϕ(t) dt
t – x

+
1
π

∫ 1

–1
K(x, t)ϕ(t) dt = f (x). (1)

This equation frequently occurs in applications, especially in aerodynamics and 2D elasticity.
We present here a method of approximate solution of Eq. (1) under the assumption that this

equation has a solution in the classes indicated below.

12.5-1. A Solution That is Unbounded at the Endpoints of the Interval

According to the general theory of singular integral equations (e.g., see N. I. Muskhelishvili (1992)),
such a solution can be represented in the form

ϕ(x) =
ψ(x)√
1 – x2

, (2)
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where ψ(x) is a bounded function on [–1, 1]. Let us substitute the expression (2) into Eq. (1) and
introduce new variables θ and τ by the relations x = cos θ and t = cos τ , 0 ≤ θ ≤ π, 0 ≤ τ ≤ π. In
this case, Eq. (1) becomes

1
π

∫ π

0

ψ(cos τ ) dτ
cos τ – cos θ

+
1
π

∫ π

0
K(cos θ, cos τ )ψ(cos τ ) dτ = f (cosx). (3)

Let us construct the Lagrange interpolation polynomial for the desired function ψ(x) with the
Chebyshev nodes

xm = cos θm, θm =
2m – 1

2n
π, m = 1, . . . ,n.

This polynomial is known to have the form

Ln(ψ; cos θ) =
1
n

n∑
l=1

(–1)l+1ψ(cos θl)
cosnθ sin θl
cos θ – cos θl

. (4)

Note that for each l the fraction on the right-hand side in (4) is an even trigonometric polynomial
of degree ≤ n – 1. We define the coefficients of this polynomial by means of the known relations

1
π

∫ π

0

cosnτ dτ
cos τ – cos θ

=
sinnθ
sin θ

, 0 ≤ θ ≤ π, n = 0, 1, 2, . . . (5)

and rewrite (4) in the form

Ln(ψ; cos θ) =
2
n

n∑
l=1

ψ(cos θl)
n–1∑
m=0

cosmθl cosmθ –
1
n

n∑
l=1

ψ(cos θl). (6)

On the basis of the above two relations we write out the following quadrature formula for the
singular integral:

1
π

∫ 1

–1

ϕ(t) dt
t – x

=
2

n sin θ

n∑
l=1

ψ(cos θl)
n–1∑
m=1

cosmθl sinmθ. (7)

This formula is exact for the case in which ψ(t) is a polynomial of order ≤ n – 1 in t.
To the second integral on the left-hand side of Eq. (1), we apply the formula

1
π

∫ 1

–1

P (x) dx√
1 – x2

=
1
n

n∑
l=1

P (cos θl), (8)

which holds for any polynomial P (x) of degree ≤ 2n – 1. In this case, by (8) we have

1
π

∫ 1

–1
K(x, t)ϕ(t) dt =

1
n

n∑
l=1

K(cos θ, cos θl)ψ(cos θl). (9)

On substituting relations (7) and (9) into Eq. (1), we obtain

2
n sin θ

n∑
l=1

ψ(cos θl)
n–1∑
m=1

cosmθl sinmθ +
1
n

n∑
l=1

K(cos θ, cos θl)ψ(cos θl) = f (cos θ). (10)
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By setting θ = θk (k = 1, . . . ,n) and with regard to the formula

n–1∑
m=1

cosmθl sinmθk =
1
2

cot
θk ± θl

2
, (11)

where the sign “plus” is taken for the case in which |k – l| is even and “minus” if |k – l| odd, we
obtain the following system of linear algebraic equations for the approximate valuesψl of the desired
function ψ(x) at the nodes:

n∑
l=1

aklψl = fk, fk = f (cos θk), k = 1, . . . ,n,

akl =
1
n

[
1

sin θk
cot
θk ± θl

2
+K(cos θk, cos θl)

]
.

(12)

After solving the system (12), the corresponding approximate solution to Eq. (1) can be found
by formulas (2) and (4).

12.5-2. A Solution Bounded at One Endpoint of the Interval

In this case we set

ϕ(x) =

√
1 – x
1 + x

ζ(x), (13)

where ζ(x) is a bounded function on [–1, 1].
We take the same interpolation nodes as in Section 12.5-1, replace ζ(x) by the polynomial

Ln(ζ; cos θ) =
1
n

n∑
l=1

(–1)l+1ζ(cos θl)
cosnθ sin θl
cos θ – cos θl

, (14)

and substitute the result into the singular integral that enters the expression (1). Just as above, we
obtain the following quadrature formula:

1
π

∫ 1

–1

ϕ(t) dt
t – x

= 2
1 – cos θ
n sin θ

n∑
l=1

ζ(cos θl)
n–1∑
m=1

cosmθl sinmθ –
1
n

n∑
l=1

ζ(cos θl). (15)

This formula is exact for the case in which ζ(t) is a polynomial of order ≤ n – 1 in t.
The formula for the second summand on the left-hand side of the equation becomes

1
π

∫ 1

–1
K(x, t)ϕ(t) dt =

1
n

n∑
l=1

(1 – cos θl)K(cos θ, cos θl)ζ(cos θl). (16)

This formula is exact if the integrand is a polynomial in t of degree ≤ 2n – 2.
On substituting relations (15) and (16) into Eq. (1) and on setting θ = θk (k = 1, . . . ,n), with

regard to formula (11), we obtain a system of linear algebraic equations for the approximate values ζl
of the desired function ζ(x) at the nodes:

n∑
l=1

bklζl = fk, fk = f (cos θk), k = 1, . . . ,n,

bkl =
1
n

[
tan
θk
2

cot
θk ± θl

2
– 1 + 2 sin2 θl

2
K(cos θk, cos θl)

]
.

(17)

After solving the system (17), the corresponding approximate solution to Eq. (1) can be found
by formulas (13) and (14).
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12.5-3. Solution Bounded at Both Endpoints of the Interval

A solution of Eq. (1) that is bounded at the endpoints of the interval vanishes at the endpoints,

ϕ(1) = ϕ(–1) = 0. (18)

Let us approximate the function ϕ(x) by an even trigonometric polynomial of θ constructed for the
interpolation nodes that are the roots of the corresponding Chebyshev polynomial of the second kind:

xk = cos θk, θk =
kπ

n + 1
, k = 1, . . . ,n. (19)

This polynomial has the form

Mn(ϕ; cos θ) =
2
n + 1

n∑
l=1

ϕ(cos θl)
n∑

m=1

sinmθl sinmθ. (20)

We thus obtain the following quadrature formula:

1
π

∫ 1

–1

ϕ(t) dt
t – x

= –
2
n + 1

n∑
l=1

ϕ(cos θl)
n∑

m=1

sinmθl cosmθ. (21)

This formula holds for any odd trigonometric polynomial ϕ(x) of degree ≤ n.
To the regular integral in Eq. (1) we apply the formula∫ 1

–1

√
1 – x2 P (x) dx =

π

n + 1

n∑
l=1

sin2 θl P (cos θl), (22)

whose accuracy coincides with that of formula (8). On the basis of (22), we have

1
π

∫ 1

–1
K(x, t)ϕ(t) dt =

1
n + 1

n∑
l=1

sin θlK(cos θ, cos θl)ϕ(cos θl). (23)

On substituting relations (21) and (23) into Eq. (1) and on setting θ = θk (k = 1, . . . ,n), we
obtain a system of linear algebraic equations in the form

n∑
l=1

cklϕl = fk, k = 1, . . . ,n,

ckl =
sin θl
n + 1

[
2εkl

cos θl – cos θk
+K(cos θk, cos θl)

]
, εkl =

{
0 for even |k – l|,
1 for odd |k – l|,

(24)

where fk = f (cos θk) and ϕl are approximate values of the unknown function ϕ(x) at the nodes.
After solving system (24), the corresponding approximate solution is defined by formula (20).
When solving a singular integral equation by the Multhopp–Kalandiya method, it is important

that the desired solutions have a representation

ϕ(x) = (1 – x)α(1 + x)βχ(x), (25)

where α = ± 1
2 , β = ± 1

2 , and χ(x) is a bounded function on the interval with well-defined values
at the endpoints. If the representation (25) holds, then the method can be applied to the complete
singular integral equation, which is treated in Chapter 13.

In the literature cited below, some other methods of numerical solution of singular integral
equations are discussed as well.

©• References for Section 12.5: A. I. Kalandiya (1973), N. I. Muskhelishvili (1992), S. M. Belotserkovskii and I. K. Lifanov
(1993), and I. K. Lifanov (1996).
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Chapter 13

Methods for Solving Complete
Singular Integral Equations

13.1. Some Definitions and Remarks
13.1-1. Integral Equations With Cauchy Kernel

A complete singular integral equation with Cauchy kernel has the form

a(t)ϕ(t) +
1
πi

∫
L

M (t, τ )
τ – t

ϕ(τ ) dτ = f (t), i2 = –1, (1)

where the integral, which is understood in the sense of the Cauchy principal value, is taken over a
closed or nonclosed contour L and t and τ are the complex coordinates of points of the contour. It is
assumed that the functions a(t), f (t), and M (t, τ ) given on L and the unknown function ϕ(t) satisfy
the Hölder condition (see Subsection 12.2-2), and M (t, τ ) satisfies this condition with respect to
both variables.

The integral in Eq. (1) can also be written in a frequently used equivalent form. To this end, we
consider the following transformation of the kernel:

M (t, τ )
τ – t

=
M (t, τ ) –M (t, t)

τ – t
+
M (t, t)
τ – t

, (2)

where we set

M (t, t) = b(t),
1
πi

M (t, τ ) –M (t, t)
τ – t

= K(t, τ ). (3)

In this case Eq. (1), with regard to (2) and (3), becomes

a(t)ϕ(t) +
b(t)
πi

∫
L

ϕ(τ )
τ – t

dτ +
∫

L

K(t, τ )ϕ(τ ) dτ = f (t). (4)

It follows from formulas (3) that the function b(t) satisfies the Hölder condition on the entire
contour L andK(t, τ ) satisfies the Hölder condition everywhere except for the points τ = t, at which
one has the estimate

|K(t, τ )| <
A

|τ – t|λ
, A = const < ∞, 0 ≤ λ < 1.

Naturally, Eq. (4) is also called a complete singular integral equation with Cauchy kernel. The

functions a(t) and b(t) are called the coefficients of Eq. (4),
1

τ – t
is called the Cauchy kernel, and

the known function f (t) is called the right-hand side of the equation. The first and the second terms
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on the left-hand side of Eq. (4) form the characteristic part or the characteristic of the complete
singular equation and the third summand is called the regular part, and the functionK(t, τ ) is called
the kernel of the regular part. It follows from the above estimate for the kernel of the regular part
that K(t, τ ) is a Fredholm kernel.

For Eqs. (1) and (4) we shall use the operator notation

K[ϕ(t)] = f (t), (5)

where the operator K is called a singular operator.
The equation

K◦[ϕ(t)] ≡ a(t)ϕ(t) +
b(t)
πi

∫
L

ϕ(τ )
τ – t

dτ = f (t) (6)

is called the characteristic equation corresponding to the complete equation (4), and the operator K◦

is called the characteristic operator.
For the regular part of the equation we introduce the notation

Kr[ϕ(t)] ≡
∫

L

K(t, τ )ϕ(τ ) dτ ,

where the operator Kr is called a regular (Fredholm) operator, and we rewrite the complete singular
equation in another operator form:

K[ϕ(t)] ≡ K◦[ϕ(t)] + Kr[ϕ(t)] = f (t), (7)

which will be used in what follows.
The equation

K∗[ψ(t)] ≡ a(t)ψ(t) –
1
πi

∫
L

b(τ )ψ(τ )
τ – t

dτ +
∫

L

K(τ , t)ψ(τ ) dτ = g(t), (8)

obtained from Eq. (4) by transposing the variables in the kernel is said to be transposed to (4). The
operator K∗ is said to be transposed to the operator K.

In particular, the equation

K◦∗[ψ(t)] ≡ a(t)ψ(t) –
1
πi

∫
L

b(τ )
τ – t

ψ(τ ) dτ = g(t) (9)

is the equation transposed to the characteristic equation (6). It should be noted that the operator K◦∗

transposed to the characteristic operator K◦ differs from the operator K∗◦ that is characteristic for
the transposed equation (9). The latter is defined by the formula

K∗◦[ψ(t)] ≡ a(t)ψ(t) –
b(t)
πi

∫
L

ψ(τ )
τ – t

dτ . (10)

Throughout the following we assume that in the general case the contour L consists of m + 1
closed smooth curves L = L0 + L1 + · · · + Lm. For equations with nonclosed contours, see, for
example, the books by F. D. Gakhov (1977) and N. I. Muskhelishvili (1992).

Remark 1. The above relationship between Eqs. (1) and (4) that involves the properties of these
equations is violated if we modify the condition and assume that in Eq. (1) the function M (t, τ )
satisfies the Hölder condition everywhere on the contour except for finitely many points at whichM
has jump discontinuities. In this case, the complete singular integral equation must be represented
in the form (4) with separated characteristic and regular parts in some way that differs from the
transformation (2) and (3) because the above transformation of Eq. (1) does not lead to the desired
decomposition. For equations with discontinuous coefficients, see the cited books.
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13.1-2. Integral Equations With Hilbert Kernel

A complete singular integral equation with Hilbert kernel has the form

a(x)ϕ(x) +
1

2π

∫ 2π

0
N (x, ξ) cot

ξ – x
2

ϕ(ξ) dξ = f (x), (11)

where the real functions a(x), f (x), and N (x, ξ) and the unknown function ϕ(x) satisfy the Hölder
condition (see Subsection 12.2-2), with the function N (x, ξ) satisfying the condition with respect to
both variables.

The integral equation (11) can also be written in the following equivalent form, which is
frequently used. We transform the kernel as follows:

N (x, ξ) cot
ξ – x

2
=

[
N (x, ξ) –N (x,x)

]
cot

ξ – x
2

+N (x,x) cot
ξ – x

2
, (12)

where we write

N (x,x) = –b(x),
1

2π

[
N (x, ξ) –N (x,x)

]
cot

ξ – x
2

= K(x, ξ). (13)

In this case, Eq. (11) with regard to (12) and (13) becomes

a(x)ϕ(x) –
b(x)
2π

∫ 2π

0
cot

ξ – x
2

ϕ(ξ) dξ +
∫ 2π

0
K(x, ξ)ϕ(ξ) dξ = f (x). (14)

It follows from formulas (13) that the function b(x) satisfies the Hölder condition, and the ker-
nel K(x, ξ) satisfies the Hölder condition everywhere except possibly for the points x = ξ at which
the following estimate holds:

|K(x, ξ)| <
A

|ξ – x|λ
, A = const < ∞, 0 ≤ λ < 1.

The equation in the form (14) is also called a complete singular integral equation with Hilbert
kernel. The functions a(x) and b(x) are called the coefficients of Eq. (14), cot

[
1
2 (ξ –x)

]
is called the

Hilbert kernel, and the known function f (x) is called the right-hand side of the equation. The first
and second summands in Eq. (14) form the so-called characteristic part or the characteristic of the
complete singular equation, and the third summand is called its regular part; the function K(x, ξ) is
called the kernel of the regular part.

The equation

a(x)ϕ(x) –
b(x)
2π

∫ 2π

0
cot

ξ – x
2

ϕ(ξ) dξ = f (x), (15)

is called the characteristic equation corresponding to the complete equation (14).
As usual, the above and the forthcoming equations whose right-hand sides are zero everywhere

on their domains are said to be homogeneous, and otherwise they are said to be nonhomogeneous.

13.1-3. Fredholm Equations of the Second Kind on a Contour

Fredholm theory and methods for solving Fredholm integral equations of the second kind presented
in Chapter 11 remain valid if all functions and parameters in the equations are treated as complex ones
and an interval of the real axis is replaced by a contour L. Here we present only some information
and write the Fredholm integral equation of the second kind in the form that is convenient for the
purposes of this chapter.
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Consider the Fredholm integral equation

ϕ(t) + λ
∫

L

K(t, τ )ϕ(τ ) dτ = f (t), (16)

where L is a smooth contour, t and τ are complex coordinates of its points, ϕ(t) is the desired
function, f (t) is the right-hand side of the equation, and K(t, τ ) is the kernel.

If for some λ, the homogeneous Fredholm equation has a nontrivial solution (or nontrivial
solutions), then λ is called a characteristic value, and the nontrivial solutions themselves are called
eigenfunctions of the kernel K(t, τ ) or of Eq. (16).

The set of characteristic values of Eq. (16) is at most countable. If this set is infinite, then its
only limit point is the point at infinity. To each characteristic value, there are corresponding finitely
many linearly independent eigenfunctions. The set of characteristic values of an integral equation
is called its spectrum. The spectrum of a Fredholm integral equation is a discrete set.

If λ does not coincide with any characteristic value (in this case the value λ is said to be regular),
i.e., the homogeneous equation has only the trivial solution, then the nonhomogeneous equation (16)
is solvable for any right-hand side f (t).

The general solution is given by the formula

ϕ(t) = f (t) –
∫

L

R(t, τ ; λ)f (τ ) dτ , (17)

where the function R(t, τ ;λ) is called the resolvent of the equation or the resolvent of the kernel
K(t, τ ) and can be expressed via K(t, τ ).

If a value of the parameter λ is characteristic for Eq. (16), then the homogeneous integral
equation

ϕ(t) + λ
∫

L

K(t, τ )ϕ(τ ) dτ = 0, (18)

as well as the transposed homogeneous equation

ψ(t) + λ
∫

L

K(τ , t)ϕ(τ ) dτ = 0, (19)

has nontrivial solutions, and the number of solutions of Eq. (18) is finite and is equal to the number
of linearly independent solutions of Eq. (19).

The general solution of the homogeneous equation can be represented in the form

ϕ(t) =
n∑

k=1

Ckϕk(t), (20)

where ϕ1(t), . . . , ϕn(t) is a (complete) finite set of linearly independent eigenfunctions that corre-
spond to the characteristic value λ, and Ck are arbitrary constants.

If the homogeneous equation (18) is solvable, then the nonhomogeneous equation (16) is, in
general, unsolvable. This equation is solvable if and only if the following conditions hold:

∫
L

f (t)ψk(t) dt = 0, (21)

where {ψk(t)} (k = 1, . . . ,n) is a (complete) finite set of linearly independent eigenfunctions of the
transposed equation that correspond to the characteristic value λ.
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If conditions (21) are satisfied, then the general solution of the nonhomogeneous equation (16)
can be given by the formula (e.g., see Subsection 11.6-5)

ϕ(t) = f (t) –
∫

L

Rg(t, τ ; λ)f (τ ) dτ +
n∑

k=1

Ckϕk(t), (22)

where Rg(t, τ ;λ) is called the generalized resolvent and the sum on the right-hand side of (22) is
the general solution of the corresponding homogeneous equation.

Now we consider an equation of the second kind with weak singularity on the contour:

ϕ(t) +
∫

L

M (t, τ )
|τ – t|α

ϕ(τ ) dτ = f (t), (23)

where M (t, τ ) is a continuous function and 0 < α < 1. By iterating we can reduce this equation
to a Fredholm integral equation of the second kind (e.g., see Remark 1 in Section 11.3). It has all
properties of a Fredholm equation.

For the above reasons, in the theory of singular integral equations it is customary to make no
difference between Fredholm equations and equations with weak singularity and use for them the
same notation

ϕ(t) + λ
∫

L

K(t, τ )ϕ(τ ) dτ = 0, K(t, τ ) =
M (t, τ )
|τ – t|α

, 0 ≤ α < 1. (24)

The integral equation (24) is called simply a Fredholm equation, and its kernel is called a Fredholm
kernel.

If in Eq. (24) the known functions satisfy the Hölder condition, and M (t, τ ) satisfies this
condition with respect to both variables, then each bounded integrable solution of Eq. (24) also
satisfies the Hölder condition.

Remark 2. By the above estimates, the kernels of the regular parts of the above singular integral
equations are Fredholm kernels.

Remark 3. The complete and characteristic singular integral equations are sometimes called
singular integral equations of the second kind.

©• References for Section 13.1: F. D. Gakhov (1977), F. G. Tricomi (1985), S. G. Mikhlin and S. Prössdorf (1986),
A. Dzhuraev (1992), N. I. Muskhelishvili (1992), I. K. Lifanov (1996).

13.2. The Carleman Method for Characteristic Equations

13.2-1. A Characteristic Equation With Cauchy Kernel

Consider a characteristic equation with Cauchy kernel:

K◦[ϕ(t)] ≡ a(t)ϕ(t) +
b(t)
πi

∫
L

ϕ(τ )
τ – t

dτ = f (t), (1)

where the contour L consists of m + 1 closed smooth curves L = L0 + L1 + · · · + Lm.
Solving Eq. (1) can be reduced to solving a Riemann boundary value problem (see Subsec-

tion 12.3-10), and the solution of the equation can be presented in a closed form.
Let us introduce the piecewise analytic function given by the Cauchy integral whose density is

the desired solution of the characteristic equation:

Φ(z) =
1

2πi

∫
L

ϕ(τ )
τ – z

dτ . (2)
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According to the Sokhotski–Plemelj formulas (see Subsection 12.2-5), we have

ϕ(t) = Φ+(t) – Φ–(t),

1
πi

∫
L

ϕ(τ )
τ – z

dτ = Φ+(t) + Φ–(t).
(3)

On substituting (3) into (1) and solving the resultant equation for Φ+(t), we see that the piecewise
analytic function Φ(z) must be a solution of the Riemann boundary value problem

Φ+(t) = D(t)Φ–(t) +H(t), (4)

where

D(t) =
a(t) – b(t)
a(t) + b(t)

, H(t) =
f (t)

a(t) + b(t)
. (5)

Since the function Φ(z) is represented by a Cauchy type integral, it follows that this function must
satisfy the additional condition

Φ–(∞) = 0. (6)

The index ν of the coefficientD(t) of the Riemann problem (4) is called the index of the integral
equation (1). On solving the boundary value problem (4), we find the solution of Eq. (1) by the first
formula in (3).

Thus, the integral equation (1) is reduced to the Riemann boundary value problem (4). To
establish the equivalence of the equation to the boundary value problem we note that, conversely,
the function ϕ(t) that is found by the above-mentioned method from the solution of the boundary
value problem necessarily satisfies Eq. (1).

We first consider the following normal (nonexceptional) case in which the coefficient D(t) of
the Riemann problem (4) admits no zero or infinite values, which amounts to the condition

a(t) ± b(t) ≠ 0 (7)

for Eq. (1). To simplify the subsequent formulas, we assume that the coefficients of Eq. (1) satisfy
the condition

a2(t) – b2(t) = 1. (8)

This can always be achieved by dividing the equation by
√
a2(t) – b2(t).

Let us write out the solution of the Riemann boundary value problem (4) under the assumption
ν ≥ 0 and then use the Sokhotski–Plemelj formulas to find the limit values of the corresponding
functions (see Subsections 12.2-5, 12.3-6, and 12.3-10):

Φ+(t) =X+(t)

[
1
2
H(t)
X+(t)

+Ψ(t)–
1
2
Pν–1(t)

]
, Φ–(t) =X–(t)

[
–

1
2
H(t)
X+(t)

+Ψ(t)–
1
2
Pν–1(t)

]
, (9)

where

Ψ(t) =
1

2πi

∫
L

H(τ )
X+(τ )

dτ

τ – t
. (10)

The arbitrary polynomial is taken in the form – 1
2Pν–1(t), which is convenient for the subsequent

notation.
Hence, by formula (3) we have

ϕ(t) =
1
2

[
1 +

X–(t)
X+(t)

]
H(t) +X+(t)

[
1 –

X–(t)
X+(t)

][
Ψ(t) –

1
2
Pν–1(t)

]
.
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Representing the coefficient of the Riemann problem in the formD(t) = X+(t)/X–(t) and replacing
the function Ψ(t) by the expression on the right-hand side in (10), we obtain

ϕ(t) =
1
2

[
1 +

1
D(t)

]
H(t) +X+(t)

[
1 –

1
D(t)

][
1

2πi

∫
L

H(τ )
X+(τ )

dτ

τ – t
–

1
2
Pν–1(t)

]
.

Finally, on replacing X+(t) by the expression (62) in Subsection 12.3-10 and substituting the
expressions for D(t) and H(t) given in (5), we obtain

ϕ(t) = a(t)f (t) –
b(t)Z(t)
πi

∫
L

f (τ )
Z(τ )

dτ

τ – t
+ b(t)Z(t)Pν–1(t), (11)

where

Z(t) = [a(t) + b(t)]X+(t) = [a(t) – b(t)]X–(t) =
eG(t)

√
tνΠ(t)

,

G(t) =
1

2πi

∫
L

ln

[
τ –νΠ(τ )

a(τ ) – b(τ )
a(τ ) + b(τ )

]
dτ

τ – t
, Π(t) =

m∑
k=1

(t – zk)νk ,
(12)

and the coefficients a(t) and b(t) satisfy condition (7). Here Π(t) ≡ 1 for the case in which L is a
simple contour enclosing a simply connected domain. Since the functions a(t), b(t), and f (t) satisfy
the Hölder condition, it follows from the properties of the limit values of the Cauchy type integral
that the function ϕ(t) also satisfies the Hölder condition.

The last term in formula (11) is the general solution of the homogeneous equation (f (t) ≡ 0),
and the first two terms form a particular solution of the nonhomogeneous equation.

The particular solution of Eq. (1) can be represented in the form R[f (t)], where R is the operator
defined by

R[f (t)] = a(t)f (t) –
b(t)Z(t)
πi

∫
L

f (τ )
Z(τ )

dτ

τ – t
.

In this case, the general solution of Eq. (1) becomes

ϕ(t) = R[f (t)] +
ν∑

k=1

ckϕk(t), (13)

where ϕk(t) = b(t)Z(t)tk–1 (k = 1, 2, . . . , ν) are the linearly independent eigenfunctions of the
characteristic equation.

If ν < 0, then the Riemann problem (4) is in general unsolvable. The solvability conditions

∫
L

H(τ )
X+(τ )

τk–1 dτ = 0, k = 1, 2, . . . , –ν, (14)

for problem (4) are the solvability conditions for Eq. (1) as well.
ReplacingH(τ ) andX+(τ ) by their expressions from (5) and (12), we can rewrite the solvability

conditions in the form ∫
L

f (τ )
Z(τ )

τk–1 dτ = 0, k = 1, 2, . . . , –ν. (15)

If the solvability conditions hold, then the solution of the nonhomogeneous equation (4) is given
by formula (11) for Pν–1 ≡ 0.

1.◦ If ν > 0, then the homogeneous equation K◦[ϕ(t)] = 0 has ν linearly independent solutions

ϕk(t) = b(t)Z(t)tk–1, k = 1, 2, . . . , ν.
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2.◦ If ν ≤ 0, then the homogeneous equation is unsolvable (has only the trivial solution).
3.◦ If ν ≥ 0, then the nonhomogeneous equation is solvable for an arbitrary right-hand side f (t),

and its general solution linearly depends on ν arbitrary constants.
4.◦ If ν < 0, then the nonhomogeneous equation is solvable if and only if its right-hand side f

satisfies the –ν conditions,

∫
L

ψk(t)f (t) dt = 0, ψk(t) =
tk–1

Z(t)
. (16)

The above properties of characteristic singular integral equations are essentially different from
the properties of Fredholm integral equations (see Subsection 13.1-3). With Fredholm equations, if
the homogeneous equation is solvable, then the nonhomogeneous equation is in general unsolvable,
and conversely, if the homogeneous equation is unsolvable, then the nonhomogeneous equation
is solvable. However, for a singular equation, if the homogeneous equation is solvable, then
the nonhomogeneous equation is unconditionally solvable, and if the homogeneous equation is
unsolvable, then the nonhomogeneous equation is in general unsolvable as well.

By analogy with the case of Fredholm equations, we introduce a parameter λ into the kernel of
the characteristic equation and consider the equation

a(t)ϕ(t) +
λb(t)
πi

∫
L

ϕ(τ )
τ – t

dτ = 0.

As shown above, the last equation is solvable if

ν = Ind
a(t) – λb(t)
a(t) + λb(t)

> 0.

The index of a continuous function changes by jumps and only for the values of λ such that
a(t)∓λb(t) = 0. If in the complex plane λ = λ1 + iλ2 we draw the curves λ = ±a(t)/b(t), then these
curves divide the plane into domains in each of which the index is constant. Thus, the characteristic
values of the characteristic integral equation occupy entire domains, and hence the spectrum is
continuous, in contrast with the spectrum of a Fredholm equation.

13.2-2. The Transposed Equation of a Characteristic Equation

The equation

K◦∗[ψ(t)] ≡ a(t)ψ(t) –
1
πi

∫
L

b(τ )ψ(τ )
τ – t

dτ = g(t), (17)

which is transposed to the characteristic equation K◦[ϕ(t)] = f (t), is not characteristic. However,
the substitution

b(t)ψ(t) = ω(t) (18)

reduces it to a characteristic equation for the function ω(t):

a(t)ω(t) –
b(t)
πi

∫
L

ω(τ )
τ – t

dτ = b(t)g(t). (19)

From the last equation we find ω(t), by the formula obtained by adding (17) to (18), and
determine the desired function ψ(t):

ψ(t) =
1

a(t) + b(t)

[
ω(t) +

1
πi

∫
L

ω(τ )
τ – t

dτ + g(t)

]
.
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Introducing the piecewise analytic function

Φ∗(z) =
1

2πi

∫
L

ω(τ )
τ – z

dτ , (20)

we arrive at the Riemann boundary value problem

Φ+
∗(t) =

a(t) + b(t)
a(t) – b(t)

Φ–
∗(t) +

b(t)g(t)
a(t) – b(t)

. (21)

The coefficient of the boundary value problem (21) is the inverse of the coefficient of the Riemann
problem (4) corresponding to the equation K◦[ϕ(t)] = f (t). Hence,

ν∗ = Ind
a(t) + b(t)
a(t) – b(t)

= – Ind
a(t) – b(t)
a(t) + b(t)

= –ν. (22)

Note that it follows from formulas (17) in Subsection 12.3-4 that the canonical function X∗(z) for
Eq. (21) and the canonical function X(z) for (4) are reciprocal:

X∗(z) =
1

X(z)
.

By analogy with the reasoning in Subsection 13.2-1, we obtain a solution of the singular integral
equation (17) for ν∗ = –ν ≥ 0 in the form

ψ(t) = a(t)g(t) +
1

πiZ(t)

∫
L

b(τ )Z(τ )g(τ )
τ – t

dτ +
1
Z(t)

Qν∗–1(t), (23)

where Z(t) is given by formula (12) and Qν∗–1(t) is a polynomial of degree at most ν∗ – 1 with
arbitrary coefficients. If ν∗ = 0, then we must set Qν∗–1(t) ≡ 0.

If ν∗ = –ν < 0, then for the solvability of Eq. (17) it is necessary and sufficient that∫
L

b(t)Z(t)g(t)tk–1 dt = 0, k = 1, 2, . . . , –ν∗, (24)

and if these conditions hold, then the solution is given by formula (23), where we must setQν∗–1(t) ≡
0.

The results of simultaneous investigation of a characteristic equation and the transposed equation
show another essential difference from the properties of Fredholm equations (see Subsection 13.1-3).
Transposed homogeneous characteristic equations cannot be solvable simultaneously. Either they
are both unsolvable (ν = 0), or, for a nonzero index, only the equation with a positive index is
solvable.

We point out that the difference between the numbers of solutions of a characteristic homoge-
neous equation and the transposed equation is equal to the index ν.

Assertions 1◦ and 2◦ and assertions 3◦ and 4◦ in Subsection 13-2.1 are called, respectively,
the first Fredholm theorem and the second Fredholm theorem for a characteristic equation, and the
relationship between the index of an equation and the number of solutions of the homogeneous
equations K◦[ϕ(t)] = 0 and K◦∗[ψ(t)] = 0 is called the third Fredholm theorem.

13.2-3. The Characteristic Equation on the Real Axis

The theory of the Cauchy type integral (see Section 12.2) shows that if the density of the Cauchy
type integral taken over an infinite curve vanishes at infinity, then the properties of the integral for
the cases in which the contour is finite and infinite are essentially the same. Therefore, the theory
of singular integral equations on an infinite contour in the class of functions that vanish at infinity
coincides with the theory of equations on a finite contour.
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Just as for the case of a finite contour, the characteristic integral equation

a(x)ϕ(x) +
b(x)
πi

∫ ∞

–∞

ϕ(τ )
τ – x

dτ = f (x) (25)

can be reduced by means of the Cauchy type integral

Φ(z) =
1

2πi

∫ ∞

–∞

ϕ(τ )
τ – z

dτ (26)

and the Sokhotski–Plemelj formulas (see Subsection 12.2-5), to the following Riemann boundary
value problem for the real axis (see Subsection 12.3-8):

Φ+(x) =
a(x) – b(x)
a(x) + b(x)

Φ–(x) +
f (x)

a(x) + b(x)
, –∞ < x < ∞. (27)

We assume that
a2(x) – b2(x) = 1, (28)

because Eq. (25) can always be reduced to case (28) by the division by
√
a2(t) – b2(t). Note that the

index ν of the integral equation (25) is given by the formula

ν = Ind
a(x) – b(x)
a(x) + b(x)

. (29)

In this case for ν ≥ 0 we obtain

ϕ(x) = a(x)f (x) –
b(x)Z(x)

πi

∫ ∞

–∞

f (τ )
Z(τ )

dτ

τ – x
+ b(x)Z(x)

Pν–1(x)
(x + i)ν

, (30)

where

Z(x) = [a(x) + b(x)]X+(x) = [a(x) – b(x)]X–(x) =

(
x – i
x + i

)–ν/2

eG(x),

G(x) =
1

2πi

∫ ∞

–∞
ln

[(
τ – i
τ + i

)–ν
a(τ ) – b(τ )
a(τ ) + b(τ )

]
dτ

τ – x
.

For the case in which ν ≤ 0 we must set Pν–1(x) ≡ 0. For ν < 0, we must also impose the solvability
conditions ∫ ∞

–∞

f (x)
Z(x)

dx

(x + i)k
= 0, k = 1, 2, . . . , –ν. (31)

For the solution of Eq. (25) in the class of functions bounded at infinity, see F. D. Gakhov (1977).
The analog of the characteristic equation on the real axis is the equation of the form

a(x)ϕ(x) +
b(x)
πi

∫ ∞

–∞

x – z0

τ – z0

ϕ(τ )
τ – x

dτ = f (x), (32)

where z0 is a point that does not belong to the contour. For this equation, all qualitative results
obtained for the characteristic equation with finite contour are still valid together with the formulas.
In particular, the following inversion formulas for the Cauchy type integral hold:

ψ(x) =
1
πi

∫ ∞

–∞

x – z0

τ – z0

ϕ(τ )
τ – x

dτ , ϕ(x) =
1
πi

∫ ∞

–∞

x – z0

τ – z0

ψ(τ )
τ – x

dτ . (33)
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13.2-4. The Exceptional Case of a Characteristic Equation

In the study of the characteristic equation in Subsection 13-2.1, the case in which the functions
a(t) ± b(t) can vanish on the contour L was excluded. The reason was that the coefficient D(t) of
the Riemann problem to which the characteristic equation can be reduced has in the exceptional
case zeros and poles on the contour, and hence this problem is outside the framework of the general
theory. Let us perform an investigation of the above exceptional case.

We assume that the coefficients of the singular equations under consideration have properties
that provide the additional differentiability requirements that were introduced in the consideration
of exceptional cases of the Riemann problem (see 12.3-9).

Consider a characteristic equation with Cauchy kernel (1) under the assumption that the functions
a(t)–b(t) and a(t)+b(t) have zeros on the contour at the pointsα1, . . . ,αµ andβ1 . . . ,βη, respectively,
of integral orders, and hence are representable in the form

a(t) – b(t) =
µ∏

k=1

(t – αk)mkr(t), a(t) + b(t) =
η∏

j=1

(t – βj)pj s(t),

where r(t) and s(t) vanish nowhere. We assume that all points αk and βj are different.
Assume that the coefficients of Eq. (1) satisfy the relation

a2(t) – b2(t) =
µ∏

k=1

(t – αk)mk

η∏
j=1

(t – βj)pj = A0(t). (34)

The equation under consideration can be reduced to the above case by dividing it by
√

s(t)r(t).
In the exceptional case, by analogy with the case studied in Subsection 13.2-1, Eq. (1) can be

reduced to the Riemann problem

Φ+(t) =

µ∏
k=1

(t – αk)mk

η∏
j=1

(t – βj)pj

D1(t)Φ–(t) +
f (t)

η∏
j=1

(t – βj)pj s(t)

, (35)

where D1(t) = r(t)/s(t). The solution of this problem in the class of functions that satisfy the
condition Φ(∞) = 0 is given by the formulas

Φ+(z) =
X+(z)

η∏
j=1

(z – βj)pj

[Ψ+(z) – Uρ(z) +A0(z)Pν–p–1(z)],

Φ–(z) =
X–(z)

µ∏
k=1

(z – αk)mk

[Ψ–(z) – Uρ(z) +A0(z)Pν–p–1(z)],
(36)

where

Ψ(z) =
1

2πi

∫
L

f (τ )
s(τ )X+(τ )

dτ

τ – z
, (37)

and Uρ(z) is the Hermite interpolation polynomial (see Subsection 12.3-2) for the function Ψ(z)
of degree ρ = m + p – 1 with nodes at the points αk and βj , respectively, and of the multiplicities
mk and pj , respectively, where m =

∑
mk and p =

∑
pj .
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We regard the polynomial Uρ(z) as an operator that maps the right-hand side f (t) of Eq. (1) to
the polynomial that interpolates the Cauchy type integral (37) as above. Let us denote this operator
by

1
2 T[f (t)] = Uρ(z). (38)

Here the coefficient 1
2 is taken for the convenience of the subsequent manipulations.

Furthermore, by analogy with the normal case, from (36) we can find

Φ+(t) =
X+(t)

η∏
j=1

(t – βj)pj

[
1
2

f (t)
s(t)X+(t)

+
1

2πi

∫
L

f (τ )
s(τ )X+(τ )

dτ

τ – t
–

1
2

T[f (t)] –
1
2
A0(t)Pν–p–1(t)

]
,

Φ–(t) =
X–(t)

µ∏
k=1

(t – αk)mk

[
–

1
2

f (t)
s(t)X+(t)

+
1

2πi

∫
L

f (τ )
s(τ )X+(τ )

dτ

τ – t
–

1
2

T[f (t)] –
1
2
A0(t)Pν–p–1(t)

]
.

We introduced the coefficient – 1
2 in the last summands of these formulas using the fact that the

coefficients of the polynomial Pν–p–1(t) are arbitrary. Hence,

ϕ(t) = Φ+(t)–Φ–(t) =
∆1(t)f (t)
s(t)X+(t)

+∆2(t)

[
1
πi

∫
L

f (τ ) dτ
s(τ )X+(τ )(τ – t)

–T[f (t)]–A0(t)Pν–p–1(t)

]
, (39)

where

∆1(t) =
X+(t)

2
η∏

j=1

(t – βj)pj

+
X–(t)

2
µ∏

k=1

(t – αk)mk

, ∆2(t) =
X+(t)

2
η∏

j=1

(t – βj)pj

–
X–(t)

2
µ∏

k=1

(t – αk)mk

.

We write
Z(t) = s(t)X+(t) = r(t)X–(t), (40)

and, applying relation (34), represent formula (39) as follows:

ϕ(t) =
1

A0(t)

[
a(t)f (t) –

b(t)Z(t)
πi

∫
L

f (τ )
Z(τ )

dτ

τ – t
+ b(t)Z(t)T[f (t)]

]
+ b(t)Z(t)Pν–p–1(t).

Let us introduce the operator R1[f (t)] by the formula

R1[f (t)] ≡
1

A0(t)

[
a(t)f (t) –

b(t)Z(t)
πi

∫
L

f (τ )
Z(τ )

dτ

τ – t
+ b(t)Z(t)T[f (t)]

]
, (41)

and finally obtain
ϕ(t) = R1[f (t)] + b(t)Z(t)Pν–p–1(t). (42)

Formula (42) gives a solution of Eq. (1) for the exceptional case in which ν – p > 0. This
solution linearly depends on ν –p arbitrary constants. If ν –p < 0, then the solution exists only under
p – ν special solvability conditions imposed on f (t), which follow from the solvability conditions
for the Riemann problem (35) corresponding to this case.
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13.2-5. The Characteristic Equation With Hilbert Kernel

Consider the characteristic equation with Hilbert kernel

a(x)ϕ(x) –
b(x)
2π

∫ 2π

0
cot

ξ – x
2

ϕ(ξ) dξ = f (x). (43)

Just as the characteristic integral equation with Cauchy kernel is related to the Riemann boundary
value problem, so the characteristic equation (43) with Hilbert kernel can be analytically reduced to
a Hilbert problem in a straightforward manner. In turn, the Hilbert problem can be reduced to the
Riemann problem (see Subsection 12.3-12), and hence the solution of Eq. (43) can be constructed
in a closed form.

For ν > 0, the homogeneous equation (43) (f (x) ≡ 0) has 2ν linearly independent solutions, and
the nonhomogeneous problem is unconditionally solvable and linearly depends on 2ν real constants.

For ν < 0, the homogeneous equation is unsolvable, and the nonhomogeneous equation is
solvable only under –2ν real solvability conditions.

Taking into account the fact that any complex parameter contains two real parameters, and
a complex solvability condition is equivalent to two real conditions, we see that, for ν ≠ 0, the
qualitative results of investigating the characteristic equation with Hilbert kernel completely agree
with the corresponding results for the characteristic equation with Cauchy kernel.

13.2-6. The Tricomi Equation

The singular integral Tricomi equation has the form

ϕ(x) – λ
∫ 1

0

(
1

ξ – x
–

1
x + ξ – 2xξ

)
ϕ(ξ) dξ = f (x), 0 ≤ x ≤ 1. (44)

The kernel of this equation consists of two terms. The first term is the Cauchy kernel. The second
term is continuous if at least one of the variables x and ξ varies strictly inside the interval [0, 1];
however, for x = ξ = 0 and for x = ξ = 1, this kernel becomes infinite and is nonintegrable in the
square {0 ≤ x ≤ 1, 0 ≤ ξ ≤ 1}.

By using the function

Φ(z) =
1

2πi

∫ 1

0

(
1

ξ – z
–

1
z + ξ – 2zξ

)
ϕ(ξ) dξ,

which is piecewise analytic in the upper and the lower half-plane, we can reduce Eq. (44) to the
Riemann problem with boundary condition on the real axis. The solution of the Tricomi equation
has the form

y(x) =
1

1 + λ2π2

[
f (x) +

∫ 1

0

ξα(1 – x)α

xα(1 – ξ)α

(
1

ξ – x
–

1
x + ξ – 2xξ

)
f (ξ) dξ

]
+
C(1 – x)β

x1+β
,

α =
2
π

arctan(λπ) (–1 < α < 1), tan
βπ

2
= λπ (–2 < β < 0),

where C is an arbitrary constant.

©• References for Section 13.2: P. P. Zabreyko, A. I. Koshelev, et al. (1975), F. D. Gakhov (1977), F. G. Tricomi (1985),
N. I. Muskhelishvili (1992).
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13.3. Complete Singular Integral Equations Solvable in a
Closed Form

In contrast with characteristic equations and their transposed equations, complete singular
integral equations cannot be solved in the closed form in general. However, there are some cases in
which complete equations can be solved in a closed form.

13.3-1. Closed-Form Solutions in the Case of Constant Coefficients

Consider the complete singular integral equation with Cauchy kernel in the form (see Subsec-
tion 13.1-1)

a(t)ϕ(t) +
b(t)
πi

∫
L

ϕ(τ )
τ – t

dτ +
∫

L

K(t, τ )ϕ(τ ) dτ = f (t), (1)

where L is an arbitrary closed contour. Let us show that Eq. (1) can be solved in a closed form if
a(t) = a and b(t) = b are constants andK(t, τ ) is an arbitrary function that has an analytic continuation
to the domain Ω+ with respect to each variable.

Under the above assumptions, Eq. (1) has the form

aϕ(t) +
1
πi

∫
L

M (t, τ )
τ – t

ϕ(τ ) dτ = f (t), (2)

where M (t, τ ) = b + πi(t – τ )K(t, τ ), so that M (t, t) = b = const. Let b ≠ 0. We write

ψ(t) =
1
bπi

∫
L

M (t, τ )
τ – t

ϕ(τ ) dτ . (3)

According to Subsection 12.4-4, the function ϕ(t) can be expressed via ψ(t) and ψ(t) can be
expressed via ϕ(t). Then we rewrite Eq. (2) as follows:

aϕ(t) + bψ(t) = f (t). (4)

On applying the operation (3) to this equation, we obtain

aψ(t) + bϕ(t) = w(t), (5)

where

w(t) =
1
bπi

∫
L

M (t, τ )
τ – t

f (τ ) dτ .

By solving system (4), (5) we find ϕ(t):

ϕ(t) =
1

a2 – b2

[
af (t) –

1
πi

∫
L

M (t, τ )
τ – t

f (τ ) dτ

]
(6)

under the assumption that a ≠ ±b.
Thus, for a ≠ ±b and for a kernel K(t, τ ) that can be analytically continued, Eq. (1) or (2) is

solvable and has the unique solution given by formula (6).
Equation (1) was studied above for b ≠ 0. This assumption is natural because, for b ≡ 0, Eq. (1)

is no longer singular. However, the Fredholm equation obtained for b = 0, that is,

aϕ(t) +
∫

L

K(t, τ )ϕ(τ ) dτ = f (t), a = const, (7)

is solvable in a closed form for a kernel K(t, τ ) that has analytic continuation.
Let a function K(t, τ ) have an analytic continuation to the domain Ω+ with respect to each of

the variables and continuous for t, τ ∈ L. In this case, the following assertions hold.

Page 646

© 1998 by CRC Press LLC



1◦. The function

Φ+(t) =
∫

L

K(t, τ )ϕ(τ ) dτ

has an analytic continuation to the domain Ω+ for any function ϕ(t) satisfying the Hölder condition.

2◦. If a functionϕ+(t) satisfying the Hölder condition has an analytic continuation to the domain Ω+,
then ∫

L

K(t, τ )ϕ+(τ ) dτ = 0. (8)

This implies the relation
∫

L

K(t, τ )
∫

L

K(τ , τ1)ϕ(τ1) dτ1 dτ = 0 (9)

for each function ϕ(t) (satisfying the Hölder condition). Therefore, it follows from (7) that

a

∫
L

K(t, τ )ϕ(τ ) dτ =
∫

L

K(t, τ )f (τ ) dτ ,

and hence

ϕ(t) =
1
a2

[
af (t) –

∫
L

K(t, τ )f (τ ) dτ

]
. (10)

Therefore, if a kernel K(t, τ ) is analytic in the domain Ω+ with respect to each of the variables
and continuous for t, τ ∈ L, then Eq. (7) is solvable for each right-hand side, and the solution is
given by formula (10).

13.3-2. Closed-Form Solutions in the General Case

Let us pass to the general case of the solvability of Eq. (1) in a closed form under the condition that
a function K(t, τ )[a(t) + b(t)]–1 is analytic with respect to τ and meromorphic with respect to t in
the domain Ω+.

For brevity, we write

Kr[ϕ(t)] =
∫

L

K(t, τ )ϕ(τ ) dτ

and note that
Kr[ϕ

+(t)] = 0 (11)

for each function ϕ+(t) that has an analytic continuation to the domain Ω+. By setting ϕ(t) =
ϕ+(t) – ϕ–(t) and with regard to (11), we reduce Eq. (1) to a relation similar to that of the Riemann
problem:

ϕ+(t) –
1

a(t) + b(t)
Kr[ϕ

–(t)] = D(t)ϕ–(t) +H(t), (12)

where

D(t) =
a(t) – b(t)
a(t) + b(t)

, H(t) =
f (t)

a(t) + b(t)
.

By assumption, we have

K(t, τ )
a(t) + b(t)

=
A+(t, τ )
Π+(t)

, Π+(t) =
n∏

k=1

(t – zk)mk , (13)

where zk ∈ Ω+ and mk are positive integers and the function A+(t, τ ) is analytic with respect to t
and with respect to τ on Ω+.
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Relation (12) becomes

Π+(t)ϕ+(t) + A+[ϕ–(t)] = Π+(t)[D(t)ϕ–(t) +H(t)], (14)

where A+ is the integral operator with kernel A+(t, τ ). Since the function A+[ϕ–(t)] is analytic
on Ω+, it follows that the last relation is an ordinary Riemann problem for which the functions
Π+(t)ϕ+(t) + A+[ϕ–(t)] and ϕ–(t) can be defined in a closed form, and hence the same holds for ϕ(t).
Namely, let us rewrite the function D(t) in the form D(t) = X+(t)/X–(t), where X±(z) is the
canonical function of the Riemann problem, and reduce relation (14) to the form in which the
generalized Liouville theorem can be applied (see Subsection 12.3-1). We arrive at a polynomial

of degree at most ν – 1 +
n∑

k=1
mk with arbitrary coefficients (for the case in which ν +

n∑
k=1

mk > 0).

However, the presence of the factor Π+(t) (on ϕ+(t)), which vanishes in Ω+ with total order of zeros
n∑

k=1
mk, clearly reduces the number of arbitrary constants in the general solution.

Remark 1. Following the lines of the discussion in Subsection 13.3-2 we can treat the case in
which the kernel K(t, τ ) is meromorphic with respect to τ as well. In this case, Eq. (1) can be
reduced to a Riemann problem of the type (12) and a linear algebraic system.

Remark 2. The solutions of a complete singular integral equation that are constructed in Sec-
tion 13.3 can be applied for the case in which the contour L is a collection of finitely many disjoint
smooth closed contours.

Example 1. Consider the equation

λϕ(t) +
1

πi

∫
L

cos(τ – t)

τ – t
ϕ(τ ) dτ = f (t), (15)

where L is an arbitrary closed contour.
Note that the function M (t, τ ) = cos(τ – t) has the property M (t, t) ≡ 1. Therefore, it remains to apply formula (6), and

thus for (15) we have

ϕ(t) =
1

λ2 – 1

[
λf (t) –

1

πi

∫
L

cos(τ – t)

τ – t
f (τ ) dτ

]
, λ ≠ ±1.

Example 2. Consider the equation

λϕ(t) +
1

πi

∫
L

sin(τ – t)

(τ – t)2
ϕ(τ ) dτ = f (t), (16)

where L is an arbitrary closed contour.
The function M (t, τ ) = sin(τ – t)/(τ – t) has the property M (t, t) ≡ 1. Therefore, applying formula (6), for (16) we

obtain

ϕ(t) =
1

λ2 – 1

[
λf (t) –

1

πi

∫
L

sin(τ – t)

(τ – t)2
f (τ ) dτ

]
, λ ≠ ±1.

©• Reference for Section 13.3: F. D. Gakhov (1977).

13.4. The Regularization Method for Complete Singular
Integral Equations

13.4-1. Certain Properties of Singular Operators

Let K1 and K2 be singular operators,

K1[ϕ(t)] ≡ a1(t)ϕ(t) +
1
πi

∫
L

M1(t, τ )
τ – t

ϕ(τ ) dτ , (1)

K2[ω(t)] ≡ a2(t)ω(t) +
1
πi

∫
L

M2(t, τ )
τ – t

ω(τ ) dτ . (2)

The operator K = K2K1 defined by the formula K[ϕ(t)] = K2
[
K1[ϕ(t)]

]
is called the composition

or the product of the operators K1 and K2.

Page 648

© 1998 by CRC Press LLC



Let us form the expression for the operator K,

K[ϕ(t)] = K2K1[ϕ(t)] ≡ a2(t)

[
a1(t)ϕ(t) +

1
πi

∫
L

M1(t, τ )
τ – t

ϕ(τ ) dτ

]

+
1
πi

∫
L

M2(t, τ )
τ – t

[
a1(τ )ϕ(τ ) +

1
πi

∫
L

M1(τ , τ1)
τ1 – τ

ϕ(τ1) dτ1

]
dτ , (3)

and select its characteristic part. To this end, we perform the following manipulations:
∫

L

M1(t, τ )

τ – t
ϕ(τ ) dτ = M1(t, t)

∫
L

ϕ(τ )

τ – t
dτ +

∫
L

M1(t, τ ) – M1(t, t)

τ – t
ϕ(τ ) dτ ,

∫
L

a1(τ )M2(t, τ )

τ – t
ϕ(τ ) dτ = a1(t)M2(t, t)

∫
L

ϕ(τ )

τ – t
dτ +

∫
L

a1(τ )M2(t, τ ) – a1(t)M2(t, t)

τ – t
ϕ(τ ) dτ ,

∫
L

M2(t, τ )

τ – t
dτ

∫
L

M1(τ , τ1)

τ1 – τ
ϕ(τ1) dτ1 = –π2M2(t, t)M1(t, t)ϕ(t) +

∫
L

ϕ(τ1) dτ1

∫
L

M2(t, τ )M1(τ , τ1)

(τ1 – τ )(τ – t)
dτ .

(4)

Here we applied the Poincaré–Bertrand formula (see Subsection 12.2-6). We can see that all kernels
of the integrals of the last summands on the right-hand sides in (4) are Fredholm kernels.

We write
M1(t, t) = b1(t), M2(t, t) = b2(t) (5)

and see that the characteristic operator K◦ of the composition (product) K of two singular operators
K1 and K2 can be expressed by the formula

K◦[ϕ(t)] = (K2K1)◦[ϕ(t)] = [a2(t)a1(t) + b2(t)b1(t)]ϕ(t) +
a2(t)b1(t) + b2(t)a1(t)

πi

∫
L

ϕ(τ )
τ – t

dτ . (6)

Let us write out the operator K1 and K2 in the form (3) with explicitly expressed characteristic
parts:

K1[ϕ(t)] ≡ a1(t)ϕ(t) +
b1(t)
πi

∫
L

ϕ(τ )
τ – t

dτ +
∫

L

K1(t, τ )ϕ(τ ) dτ , (7)

K2[ω(t)] ≡ a2(t)ω(t) +
b2(t)
πi

∫
L

ω(τ )
τ – t

dτ +
∫

L

K2(t, τ )ω(τ ) dτ . (8)

Thus, the coefficients a(t) and b(t) of the characteristic part of the product of the operators K1

and K2 can be expressed by the formulas

a(t) = a2(t)a1(t) + b2(t)b1(t), b(t) = a2(t)b1(t) + b2(t)a1(t). (9)

These formulas do not contain regular kernels k1 and k2 and are symmetric with respect to the
indices 1 and 2. This means that the characteristic part of the product of singular operators depends
neither on their regular parts nor on the order of these operators in the product.

Thus, any change of order of the factors, as well as a change of the regular parts of the factors,
influences the regular part of the product of the operators only and preserves the characteristic part
of the product.

Let us calculate the coefficient of the Riemann problem that corresponds to the characteristic
operator (K2K1)◦:

D(t) =
a(t) – b(t)
a(t) + b(t)

=
[a2(t) – b2(t)] [a1(t) – b1(t)]
[a2(t) + b2(t)] [a1(t) + b1(t)]

= D2(t)D1(t), (10)

where we denote by

D1(t) =
a1(t) – b1(t)
a1(t) + b1(t)

, D2(t) =
a2(t) – b2(t)
a2(t) + b2(t)

(11)
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the coefficients of the Riemann problems that correspond to the operators K◦
1 and K◦

2 . This means
that the coefficient of the Riemann problem for the operator (K2K1)◦ is equal to the product of
the coefficients of the Riemann problems for the operators K◦

1 and K◦
2 , and hence the index of the

product of singular operators is equal to the sum of indices of the factors:

ν = ν1 + ν2. (12)

In its complete form, the operator K2K1 is defined by the expression

K2K1[ϕ(t)] ≡ a(t)ϕ(t) +
b(t)
πi

∫
L

ϕ(τ )
τ – t

dτ +
∫

L

K(t, τ )ϕ(τ ) dτ ,

where a(t) and b(t) are defined by formulas (9). For a regular kernel K(t, τ ), on the basis of
formulas (4) we can write out the explicit expression.

For a singular operator K and its transposed operator K∗ (see Subsection 13.1-1), the following
relations hold: ∫

L

ψ(t)K[ϕ(t)] dt =
∫

L

ϕK∗[ψ(t)] dt

for any functions ϕ(t) and ψ(t) that satisfy the Hölder condition, and

(K2K1)∗ = K∗
1 K∗

2 .

13.4-2. The Regularizer

The regularization method is a reduction of a singular integral equation to a Fredholm equation. The
reduction process itself is known as regularization.

If a singular operator K2 is such that the operator K2K1 is regular (Fredholm), i.e., contains no
singular integral (b(t) ≡ 0), then K2 is called the regularizing operator with respect to the singular
operator K1 or, briefly, a regularizer. Note that if K2 is a regularizer, then the operator K1K2 is
regular as well.

Let us find the general form of a regularizer. By definition, the following relation must hold:

b(t) = a2(t)b1(t) + b2(t)a1(t) = 0, (13)

which implies that
a2(t) = g(t)a1(t), b2(t) = –g(t)b1(t), (14)

where g(t) is an arbitrary function that vanishes nowhere and satisfies the Hölder condition.
Hence, if K is a singular operator,

K[ϕ(t)] ≡ a(t)ϕ(t) +
b(t)
πi

∫
L

ϕ(τ )
τ – t

dτ +
∫

L

K(t, τ )ϕ(τ ) dτ , (15)

then, in general, the regularizer K̃ can be expressed as follows:

K̃[ω(t)] ≡ g(t)a(t)ω(t) –
g(t)b(t)
πi

∫
L

ω(τ )
τ – t

dτ +
∫

L

K̃(t, τ )ω(τ ) dτ , (16)

where K̃(t, τ ) is an arbitrary Fredholm kernel and g(t) is an arbitrary function satisfying the Hölder
condition.

Since the index of a regular operator (b(t) ≡ 0) is clearly equal to zero, it follows from the
property of the product of operators that the index of the regularizer has the same modulus as the
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index of the original operator and the opposite sign. The same fact can be established directly by
the form of a regularizer (16) from the formula

D̃(t) =
ã(t) – b̃(t)

ã(t) + b̃(t)
=
a(t) + b(t)
a(t) – b(t)

=
1

D(t)
.

Thus, for any singular operator with Cauchy kernel (15) of the normal type (a(t)±b(t) ≠ 0), there
exist infinitely many regularizers (16) whose characteristic part depends on an arbitrary function g(t)
that contains an arbitrary regular kernel K̃(t, τ ).

Since the elements g(t) and K̃(t, τ ) are arbitrary, we can choose them so that the regularizer
will satisfy some additional conditions. For instance, we can make the coefficient of ϕ(t) in the
regularized equation be normalized, i.e., equal to one. To this end we must set g(t) = [a2(t)–b2(t)]–1.
If no conditions are imposed, then it is natural to apply the simplest regularizers. These can be
obtained by setting g(t) ≡ 1 and K̃(t, τ ) ≡ 0 in formula (16), which gives the regularizer

K̃[ω(t)] = K∗◦[ω(t)] ≡ a(t)ω(t) –
b(t)
πi

∫
L

ω(τ )
τ – t

dτ , (17)

or we can set g(t) ≡ 1 and K̃(t, τ ) = –
1
πi

b(τ ) – b(t)
τ – t

and obtain

K̃[ω(t)] = K◦∗[ω(t)] ≡ a(t)ω(t) –
1
πi

∫
L

b(τ )ω(τ )
τ – t

dτ . (18)

The simplest operators K∗◦ and K◦∗ are most frequently used as regularizers.
Since the multiplication of operators is not commutative, we must distinguish two forms of

regularization: left regularization, which gives the operator K̃K, and right regularization which
leads to the operator KK̃. On the basis of the above remark we can claim that a right regular-
izer is simultaneously a left regularizer, and vice versa. Thus, the operation of regularization is
commutative.

If an operator K̃ is a regularizer for an operator K, then, in turn, the operator K is a regularizer
for the operator K̃. The operators K1K2 and K2K1 can differ by a regular part only.

13.4-3. The Methods of Left and Right Regularization

Let a complete singular integral equation be given:

K[ϕ(t)] ≡ a(t)ϕ(t) +
b(t)
πi

∫
L

ϕ(τ )
τ – t

dτ +
∫

L

K(t, τ )ϕ(τ ) dτ = f (t). (19)

Three methods of regularization are used. The first two methods are based on the composition
of a given singular operator and its regularizer (left and right regularization). The third method
differs essentially from the first two, namely, the elimination of the singular integral is performed
by solving the corresponding characteristic equation.

1◦. Left regularization. Let us take the regularizer (16):

K̃[ω(t)] ≡ g(t)a(t)ω(t) –
g(t)b(t)
πi

∫
L

ω(τ )
τ – t

dτ +
∫

L

K̃(t, τ )ω(τ ) dτ . (20)

On replacing the function ω(t) in K̃[ω(t)] with the expression K[ϕ(t)] – f (t) we arrive at the
integral equation

K̃K[ϕ(t)] = K̃[f (t)]. (21)

By definition, K̃K is a Fredholm operator, because K̃ is a regularizer. Hence, Eq. (21) is a Fredholm
equation. Thus, we have transformed the singular integral equation (19) into the Fredholm integral
equation (21) for the same unknown function ϕ(t).

This is the first regularization method, which is called left regularization.
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2◦. Right Regularization. On replacing in Eq. (19) the desired function by the expression (20),

ϕ(t) = K̃[ω(t)], (22)

where ω(t) is a new unknown function, we arrive at the integral equation

KK̃[ω(t)] = f (t), (23)

which is a Fredholm equation as well. Thus, from the singular integral equation (19) for the unknown
function ϕ(t) we passed to the Fredholm integral equation for the new unknown function ω(t).

On solving the Fredholm equation (23), we find a solution of the original equation (19) by
formula (22). The application of formula (22) requires integration only (a proper integral and a
singular integral must be found).

This is the second method of the regularization, which is called right regularization.

13.4-4. The Problem of Equivalent Regularization

In the reduction of a singular integral equation to a regular one we perform a functional transformation
over the corresponding equation. In general, this transformation can either introduce new irrelevant
solutions that do not satisfy the original equation or imply a loss of some solutions. Therefore, in
general, the resultant equation is not equivalent to the original equation. Consider the relationship
between the solutions of these equations and find out in what cases these equations are equivalent.

1◦. Left Regularization. Consider a singular equation

K[ϕ(t)] = f (t) (24)

and the corresponding regular equation

K̃K[ϕ(t)] = K̃[f (t)]. (25)

Let us write out Eq. (25) in the form

K̃
[
K[ϕ(t)] – f (t)

]
= 0. (26)

Since the operator K̃ is homogeneous, it follows that each solution of the original equation (24)
(a function that vanishes the expression K[ϕ(t)] – f (t)) satisfies Eq. (26) as well. Hence, the left
regularization implies no loss of solutions. However, a solution of the regularized equation need not
be a solution of the original equation.

Consider the singular integral equation corresponding to the regularizer

K̃[ω(t)] = 0. (27)

Let ω1(t), . . . , ωp(t) be a complete system of its solutions, i.e., a maximal collection of linearly
independent eigenfunctions of the regularizer K̃.

We regard Eq. (26) as a singular equation of the form (27) with the unknown function ω(t) =
K[ϕ(t)] – f (t). We obtain

K[ϕ(t)] – f (t) =
p∑

j=1

αjωj(t), (28)

where the αj are some constants.
We see that the regularized equation is equivalent to Eq. (28) rather than the original equation (24).
Thus, Eq. (25) is equivalent to Eq. (28) in which αj are arbitrary or definite constants. It may

occur that Eq. (28) is solvable only under the assumption that all αj satisfy the condition αj = 0.
In this case, Eq. (25) is equivalent to the original equation (24), and the regularizer defines an
equivalent transformation. In particular, if the regularizer has no eigenfunctions, then the right-hand
side of Eq. (28) is identically zero, and it must be equivalent. This operator certainly exists for
ν ≥ 0. For instance, we can take the regularizer K∗◦, which has no eigenfunctions for the case under
consideration because the index of the regularizer K∗◦ is equal to –ν ≤ 0.
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2◦. Right Regularization. Consider Eq. (24) and the corresponding regularized equation

KK̃[ω(t)] = f (t), (29)

which is obtained by substitution
K̃[ω(t)] = ϕ(t). (30)

If ωj(t) is a solution of Eq. (29), then formula (30) gives the corresponding solution of the original
equation

ϕj(t) = K̃[ωj(t)].

Hence, the right regularization cannot lead to irrelevant solutions.
Conversely, assume that ϕk(t) is a solution of the original equation. In this case a solution of the

regularized equation (29) can be obtained as a solution of the nonhomogeneous singular equation

K̃[ω(t)] = ϕk(t);

however, this solution may be unsolvable. Thus, the right regularization can lead to loss of solutions.
We have no loss of solutions if Eq. (30) is solvable for each right-hand side. In this case the operator K̃
will be an equivalent right regularizer.

3◦. The Equivalent Regularization. The operator K̃ = K∗◦ is an equivalent regularizer for any index;
for ν ≥ 0, we must apply left regularization, while for ν ≤ 0 we must use right regularization.

In the latter case we obtain an equation for a new function ω(t), and if it is determined, then
we can construct all solutions to the original equation in antiderivatives, and it follows from the
properties of the right regularization that no irrelevant solutions can occur.

For the other methods of equivalent regularization, see the references at the end of this section.

13.4-5. Fredholm Theorems

Let a complete singular integral equation be given:

K[ϕ(t)] = f (t). (31)

THEOREM 1. The number of solutions of the singular integral equation (31) is finite.

THEOREM 2. A necessary and sufficient solvability condition for the singular equation (31) is

∫
L

f (t)ψj(t) dt = 0, j = 1, . . . ,m, (32)

where ψ1(t), . . . , ψm(t) is a maximal finite set of linearly independent solutions of the transposed
homogeneous equation K∗[ψ(t)] = 0. (Since the functions under consideration are complex, it
follows that condition (32) is not the orthogonality condition for the functions f (t) and ψj(t).)

THEOREM 3. The difference between the number n of linearly independent solutions of the
singular equation K[ϕ(t)] = 0 and the number m of linearly independent solutions of the transposed
equation K∗[ψ(t)] = 0 depends on the characteristic part of the operator K only and is equal to its
index, i.e.,

n –m = ν. (33)

Corollary. The number of linearly independent solutions of characteristic equations is minimal
among all singular equations with given index ν.
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13.4-6. The Carleman–Vekua Approach to the Regularization

Let us transfer the regular part of a singular equation to the right-hand side and rewrite the equation
as follows:

a(t)ϕ(t) +
b(t)
πi

∫
L

ϕ(τ )
τ – t

dτ = f (t) –
∫

L

K(t, τ )ϕ(τ ) dτ , (34)

or, in the operator form,
K◦[ϕ(t)] = f (t) – Kr[ϕ(t)]. (35)

We regard the last equation as a characteristic one and solve it by temporarily assuming that the
right-hand side is a known function. In this case (see Subsection 13.2-1)

ϕ(t) =

[
a(t)f (t) –

b(t)Z(t)
πi

∫
L

f (τ )
Z(τ )

dτ

τ – t
+ b(t)Z(t)Pν–1(t)

]

–

[
a(t)

∫
L

K(t, τ )ϕ(τ ) dτ –
b(t)Z(t)
πi

∫
L

dτ1

Z(τ1)(τ1 – t)

∫
L

K(τ1, τ )ϕ(τ ) dτ

]
, (36)

where for ν ≤ 0 we must set Pν–1(t) ≡ 0. Let us reverse the order of integration in the iterated integral
and rewrite the expression in the last parentheses as follows:∫

L

[
a(t)K(t, τ ) –

b(t)Z(t)
πi

∫
L

K(τ1, τ )
Z(τ1)(τ1 – t)

dτ1

]
ϕ(τ ) dτ .

Since Z(t) satisfies the Hölder condition (and hence is bounded) and does not vanish and since
K(τ1, τ ) satisfies the estimate |K(τ1, τ )| < A|τ1 – τ |–λ (with 0 ≤ λ < 1) near the point τ1 = τ , we can
see that the entire integral ∫

L

K(τ1, τ )
Z(τ1)(τ1 – t)

dτ1

satisfies an estimate similar to that for K(τ1, τ ). Hence, the kernel

N (t, τ ) = a(t)K(t, τ ) –
b(t)Z(t)
πi

∫
L

K(τ1, τ )
Z(τ1)(τ1 – t)

dτ1 (37)

is a Fredholm kernel. On transferring the terms with ϕ(t) to the right-hand side, we obtain

ϕ(t) +
∫

L

N (t, τ )ϕ(τ ) dτ = f1(t), (38)

where N (t, τ ) is the Fredholm kernel defined by formula (37) and f1(t) has the form

f1(t) = a(t)f (t) –
b(t)Z(t)
πi

∫
L

f (τ )
Z(τ )

dτ

τ – t
+ b(t)Z(t)Pν–1(t). (39)

If the index of Eq. (34) ν is negative, then the function must satisfy not only the Fredholm
equation (38) but also the relations∫

L

[∫
L

K(t, τ )
Z(t)

tk–1 dt

]
ϕ(τ ) dτ =

∫
L

f (t)
Z(t)

tk–1 dt, k = 1, 2, . . . , –ν. (40)

Thus, if ν ≥ 0, then the solution of a complete singular integral equation (34) is reduced to the
solution of the Fredholm integral equation (38). If ν < 0, then Eq. (34) can be reduced to Eq. (38)
(where we must set Pν–1(t) ≡ 0) together with conditions (40), which can be rewritten in the form∫

L

ρk(τ )ϕ(τ ) dτ = fk, k = 1, 2, . . . , –ν,

ρk(τ ) =
∫

L

K(t, τ )
Z(t)

tk–1 dt, fk =
∫

L

f (t)
Z(t)

tk–1 dt,
(41)

where the ρk(τ ) are known functions and the fk are known constants.
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Relations (41) are the solvability conditions for the regularized equation (38). However, they
need not be the solvability conditions for the original singular integral equation (34). Some of them
can be the equivalence conditions for these two equations. Let us select the conditions of these two
types.

Assume that among the functions ρk(t) there are precisely h linearly independent functions. We
can choose the numbering so that these are the functions ρ1(t), . . . , ρh(t). In this case we have

∫
L

ρk(t)ϕ(t) dt = fk, k = 1, 2, . . . ,h. (42)

Moreover, the following η = |ν | – h linearly independent relations must hold:

αj1ρ1(t) + · · · + αj|ν |ρ|ν |(t) = 0, j = 1, 2, . . . , η.

Let us multiply the relations in (40) successively by αj1, . . . , αj|ν | and sum the products. Taking
into account the last relations, we have

∫
L

f (t)ψj(t) dt = 0, ψj(t) =
1
Z(t)

|ν |∑
k=1

αjkt
k–1; j = 1, 2, . . . , η. (43)

These relations, which do not involve the desired function ϕ(t), are the necessary solvability
conditions on the right-hand side f (t) for the original singular equation and the regularized equation
to be solvable. Relations (42) are the equivalence conditions for the original singular equation and
the regularized equation. The solution of the Fredholm equation (38) satisfies the original singular
equation (34) if and only if it satisfies conditions (42).

Thus, for ν ≥ 0, the regularized equation (38) is equivalent to the original singular equation.
For ν < 0, the original equation is equivalent to the regularized equation (with common solvability
conditions (43)) together with conditions (42).

Remark 1. If the kernel of the regular part of a complete singular integral equation with Cauchy
kernel is degenerate, then by the Carleman–Vekua regularization this equation can be reduced to the
investigation of a system of linear algebraic equations (see, e.g., S. G. Mikhlin and K. L. Smolitskiy
(1967)).

Remark 2. The Carleman–Vekua regularization is sometimes called the regularization by solv-
ing the characteristic equation.

13.4-7. Regularization in Exceptional Cases

Consider the complete singular equation with Cauchy kernel

K[ϕ(t)] ≡ a(t)ϕ(t) +
b(t)
πi

∫
L

ϕ(τ )
τ – t

dτ +
∫

L

K(t, τ )ϕ(τ ) dτ = f (t) (44)

under the same conditions on the functions a(t) ± b(t) as above in Subsection 13.2-4.
We represent this equation in the form

K◦[ϕ(t)] = f (t) –
∫

L

K(t, τ )ϕ(τ ) dτ ,

and apply the Carleman–Vekua regularization. In this case by formula (42) of Subsection 13.2-4 we
obtain the equation

ϕ(t) + R1

[∫
L

K(t, τ )ϕ(τ ) dτ

]
= R1[f (t)] + b(t)Z(t)Pν–p–1(t), (45)
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where the operator R1 is defined by formula (41) of Subsection 13.2-4.
In the expression for the second summand on the left-hand side in (45), the operation R1 with

respect to the variable t commutes with the operation of integration with respect to τ . Therefore,
Eq. (45) can be rewritten in the form

ϕ(t) +
∫

L

Rt
1

[
K(t, τ )

]
ϕ(τ ) dτ = R1[f (t)] + b(t)Z(t)Pν–p–1(t), (46)

where the superscript t at the symbol of the operator Rt
1 means that the operation is performed with

respect to the variable t.
Since the operator R1 is bounded, it follows that the resulting integral equation (46) is a Fredholm

equation, and hence the regularization problem for the singular equation (44) is solved.
It follows from the general theory of the regularization that Eq. (44) is equivalent to Eq. (46) for

ν – p ≥ 0 and to Eq. (46) and a system of functional equations for ν – p < 0.
In conclusion we note that for the above cases of singular integral equations, the Fredholm

theorems fail in general.

Remark 3. Exceptional cases of singular integral equations with Cauchy kernel can be reduced
to equations of the normal type.

13.4-8. The Complete Equation With Hilbert Kernel

Consider the complete singular integral equation with Hilbert kernel (see Subsection 13.1-2)

a(x)ϕ(x) –
b(x)
2π

∫ 2π

0
cot

(
ξ – x

2

)
ϕ(ξ) dξ +

∫ 2π

0
K(x, ξ)ϕ(ξ) dξ = f (x). (47)

Let us show that Eq. (47) can be reduced to a complete singular integral equation with a kernel
of the Cauchy type, and in this connection, the theory of the latter equation can be directly extended
to Eq. (47). Since the regular parts of these two types of equations have the same character, it
follows that it suffices to apply the relationship between the Hilbert kernel and the Cauchy kernel
(see Subsection 12.4-5):

dτ

τ – t
=

1
2

cot

(
ξ – x

2

)
dξ +

i

2
dξ. (48)

Hence,
1
2

cot

(
ξ – x

2

)
dξ =

dτ

τ – t
–

1
2
dτ

τ
, (49)

where t = eix and τ = eiξ are the complex coordinates of points of the contour L, that is, the unit
circle.

On replacing the Hilbert kernel in Eq. (47) with the expression (49) and on substituting x= –i ln t,
ξ = –i ln τ , and dξ = –iτ –1 dτ , after obvious manipulations we reduce Eq. (47) to a complete singular
integral equation with Cauchy kernel of the form

a1(t)ϕ1(t) –
ib1(t)
πi

∫
L

ϕ1(τ )
τ – t

dτ +
∫

L

K1(t, τ ) dτ = f1(t). (50)

The coefficient of the Riemann problem corresponding to Eq. (50) is

D(t) =
a1(t) + ib1(t)
a1(t) – ib1(t)

=
a(x) + ib(x)
a(x) – ib(x)

, (51)

Page 656

© 1998 by CRC Press LLC



and the index is expressed by the formula

IndD(t) = 2 Ind[a(x) + ib(x)]. (52)

Example. Let us perform the regularization of the following singular integral equations in different ways:

K[ϕ(t)] ≡ (t + t–1)ϕ(t) +
t – t–1

πi

∫
L

ϕ(τ )

τ – t
dτ –

1

2πi

∫
L

(t + t–1)(τ + τ –1)ϕ(τ ) dτ = 2t2, (53)

where L is the unit circle.
The regular part of the kernel is degenerate. Therefore, in the same way as was applied in the solution of Fredholm

equations with degenerate kernel (see Section 11.2), the equation can be reduced to the investigation of the characteristic
equation and a linear algebraic equation, and hence it can be solved in a closed form. Thus, we need no regularization.
However, the equation under consideration is useful in the illustration of general methods because all calculations can be
performed to the very end.

For convenience of the subsequent discussion, we first solve this equation. We write

1

2πi

∫
L

(τ + τ –1)ϕ(τ ) dτ = A, (54)

and write out the equation in the characteristic form:

(t + t–1)ϕ(t) +
t – t–1

πi

∫
L

ϕ(τ )

τ – t
dτ = 2t2 + A(t + t–1).

For the corresponding Riemann boundary value problem

Φ+(t) = t–2Φ–(t) + t + 1
2 A(1 + t–2), (55)

we have the index ν = –2, and the solvability conditions (see Subsection 13.2-1) hold for A = 0 only. In this case, Φ+(z) = z
and Φ–(z) = 0. This gives a solution to Eq. (53) in the form ϕ(t) = Φ+(t) – Φ–(t) = t. On substituting the last expression into
Eq. (54) we see that this relation holds for A = 0. Hence, the given equation is solvable and has a unique solution of the form

ϕ(t) = t.

1◦. Left Regularization. Since the index of the equation ν = –2 < 0 is negative, it follows that any its regularizer has
eigenfunctions (at least two linearly independent), and hence the left regularization leads, in general, to an equation that is
not equivalent to the original one.

We first consider the left regularization by means of the simplest regularizer K∗◦. Let us find the linearly independent
eigenfunctions of the equation

K∗◦[ω(t)] ≡ (t + t–1)ω(t) –
t – t–1

πi

∫
L

ω(τ )

τ – t
dτ = 0.

The corresponding Riemann boundary value problem

Φ+(t) = t2Φ–(t)

now has the index ν = 2. We can find the eigenfunctions of the operator K∗◦ by the formulas of Subsection 13.2-1 and obtain

ω1(t) = 1 – t–2, ω2(t) = t – t–1.

On the basis of the general theory (see Subsection 13.4-4), the regular equation K∗◦K[ϕ(t)] = K∗◦[f (t)] is equivalent
to the singular equation:

K[ϕ(t)] = f (t) + α1ω1(t) + α2ω2(t), (56)
where α1 and α2 are constants that can be either arbitrary or definite. Taking into account Eq. (54), we write out Eq. (56) in
the form of a characteristic equation:

(t + t–1)ϕ(t) +
t – t–1

πi

∫
L

ϕ(τ )

τ – t
dτ = 2t2 + A(t + t–1) + α1(1 – t–2) + α2(t – t–1).

The corresponding Riemann boundary value problem has the form

Φ+(t) = t–2Φ–(t) + t + 1
2 A(1 + t–2) + 1

2 α1(t–1 + t–3) + 1
2 α2(1 – t–2).

Its solution can be represented as follows:

Φ+(z) = z + 1
2 A + 1

2 α2, Φ–(z) = 1
2 z2[α1z

–3 + (α2 – A)z–2 – α1z
–1].

The solvability conditions give α1 = 0 and α2 = A. In this case, the solution of Eq. (56) is defined by the formula

ϕ(t) = Φ+(t) – Φ–(t) = t + A.

On substituting the above expression for ϕ(t) into Eq. (54) we obtain the identity A = A. Hence, the constant α2 = A remains
arbitrary, and the regularized equation is equivalent not to the original equation but to the equation

K[ϕ(t)] = f (t) + α2ω2(t),

which has the solution ϕ(t) = t + A, where A is an arbitrary constant. The last function ϕ satisfies the original equation only
for A = 0.
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2◦. Right Regularization. For a right regularizer we take the simplest operator K∗◦. By setting

ϕ(t) = K∗◦[ω(t)] ≡ (t + t–1)ω(t) –
t – t–1

πi

∫
L

ω(τ )

τ – t
dτ , (57)

we obtain the following Fredholm equation with respect to the function ω(t):

KK∗◦[ω(t)] ≡ ω(t) –
1

4πi

∫
L

[t(τ 2 – 1 + τ –2) + 2τ –1 + t–1(τ 2 + 3 + τ –2) – 2τ –2τ –1]ω(τ ) dτ = 1
2 t2. (58)

The last equation is degenerate. On solving it we obtain

ω(t) = 1
2 t2 + α(t – t–1) + β(1 – t–2),

where α and β are arbitrary constants.
Thus, the regularized equation for ω(t) has two linearly independent solutions, while the original equation (53) has a

unique solution. On substituting the above expression for ω(t) into formula (57) we obtain

ϕ(t) = K∗◦[ 1
2 t2 + α(t – t–1) + β(1 – t–2)

]
= t,

where ϕ(t) is the (unique) solution of the original singular equation. The result agrees with the general theory because, for a
negative index, the right regularization by means of the operator K∗◦ is an equivalent regularization.

3◦. The Carleman–Vekua Regularization. This method of regularization is performed by formulas (36)–(39). However, we
must recall that these formulas can be applied only for an equation such that a2(t) – b2(t) = 1. Therefore, we must first divide
Eq. (53) by two. In this case, we have

a = 1
2 (t + t–1), b = 1

2 (t – t–1), f (t) = t2, K(t, τ ) = –
1

4πi
(t + t–1)(τ + τ –1), X+(z) = 1, Z(t) = (a + b)X+ = t,

f1(t) = 1
2 (t + t–1)t2 –

(t – t–1)t

2πi

∫
L

τ 2

τ

dτ

τ – t
= t,

N (t, τ ) = –
1

2
(t + t–1)

1

4πi
(t + t–1)(τ + τ –1) +

(t – t–1) t (τ + τ –1)

2πi ⋅ 4πi

∫
L

τ1 + τ –1
1

τ1

dτ1

τ1 – t
= –

1

2πi
(τ + τ –1).

The regularized equation has the form

ϕ(t) –
1

2πi

∫
L

(τ + τ –1)ϕ(τ ) dτ = t. (59)

To this equation we must add conditions (41) for k = 1, 2. This equation is degenerate, and on solving it we find the general
solution ϕ(t) = t + A, where A is an arbitrary constant. Let us write out conditions (42) and (43). Here we have

ρk(τ ) =
∫

L

K(t, τ )

Z(t)
tk–1 dt = –

τ + τ –1

4πi

∫
L

(1 + t–2)tk–1 dt, k = 1, 2,

ρ1(τ ) = 0, ρ2(τ ) = – 1
2 (τ + τ –1), fk =

∫
L

f (t)

Z(t)
tk–1 dt =

∫
L

tk dt, f1 = f2 = 0.

The functions ρ1(t) and ρ2(t) are linearly dependent. The dependence αj1ρ1(t) + · · · + αj|ν |ρ|ν |(t) = 0 (see Subsec-
tion 13.4-6) has the form

α1ρ1(t) + 0 ⋅ ρ2(t) = 0.

Hence, the solvability condition (43) holds identically. The equivalence condition (42)
∫

L
ρ2(τ )ϕ(τ ) dτ = – 1

2

∫
L

(τ + τ –1)(τ + A) dτ = 0

holds for A = 0 only. Hence, among the solutions to the regularized equation, ϕ(t) = t+A, only the function ϕ(t) = t satisfies
the original equation.

©• References for Section 13.4: F. D. Gakhov (1977), S. G. Mikhlin and S. Prössdorf (1986), N. I. Muskhelishvili (1992).
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Chapter 14

Methods for Solving
Nonlinear Integral Equations

14.1. Some Definitions and Remarks
14.1-1. Nonlinear Volterra Integral Equations

Nonlinear Volterra integral equations can be represented in the form

∫ x

a

K
(
x, t, y(t)

)
dt = F

(
x, y(x)

)
, (1)

whereK
(
x, t, y(t)

)
is the kernel of the integral equation and y(x) is the unknown function (a ≤x ≤ b).

All functions in (1) are usually assumed to be continuous.
The form (1) does not cover all possible forms of nonlinear Volterra integral equations; however,

it includes the types of nonlinear equations which are most frequently used and studied. A nonlinear
integral equation (1) is called a Volterra integral equation in the Urysohn form.

In some cases, Eq. (1) can be rewritten in the form

∫ x

a

K
(
x, t, y(t)

)
dt = f (x). (2)

Equation (2) is called a Volterra equation of the first kind in the Urysohn form. Similarly, the
equation

y(x) –
∫ x

a

K
(
x, t, y(t)

)
dt = f (x), (3)

is called a Volterra equation of the second kind in the Urysohn form.
By the substitution u(x) = y(x) – f (x), Eq. (3) can be reduced to the canonical form

u(x) =
∫ x

a

K
(
x, t,u(t)

)
dt, (4)

where K
(
x, t,u(t)

)
is the kernel* of the canonical integral equation.

The kernel K
(
x, t, y(t)

)
is said to be degenerate if

K
(
x, t, y(t)

)
=

n∑
k=1

gk(x)hk

(
t, y(t)

)
.

* There are another ways of reducing Eq. (3) to the form (4) for which the form of the function K may be different.
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If in Eq. (1) the kernel is K
(
x, t, y(t)

)
= Q(x, t)Φ

(
t, y(t)

)
, where Q(x, t) and Φ(t, y) are known

functions, then we obtain the Volterra integral equation in the Hammerstein form:
∫ x

a

Q(x, t)Φ
(
t, y(t)

)
dt = F

(
x, y(x)

)
. (5)

In some cases Eq. (5) can be rewritten in the form
∫ x

a

Q(x, t)Φ
(
t, y(t)

)
dt = f (x). (6)

Equation (6) is called a Volterra equation of the first kind in the Hammerstein form. Similarly, an
equation of the form

y(x) –
∫ x

a

Q(x, t)Φ
(
t, y(t)

)
dt = f (x), (7)

is called a Volterra equation of the second kind in the Hammerstein form.
It is possible to reduce Eq. (7) to the canonical form

u(x) =
∫ x

a

Q(x, t)Φ∗
(
t,u(t)

)
dt, (8)

where u(x) = y(x) – f (x).

Remark 1. Since a Volterra equation in the Hammerstein form is a special case of a Volterra
equation in the Urysohn form, the methods discussed below for the latter are certainly applicable to
the former.

Remark 2. Some other types of nonlinear integral equations with variable limits of integration
are considered in Chapter 5.

14.1-2. Nonlinear Equations With Constant Integration Limits

Nonlinear integral equations with constant integration limits can be represented in the form

∫ b

a

K
(
x, t, y(t)

)
dt = F (x, y(x)), α ≤ x ≤ β, (9)

where K
(
x, t, y(t)

)
is the kernel of the integral equation and y(x) is the unknown function. Usually,

all functions in (9) are assumed to be continuous and the case of α = a and β = b is considered.
The form (9) does not cover all possible forms of nonlinear integral equations with constant

integration limits; however, just as the form (1) for the Volterra equations, it includes the most
frequently used and most studied types of these equations. A nonlinear integral equation (1) with
constant limits of integration is called an integral equation of the Urysohn type.

If Eq. (9) can be rewritten in the form

∫ b

a

K
(
x, t, y(t)

)
dt = f (x), (10)

then (10) is called an Urysohn equation of the first kind. Similarly, the equation

y(x) –
∫ b

a

K
(
x, t, y(t)

)
dt = f (x), (11)

is called an Urysohn equation of the second kind.
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An Urysohn equation of the second kind can be rewritten in the canonical form

u(x) =
∫ b

a

K
(
x, t,u(t)

)
dt. (12)

Remark 3. Conditions for existence and uniqueness of the solution of an Urysohn equation are
discussed below in Subsections 14.3-4 and 14.3-5.

If in Eq. (9) the kernel is K
(
x, t, y(t)

)
= Q(x, t)Φ

(
t, y(t)

)
, and Q(x, t) and Φ(t, y) are given

functions, then we obtain an integral equation of the Hammerstein type:∫ b

a

Q(x, t)Φ
(
t, y(t)

)
dt = F

(
x, y(x)

)
, (13)

where, as usual, all functions in the equation are assumed to be continuous.
If Eq. (13) can be rewritten in the form∫ b

a

Q(x, t)Φ
(
t, y(t)

)
dt = f (x), (14)

then (14) is called a Hammerstein equation of the first kind. Similarly, an equation of the form

y(x) –
∫ b

a

Q(x, t)Φ
(
t, y(t)

)
dt = f (x), (15)

is called a Hammerstein equation of the second kind.
A Hammerstein equation of the second kind can be rewritten in the canonical form

u(x) =
∫ b

a

Q(x, t)Φ∗
(
t,u(t)

)
dt. (16)

The existence of the canonical forms (4), (8), (12) and (16) means that the distinction between
the inhomogeneous and homogeneous nonlinear integral equations is unessential, unlike the case of
linear equations. Another specific feature of a nonlinear equation is that it frequently has several
solutions.

Remark 4. Since a Hammerstein equation is a special case of an Urysohn equation, the methods
discussed below for the latter are certainly applicable to the former.

Remark 5. Some other types of nonlinear integral equations with constant limits of integration
are considered in Chapter 6.

©• References for Section 14.1: N. S. Smirnov (1951), M. A. Krasnosel’skii (1964), M. L. Krasnov, A. I. Kiselev,
and G. I. Makarenko (1971), P. P. Zabreyko, A. I. Koshelev, et al. (1975), F. G. Tricomi (1985), A. F. Verlan’ and
V. S. Sizikov (1986).

14.2. Nonlinear Volterra Integral Equations
14.2-1. The Method of Integral Transforms

Consider a Volterra integral equation with quadratic nonlinearity

µy(x) – λ
∫ x

0
y(x – t)y(t) dt = f (x). (1)

To solve this equation, the Laplace transform can be applied, which, with regard to the convolution
theorem (see Section 7.2), leads to a quadratic equation for the transform ỹ(p) = L{y(x)}:

µỹ(p) – λỹ2(p) = f̃ (p).

This implies

ỹ(p) =
µ±

√
µ2 – 4λf̃ (p)
2λ

. (2)

The inverse Laplace transform y(x) = L
–1{ỹ(p)} (if it exists) is a solution to Eq. (1). Note that for

the two different signs in formula (2), there are two corresponding solutions of the original equation.
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Example 1. Consider the integral equation
∫ x

0
y(x – t)y(t) dt = Axm, m > –1.

Applying the Laplace transform to the equation under consideration with regard to the relation L{xm} = Γ(m + 1)p–m–1,
we obtain

ỹ2(p) = AΓ(m + 1)p–m–1,

where Γ(m) is the gamma function. On extracting the square root of both sides of the equation, we obtain

ỹ(p) = ±
√

AΓ(m + 1)p– m+1
2 .

Applying the Laplace inversion formula, we obtain two solutions to the original integral equation

y1(x) = –

√
AΓ(m + 1)

Γ
( m + 1

2

) x
m–1

2 , y2(x) =

√
AΓ(m + 1)

Γ
( m + 1

2

) x
m–1

2 .

14.2-2. The Method of Differentiation for Integral Equations

Sometimes, differentiation (possibly multiple) of a nonlinear integral equation with subsequent
elimination of the integral terms by means of the original equation makes it possible to reduce this
equation to a nonlinear ordinary differential equation. Below we briefly list some equations of this
type.

1◦. The equation

y(x) +
∫ x

a

f
(
t, y(t)

)
dt = g(x) (3)

can be reduced by differentiation to the nonlinear first-order equation

y′x + f (x, y) – g′x(x) = 0

with the initial condition y(a) = g(a).

2◦. The equation

y(x) +
∫ x

a

(x – t)f
(
t, y(t)

)
dt = g(x) (4)

can be reduced by double differentiation (with the subsequent elimination of the integral term by
using the original equation) to the nonlinear second-order equation:

y′′xx + f (x, y) – g′′xx(x) = 0. (5)

The initial conditions for the function y = y(x) have the form

y(a) = g(a), y′x(a) = g′x(a). (6)

3◦. The equation

y(x) +
∫ x

a

eλ(x–t)f
(
t, y(t)

)
dt = g(x) (7)

can be reduced by differentiation to the nonlinear first-order equation

y′x + f (x, y) – λy + λg(x) – g′x(x) = 0. (8)

The desired function y = y(x) must satisfy the initial condition y(a) = g(a).
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4◦. Equations of the form

y(x) +
∫ x

a

cosh
[
λ(x – t)

]
f
(
t, y(t)

)
dt = g(x), (9)

y(x) +
∫ x

a

sinh
[
λ(x – t)

]
f
(
t, y(t)

)
dt = g(x), (10)

y(x) +
∫ x

a

cos
[
λ(x – t)

]
f
(
t, y(t)

)
dt = g(x), (11)

y(x) +
∫ x

a

sin
[
λ(x – t)

]
f
(
t, y(t)

)
dt = g(x) (12)

can also be reduced to second-order ordinary differential equations by double differentiation. For
these equations, see Section 5.8 in the first part of the book (Eqs. 22, 23, 24, and 25, respectively).

14.2-3. The Successive Approximation Method

1◦. In many cases, the successive approximation method can be successfully applied to solve various
types of integral equations. The principles of constructing the iteration process are the same as in
the case of linear equations. For Volterra equations of the second kind in the Urysohn form

y(x) –
∫ x

a

K
(
x, t, y(t)

)
dt = f (x), a ≤ x ≤ b, (13)

the corresponding recurrent expression has the form

yk+1(x) = f (x) +
∫ x

a

K
(
x, t, yk(t)

)
dt, k = 0, 1, 2, . . . (14)

It is customary to take the initial approximation either in the form y0(x) ≡ 0 or in the form y0(x) =f (x).
In contrast to the case of linear equations, the successive approximation method has a smaller

domain of convergence. Let us present the convergence conditions for the iteration process (14) that
are simultaneously the existence conditions for a solution of Eq. (13). To be definite, we assume
that y0(x) = f (x).

If for any z1 and z2 we have the relation

|K(x, t, z1) – K(x, t, z2)| ≤ ϕ(x, t)|z1 – z2|

and the relation ∣∣∣∣
∫ x

a

K
(
x, t, f (t)

)
dt

∣∣∣∣ ≤ ψ(x)

holds, where ∫ x

a

ψ2(t) dt ≤ N 2,
∫ b

a

∫ x

a

ϕ2(x, t) dt dx ≤ M 2,

for some constants N and M , then the successive approximations converge to a unique solution of
Eq. (13) almost everywhere absolutely and uniformly.

Example 2. Let us apply the successive approximation method to solve the equation

y(x) =
∫ x

0

1 + y2(t)

1 + t2
dt.
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If y0(x) ≡ 0, then

y1(x) =
∫ x

0

dt

1 + t2
= arctan x,

y2(x) =
∫ x

0

1 + arctan2 t

1 + t2
dt = arctan x + 1

3 arctan3 x,

y3(x) =
∫ x

0

1 + arctan t + 1
3 arctan3 t

1 + t2
dt = arctan x + 1

3 arctan3 x + 2
3⋅5 arctan5 x + 1

7⋅9 arctan7 x.

On continuing this process, we can observe that yk(x) → tan(arctan x) = x as k → ∞, i.e., y(x) = x. The substitution
of this result into the original equation shows the validity of the result.

Example 3. For the nonlinear equation

y(x) =
∫ x

0
[ty2(t) – 1] dt

we must obtain the first three approximations. If we set y0(x) = 0, then

y1(x) =
∫ x

0
(–1) dt = –x,

y2(x) =
∫ x

0
(t3 – 1) dt = –x + 1

4 x4,

y3(x) =
∫ x

0

[
t
( 1

16 t8 – 1
2 t5 + t2) – 1

]
dt = –x + 1

4 x4 – 1
14 x7 + 1

160 x10.

2◦. The successive approximation method can be applied to solve other forms of nonlinear equations,
for instance, equations of the form

y(x) = F

(
x,

∫ x

a

K(x, t)y(t) dt

)

solved for y(x) in which the integral has x as the upper integration limit. This makes it possible to
obtain a numerical solution by applying small steps with respect to x and by linearization at each
step, which usually provides the uniqueness of the result of the iterations for an arbitrary initial
approximation.

3◦. The initial approximation substantially influences the number of iterations necessary to obtain
the result with prescribed accuracy, and therefore when choosing this approximation, some additional
arguments are usually applied. Namely, for the equation

Ay(x) –
∫ x

0
Q(x – t)Φ

(
y(t)

)
dt = f (x),

where A is a constant, a good initial approximation y0(x) can sometimes be found from the solution
of the following (in general, transcendental) equation for ỹ0(p):

Aỹ0(p) – Q̃(p)Φ
(
ỹ0(p)

)
= f̃ (p),

where ỹ0(p), Q̃(p), and f̃ (p) are the transforms of the corresponding functions obtained by means of
the Laplace transform. If ỹ0(p) is defined, then the initial approximation can be found by applying
the Laplace inversion formula: y0(x) = L

–1{ỹ0(p)}.
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14.2-4. The Newton–Kantorovich Method

A merit of the iteration methods when applied to Volterra linear equations of the second kind
is their unconditional convergence under weak restrictions on the kernel and the right-hand side.
When solving nonlinear equations, the applicability domain of the method of simple iterations is
smaller, and if the process is still convergent, then, in many cases, the rate of convergence can be
very low. An effective method that makes it possible to overcome the indicated complications is the
Newton–Kantorovich method. The main objective of this method is the solution of nonlinear integral
equations of the second kind with constant limits of integration. Nevertheless, this method is useful
in the solution of many problems for the Volterra equations and makes it possible to significantly
increase the rate of convergence compared with the successive approximation method.

Let us apply the Newton–Kantorovich method to solve a Volterra equation of the second kind
in the Urysohn form

y(x) = f (x) +
∫ x

a

K
(
x, t, y(t)

)
dt. (15)

We obtain the following iteration process:

yk(x) = yk–1(x) + ϕk–1(x), k = 1, 2, . . . , (16)

ϕk–1(x) = εk–1(x) +
∫ x

a

K ′
y

(
x, t, yk–1(t)

)
ϕk–1(t) dt, (17)

εk–1(x) = f (x) +
∫ x

a

K
(
x, t, yk–1(t)

)
dt – yk–1(x). (18)

The algorithm is based on the solution of the linear integral equation (17) for the correc-
tion ϕk–1(x) with the kernel and right-hand side that vary from step to step. This process has a high
rate of convergence, but it is rather complicated because we must solve a new equation at each step
of iteration. To simplify the problem, we can replace Eq. (17) by the equation

ϕk–1(x) = εk–1(x) +
∫ x

a

K ′
y

(
x, t, y0(t)

)
ϕk–1(t) dt (19)

or by the equation

ϕk–1(x) = εk–1(x) +
∫ x

a

K ′
y

(
x, t, ym(t)

)
ϕk–1(t) dt, (20)

whose kernels do not vary. In Eq. (20), m is fixed and satisfies the condition m < k – 1.
It is reasonable to apply Eq. (19) with an appropriately chosen initial approximation. Otherwise

we can stop at somemth approximation and, beginning with this approximation, apply the simplified
equation (20). The iteration process thus obtained is the modified Newton–Kantorovich method. In
principle, it converges somewhat slower than the original process (16)–(18); however, it is not so
cumbersome in the calculations.

Example 4. Let us apply the Newton–Kantorovich method to solve the equation

y(x) =
∫ x

0
[ty2(t) – 1] dt.

The derivative of the integrand with respect to y has the form

K′
y

(
t, y(t)

)
= 2ty(t).

For the zero approximation we take y0(x) ≡ 0. According to (17) and (18) we obtain ϕ0(x) = –x and y1(x) = –x. Furthermore,
y2(x) = y1(x) + ϕ1(x). By (18) we have

ε1(x) =
∫ x

0
[t(–t)2 – 1] dt + x = 1

4 x4.
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The equation for the correction has the form

ϕ1(x) = –2
∫ x

0
t2ϕ1(t) dt +

1

4
x4

and can be solved by any of the known methods for Volterra linear equations of the second kind. In the case under
consideration, we apply the successive approximation method, which leads to the following results (the number of the step
is indicated in the superscript):

ϕ(0)
1 = 1

4 x4,

ϕ(1)
1 = 1

4 x4 – 2
∫ x

0

1
4 t6 dt = 1

4 x4 – 1
14 x7,

ϕ(2)
1 = 1

4 x4 – 2
∫ x

0
t2( 1

4 t4 – 1
14 x7) dt = 1

4 x4 – 1
14 x7 + 1

70 x10.

We restrict ourselves to the second approximation and obtain

y2(x) = –x + 1
4 x4 – 1

14 x7 + 1
70 x10

and then pass to the third iteration step of the Newton–Kantorovich method:

y3(x) = y2(x) + ϕ2(x),

ε2(x) = 1
160 x10 – 1

1820 x13 – 1
7840 x16 + 1

9340 x19 + 1
107800 x22,

ϕ2(x) = ε2(x) + 2
∫ x

0
t
(
–t + 1

4 t4 – 1
14 t7 + 1

70 t10)ϕ2(t) dt.

When solving the last equation, we restrict ourselves to the zero approximation and obtain

y3(x) = –x + 1
4 x4 – 1

14 x7 + 23
112 x10 – 1

1820 x13 – 1
7840 x16 + 1

9340 x19 + 1
107800 x22.

The application of the successive approximation method to the original equation leads to the same result at the fourth step.

As usual, in the numerical solution the integral is replaced by a quadrature formula. The main
difficulty of the implementation of the method in this case is in evaluating the derivative of the
kernel. The problem can be simplified if the kernel is given as an analytic expression that can be
differentiated in the analytic form. However, if the kernel is given by a table, then the evaluation
must be performed numerically.

14.2-5. The Collocation Method

When applied to the solution of a Volterra equation of the first kind in the Urysohn form

∫ x

a

K
(
x, t, y(t)

)
dt = f (x), a ≤ x ≤ b, (21)

the collocation method is as follows. The interval [a, b] is divided into N parts on each of which the
desired solution can be presented by a function of a certain form

ỹ(x) = Φ(x,A1, . . . ,Am), (22)

involving free parameters Ai, i = 1, . . . ,m.
On the (k + 1)st part xk ≤ x ≤ xk+1, where k = 0, 1, . . . ,N – 1, the solution can be written in the

form ∫ x

xk

K
(
x, t, ỹ(t)

)
dt = f (x) – Ψk(x), (23)

where the integral

Ψk(x) =
∫ xk

a

K
(
x, t, ỹ(t)

)
dt, (24)
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can always be calculated for the approximate solution ỹ(x), which is known on the interval a ≤ x ≤ xk

and was previously obtained for k – 1 parts. The initial value y(a) of the desired solution can be
found by an auxiliary method or is assumed to be given.

To solve Eq. (23), representation (22) is applied, and the free parameters Ai (i = 1, . . . ,m) can
be defined from the condition that the residuals vanish:

ε(Ai,xk,j) =
∫ xk,j

xk

K
(
xk,j , t, Φ(t,A1, . . . ,Am)

)
dt – f (xk,j) – Ψk(xk,j), (25)

where the xk,j (j = 1, . . . ,m) are the nodes that correspond to the partition of the interval [xk,xk+1]
into m parts (subintervals). System (25) is a system of m equations for A1, . . . , Am.

For convenience of the calculations, it is reasonable to present the desired solution on any part
as a polynomial

ỹ(x) =
m∑
i=1

Aiϕi(x), (26)

where the ϕi(x) are linearly independent coordinate functions. For the functions ϕi(x), power and
trigonometric polynomials are frequently used; for instance, ϕi(x) = xi–1.

In applications, the concrete form of the functions ϕi(x) in formula (26), as well as the form of
the functions Φ in (20), can sometimes be given on the basis of physical reasoning or defined by the
structure of the solution of a simpler model equation.

14.2-6. The Quadrature Method

To solve a nonlinear Volterra equation, we can apply the method based on the use of quadrature
formulas. The procedure of constructing the approximate system of equations is the same as in the
linear case (see Subsection 9.10-1).

1◦. We consider the nonlinear Volterra equation of the second kind in the Urysohn form

y(x) –
∫ x

a

K
(
x, t, y(t)

)
dt = f (x) (27)

on an interval a ≤ x ≤ b. Assume that K
(
x, t, y(t)

)
and f (x) are continuous functions.

From Eq. (27) we find that y(a) = f (a). Let us choose a constant integration step h and consider
the discrete set of points xi = a + h(i – 1), where i = 1, . . . ,n. For x = xi, Eq. (27) becomes

y(xi) –
∫ xi

a

K
(
xi, t, y(t)

)
dt = f (xi). (28)

Applying the quadrature formula (see Subsection 8.7-1) to the integral in (28), choosing xj

(j = 1, . . . , i) to be the nodes in t, and neglecting the truncation error, we arrive at the following
system of nonlinear algebraic (or transcendental) equations:

y1 = f1, yi –
i∑

j=1

AijKij(yj) = fi, i = 2, . . . ,n, (29)

where the Aij are the coefficients of the quadrature formula on the interval [a,xi], the yi are the
approximate values of the solution y(x) at the nodes xi, fi = f (xi), and Kij(yj) = K(xi, tj , yj).

Relations (29) can be rewritten as a sequence of recurrent nonlinear equations,

y1 = f1, yi – AiiKii(yi) = fi +
i–1∑
j=1

AijKij(yj), i = 2, . . . ,n, (30)

for the approximate values of the desired solution at the nodes.
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2◦. When applied to the Volterra equation of the second kind in the Hammerstein form

y(x) –
∫ x

a

Q(x, t)Φ
(
t, y(t)

)
dt = f (x), (31)

the main relations of the quadrature method have the form (x1 = a)

y1 = f1, yi –
i∑

j=1

AijQijΦj(yj) = fi, i = 2, . . . ,n, (32)

where Qij = Q(xi, tj) and Φj(yj) = Φ(tj , yj). These relations lead to the sequence of nonlinear
recurrent equations

y1 = f1, yi – AiiQiiΦi(yi) = fi +
i–1∑
j=1

AijQijΦj(yj), i = 2, . . . ,n, (33)

whose solutions give approximate values of the desired function.

Example 5. In the solution of the equation

y(x) –
∫ x

0
e–(x–t)y2(t) dt = e–x, 0 ≤ x ≤ 0.1,

where Q(x, t) = e–(x–t), Φ
(
t, y(t)

)
= y2(t), and f (x) = e–x, the approximate expression has the form

y(xi) –
∫ xi

0
e–(xi–t)y2(t) dt = e–xi .

On applying the trapezoidal rule to evaluate the integral (with step h = 0.02) and finding the solution at the nodes xi = 0,
0.02, 0.04, 0.06, 0.08, 0.1, we obtain, according to (33), the following system of computational relations:

y1 = f1, yi – 0.01 Qiiy
2
i = fi +

i–1∑
j=1

0.02 Qijy2
j , i = 2, . . . , 6.

Thus, to find an approximate solution, we must solve a quadratic equation for each value yi, which makes it possible to write
out the answer

yi = 50 ± 50

[
1 – 0.04

(
fi +

i–1∑
j=1

0.02 Qijy2
j

)]1/2

, i = 2, . . . , 6.

©• References for Section 14.2: M. L. Krasnov, A. I. Kiselev, and G. I. Makarenko (1971), P. P. Zabreyko, A. I. Koshelev,
et al. (1975), A. F. Verlan’ and V. S. Sizikov (1986).

14.3. Equations With Constant Integration Limits

14.3-1. Nonlinear Equations With Degenerate Kernels

1◦. Consider a Hammerstein equation of the second kind in the canonical form

y(x) =
∫ b

a

Q(x, t)Φ
(
t, y(t)

)
dt, (1)

where Q(x, t) and Φ(t, y) are given functions and y(x) is the unknown function.
Let the kernel Q(x, t) be degenerate, i.e.,

Q(x, t) =
m∑

k=1

gk(x)hk(t). (2)
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In this case Eq. (1) becomes

y(x) =
m∑

k=1

gk(x)
∫ b

a

hk(t)Φ
(
t, y(t)

)
dt. (3)

We write

Ak =
∫ b

a

hk(t)Φ
(
t, y(t)

)
dt, k = 1, . . . ,m, (4)

where the constants Ak are yet unknown. Then it follows from (3) that

y(x) =
m∑

k=1

Akgk(x). (5)

On substituting the expression (5) for y(x) into relations (4), we obtain (in the general case)
m transcendental equations of the form

Ak = Ψk(A1, . . . ,Am), k = 1, . . . ,m, (6)

which contain m unknown numbers A1, . . . , Am.
For the case in which Φ(t, y) is a polynomial in y, i.e.,

Φ(t, y) = p0(t) + p1(t)y + · · · + pn(t)yn, (7)

where p0(t), . . . , pn(t) are, for instance, continuous functions of t on the interval [a, b], system (6)
becomes a system of nonlinear algebraic equations for A1, . . . , Am.

The number of solutions of the integral equation (3) is equal to the number of solutions of
system (6). Each solution of system (6) generates a solution (5) of the integral equation.

2◦. Consider the Urysohn equation of the second kind with the simplified degenerate kernel of the
following form:

y(x) +
∫ b

a

{ n∑
k=1

gk(x)fk

(
t, y(t)

)}
dt = h(x). (8)

Its solution has the form

y(x) = h(x) +
n∑

k=1

λkgk(x), (9)

where the constants λk can be defined by solving the algebraic (or transcendental) system of
equations

λm +
∫ b

a

fm

(
t,h(t) +

n∑
k=1

λkgk(t)
)
dt = 0, m = 1, . . . ,n. (10)

To different roots of this system, there are different corresponding solutions of the nonlinear integral
equation. It may happen that (real) solutions are absent.

A solution of an Urysohn equation of the second kind with degenerate kernel in the general form

f
(
x, y(x)

)
+

∫ b

a

{ n∑
k=1

gk

(
x, y(x)

)
hk

(
t, y(t)

)}
dt = 0. (11)

can be represented in the implicit form

f
(
x, y(x)

)
+

n∑
k=1

λkgk

(
x, y(x)

)
= 0, (12)
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where the parameters λk are determined from the system of algebraic (or transcendental) equations:

λk – Hk("λ) = 0, k = 1, . . . ,n,

Hk("λ) =
∫ b

a

hk

(
t, y(t)

)
dt, "λ = {λ1, . . . ,λn}.

(13)

Into system (13), we must substitute the function y(x) = y(x,"λ), which can be obtained by solving
Eq. (12).

The number of solutions of the integral equation is defined by the number of solutions obtained
from (12) and (13). It can occur that there is no solution.

Example 1. Let us solve the integral equation

y(x) = λ

∫ 1

0
xty3(t) dt (14)

with parameter λ. We write

A =
∫ 1

0
ty3(t) dt. (15)

In this case, it follows from (14) that
y(x) = λAx. (16)

On substituting y(x) in the form (16) into relation (15), we obtain

A =
∫ 1

0
tλ3A3t3 dt.

Hence,
A = 1

5 λ3A3. (17)
For λ > 0, Eq. (17) has three solutions:

A1 = 0, A2 =
( 5

λ3

)1/2
, A3 = –

( 5

λ3

)1/2
.

Hence, the integral equation (14) also has three solutions for any λ > 0:

y1(x) ≡ 0, y2(x) =
( 5

λ3

)1/2
x, y3(x) = –

( 5

λ3

)1/2
x.

For λ ≤ 0, Eq. (17) has only the trivial solution y(x) ≡ 0.

14.3-2. The Method of Integral Transforms

1◦. Consider the following nonlinear integral equation with quadratic nonlinearity on a semi-axis:

µy(x) – λ
∫ ∞

0

1
t
y
( x
t

)
y(t) dt = f (x). (18)

To solve this equation, the Mellin transform can be applied, which, with regard to the convolution
theorem (see Section 7.3), leads to a quadratic equation for the transform ŷ(s) = M{y(x)}:

µŷ(s) – λŷ2(s) = f̂ (s).

This implies

ŷ(s) =
µ±

√
µ2 – 4λf̂ (s)

2λ
. (19)

The inverse transform y(x) = M
–1{ŷ(s)} obtained by means of the Mellin inversion formula (if it

exists) is a solution of Eq. (18). To different signs in the formula for the images (19), there are two
corresponding solutions of the original equation.
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2◦. By applying the Mellin transform, one can solve nonlinear integral equations of the form

y(x) – λ
∫ ∞

0
tβy(xt)y(t) dt = f (x). (20)

The Mellin transform (see Table 2 in Section 7.3) reduces (20) to the following functional equation
for the transform ŷ(s) = M{y(x)}:

ŷ(s) – λŷ(s)ŷ(1 – s + β) = f̂ (s). (21)

On replacing s by 1 – s + β in (21), we obtain the relationship

ŷ(1 – s + β) – λŷ(s)ŷ(1 – s + β) = f̂ (1 – s + β). (22)

On eliminating the quadratic term from (21) and (22), we obtain

ŷ(s) – f̂ (s) = ŷ(1 – s + β) – f̂ (1 – s + β). (23)

We express ŷ(1 – s + β) from this relation and substitute it into (21). We arrive at the quadratic
equation

λŷ2(s) –
[
1 + f̂ (s) – f̂ (1 – s + β)

]
ŷ(s) + f̂ (s) = 0. (24)

On solving (24) for ŷ(s), by means of the Mellin inversion formula we can find a solution of the
original integral equation (20).

14.3-3. The Method of Differentiating for Integral Equations

1◦. The equation

y(x) +
∫ b

a

|x – t|f
(
t, y(t)

)
dt = g(x). (25)

can be reduced to a nonlinear second-order equation by double differentiation (with subsequent
elimination of the integral term by using the original equation):

y′′xx + 2f (x, y) = g′′xx(x). (26)

For the boundary conditions for this equation, see Section 6.8 in the first part of the book (Eq. 35).

2◦. The equation

y(x) +
∫ b

a

eλ|x–t|f
(
t, y(t)

)
dt = g(x). (27)

can also be reduced to a nonlinear second-order equation by double differentiation (with subsequent
elimination of the integral term by using the original equation):

y′′xx + 2λf (x, y) – λ2y = g′′xx(x) – λ2g(x). (28)

For the boundary conditions for this equation, see Section 6.8 of the first part of the book (Eq. 36).

3◦. The equations

y(x) +
∫ b

a

sinh
(
λ|x – t|

)
f
(
t, y(t)

)
dt = g(x), (29)

y(x) +
∫ b

a

sin
(
λ|x – t|

)
f
(
t, y(t)

)
dt = g(x), (30)

can also be reduced to second-order ordinary differential equations by means of the differentiation.
For these equations, see Section 6.8 of the first part of the book (Eqs. 37 and 38).
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14.3-4. The Successive Approximation Method

Consider the nonlinear Urysohn integral equation in the canonical form:

y(x) =
∫ b

a

K
(
x, t, y(t)

)
dt, a ≤ x ≤ b. (31)

The iteration process for this equation is constructed by the formula

yk(x) =
∫ b

a

K
(
x, t, yk–1(t)

)
dt, k = 1, 2, . . . . (32)

If the function K(x, t, y) is jointly continuous together with the derivative K′
y(x, t, y) (with respect

to the variables x, t, and ρ, a ≤ x ≤ b, a ≤ t ≤ b, and |y| ≤ ρ) and if

∫ b

a

sup
y

|K(x, t, y)| dt ≤ ρ,
∫ b

a

sup
y

|K′
y(x, t, y)| dt ≤ β < 1, (33)

then for any continuous function y0(x) of the initial approximation from the domain {|y| ≤ρ, a≤x≤b},
the successive approximations (32) converge to a continuous solution y∗(x), which lies in the same
domain and is unique in this domain. The rate of convergence is defined by the inequality

|y∗(x) – yk(x)| ≤
βk

1 – β
sup

x
|y1(x) – y0(x)|, a ≤ x ≤ b, (34)

which gives an a priori estimate for the error of the kth approximation. The a posteriori estimate
(which is, in general, more precise) has the form

|y∗(x) – yk(x)| ≤
β

1 – β
sup

x
|yk(x) – yk–1(x)|, a ≤ x ≤ b. (35)

A solution of an equation of the form (31) with an additional term f (x) on the right-hand side
can be constructed in a similar manner.

Example 2. Let us apply the successive approximation method to solve the equation

y(x) =
∫ 1

0
xty2(t) dt – 5

12 x + 1.

The recurrent formula has the form

yk(x) =
∫ 1

0
xty2

k–1(t) dt – 5
12 x + 1, k = 1, 2, . . .

For the initial approximation we take y0(x) = 1. The calculation yields

y1(x) = 1 + 0.083 x,

y8(x) = 1 + 0.27 x,

y16(x) = 1 + 0.318 x,

y2(x) = 1 + 0.14 x,

y9(x) = 1 + 0.26 x,

y17(x) = 1 + 0.321 x,

y3(x) = 1 + 0.18 x,

y10(x) = 1 + 0.29 x,

y18(x) = 1 + 0.323 x,

. . .

. . .

. . .

Thus, the approximations tend to the exact solution y(x) = 1 + 1
3 x. We see that the rate of convergence of the iteration

process is fairly small.
Note that in Subsection 14.3-5, the equation in question is solved by a more efficient method.

Page 672

© 1998 by CRC Press LLC



14.3-5. The Newton–Kantorovich Method

The solution of nonlinear integral equations is a complicated problem of computational mathematics,
which is related to difficulties of both a principal and computational character. In this connection,
methods are developed that are especially designed for solving nonlinear equations, including the
Newton–Kantorovich method, which makes it possible to provide and accelerate the convergence
of iteration processes in many cases.

We consider this method in connection with the Urysohn equation in the canonical form (31).
The iteration process is constructed as follows:

yk(x) = yk–1(x) + ϕk–1(x), k = 1, 2, . . . , (36)

ϕk–1(x) = εk–1(x) +
∫ b

a

K′
y

(
x, t, yk–1(t)

)
ϕk–1(t) dt, (37)

εk–1(x) =
∫ b

a

K
(
x, t, yk–1(t)

)
dt – yk–1(x). (38)

At each step of the algorithm, a linear integral equation for the correction ϕk–1(x) is solved. Under
some conditions, the process (36) has high rate of convergence; however, it is rather complicated,
because at each iteration we must obtain the new kernel K′

y

(
x, t, yk–1(t)

)
for Eqs. (37).

The algorithm can be simplified by using the equation

ϕk–1(x) = εk–1(x) +
∫ b

a

K′
y

(
x, t, y0(t)

)
ϕk–1(t) dt (39)

instead of (37). If the initial approximation is chosen successfully, then the difference between the
integral operators in (37) and (39) is small, and the kernel in (39) remains the same in the course of
the solution.

The successive approximation method that consists in the application of formulas (36), (38),
and (39) is called the modified Newton–Kantorovich method. In principle, its rate of convergence
is less than that of the original (nonmodified) method; however, this version of the method is less
complicated in calculations, and therefore it is frequently preferable.

Let the function K(x, t, y) be jointly continuous together with the derivatives K′
y(x, t, y) and

K′′
yy(x, t, y) with respect to the variables x, t, y, where a ≤ x ≤ b and a ≤ t ≤ b, and let the following

conditions hold:

1◦. For the initial approximation y0(x), the resolvent R(x, t) of the linear integral equation (37)
with the kernel K′

y

(
x, t, y0(t)

)
satisfies the condition

∫ b

a

|R(x, t)| dt ≤ A < ∞, a ≤ x ≤ b.

2◦. The residual ε0(x) of Eq. (38) for the approximation y0(x) satisfies the inequality

|ε0(x)| =

∣∣∣∣
∫ b

a

K
(
x, t, y0(t)

)
dt – y0(x)

∣∣∣∣≤ B < ∞.

3◦. In the domain |y(x) – y0(x)| ≤ 2(1 + A)B, the following relation holds:

∫ b

a

sup
y

∣∣K′′
yy(x, t, y)

∣∣ dt ≤ D < ∞.

4◦. The constants A, B, and D satisfy the condition

H = (1 + A)2BD ≤ 1
2 .
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In this case, under assumptions 1◦–4◦, the process (36) converges to a solution y∗(x) of Eq. (31) in
the domain

|y(x) – y0(x)| ≤ (1 –
√

1 – 2H)H–1(1 – A)B, a ≤ x ≤ b.

This solution is unique in the domain

|y(x) – y0(x)| ≤ 2(1 + A)B, a ≤ x ≤ b.

The rate of convergence is determined by the estimate

|y∗(x) – yk(x)| ≤ 21–k(2H)2k–1(1 – A)B, a ≤ x ≤ b.

Thus, the above conditions establish the convergence of the algorithm and the existence, the position,
and the uniqueness domain of a solution of the nonlinear equation (31). These conditions impose
certain restrictions on the initial approximation y0(x) whose choice is an important independent
problem that has no unified approach. As usual, the initial approximation is determined either by
more detailed a priori analysis of the equation under consideration or by physical reasoning implied
by the essence of the problem described by this equation. Under a successful choice of the initial
approximation, the Newton–Kantorovich method provides a high rate of convergence of the iteration
process to obtain an approximate solution with given accuracy.

Remark. Let the right-hand side of Eq. (31) contain an additional term f (x). Then such an
equation can be represented in the form (31), where the integrand is K

(
x, t, y(t)

)
+ (b – a)–1f (x).

Example 3. Let us apply the Newton–Kantorovich method to solve the equation

y(x) =
∫ 1

0
xty2(t) dt – 5

12 x + 1. (40)

For the initial approximation we take y0(x) = 1. According to (38), we find the residual

ε0(x) =
∫ 1

0
xty2

0(t) dt – 5
12 x + 1 – y0(x) = x

∫ 1

0
t dt – 5

12 x + 1 – 1 = 1
12 x.

The y-derivative of the kernel K(x, t, y) = xty2(t), which is needed in the calculations, has the form K′
y(x, t, y) = 2xty(t).

According to (37), we form the following equation for ϕ0(x):

ϕ0(x) = 1
12 x + 2x

∫ 1

0
ty0(t)ϕ0(t) dt,

where the kernel turns out to be degenerate, which makes it possible to obtain the solution ϕ0(x) = 1
4 x directly.

Now we define the first approximation to the desired function:

y1(x) = y0(x) + ϕ0(x) = 1 + 1
4 x.

We continue the iteration process and obtain

ε1(x) =
∫ 1

0
xt

(
1 + 1

4 t
)
dt +

(
1 – 5

12 x
)

–
(
1 + 1

4 x
)

= 1
64 x.

The equation for ϕ1(x) has the form

ϕ1(x) = 1
64 x + 2x

∫ 1

0
t
(
1 + 1

4 t
)
dt +

(
1 – 5

12 x
)

–
(
1 + 1

4 x
)
,

and the solution is ϕ1(x) = 3
40 x. Hence, y2(x) = 1 + 1

4 x + 3
40 x = 1 + 0.325 x. The maximal difference between the exact

solution y(x) = 1 + 1
3 x and the approximate solution y2(x) is observed at x = 1 and is less than 0.5%.

This solution is not unique. The other solution can be obtained by taking the function y0(x) = 1 + 0.8 x for the initial
approximation. In this case we can repeat the above sequence of approximations and obtain the following results (the
numerical coefficient of x is rounded):

y1(x) = 1 + 0.82 x, y2(x) = 1 + 1.13 x, y3(x) = 1 + 0.98 x, . . . ,

and the subsequent approximations tend to the exact solution y(x) = 1 + x.
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We see that the rate of convergence of the iteration process performed by the Newton–Kantorovich method is significantly
higher than that performed by the method of successive approximations (see Example 2 in Subsection 14.4-4).

To estimate the rate of convergence of the performed iteration process, we can compare the above results with the
realization of the modified Newton–Kantorovich method. In connection with the latter, for the above versions of the
approximations we can obtain

yn(x) = 1 + knx;
k0 k1 k2 k3 k4 k5 k6 k7 k8 . . .

0 0.25 0.69 0.60 0.51 0.44 0.38 0.36 0.345 . . .
.

The iteration process converges to the exact solution y(x) = 1 + 1
3 x.

We see that the modified Newton–Kantorovich method is less efficient than the Newton–Kantorovich method, but more
efficient than the method of successive approximations (see Example 2 in Subsection 14.4-4).

14.3-6. The Quadrature Method

To solve an arbitrary nonlinear equation, we can apply the method based on the application of
quadrature formulas. The procedure of composing the approximating system of equations is the
same as in the linear case (see Subsection 11.18-1). We consider this procedure for an example of
the Urysohn equation of the second kind:

y(x) –
∫ b

a

K
(
x, t, y(t)

)
dt = f (x), a ≤ x ≤ b. (41)

We set x = xi (i = 1, . . . ,n). Then we obtain

y(xi) –
∫ b

a

K
(
xi, t, y(t)

)
dt = f (xi). i = 1, . . . ,n, (42)

On applying the quadrature formula from Subsection 11.18-1 and neglecting the approximation
error, we transform relations (42) into the system of nonlinear equations

yi –
n∑

j=1

AjKij(yj) = fi, i = 1, . . . ,n, (43)

for the approximate values yi of the solution y(x) at the nodes x1, . . . , xn, where fi = f (xi) and
Kij(yj) = K(xi, tj , yj), and Aj are the coefficients of the quadrature formula.

The solution of the nonlinear system (43) gives values y1, . . . , yn for which by interpolation
we find an approximate solution of the integral equation (41) on the entire interval [a, b]. For the
analytic expression of an approximate solution, we can take the function

ỹ(x) = f (x) +
n∑

j=1

AjK(x,xj , yj). (44)

14.3-7. The Tikhonov Regularization Method

In connection with the nonlinear Urysohn integral equation of the first kind

∫ b

a

K
(
x, t, y(t)

)
dt = f (x), c ≤ x ≤ d, (45)
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where f (x) ∈ L2(c, d) and y(t) ∈ L2(a, b), the Tikhonov regularization method leads to a regularized
nonlinear integral equation in the form

αyα(x) +
∫ b

a

M
(
t,x, yα(t), yα(x)

)
dt = F

(
x, yα(x)

)
, a ≤ x ≤ b, (46)

M
(
t,x, y(t), y(x)

)
=

∫ d

c

K
(
s, t, y(t)

)
K ′

y

(
s,x, y(x)

)
ds, (47)

F
(
x, y(x)

)
=

∫ d

c

K ′
y

(
t,x, y(x)

)
f (t) dt, (48)

where α is a regularization parameter.
For instance, by applying the quadrature method on the basis of the trapezoidal rule, we can

reduce Eq. (46) to a system of nonlinear algebraic equations. An approximate solution of (45) is
constructed by the principle described above for linear equations (see Section 10.8).

©• References for Section 14.3: N. S. Smirnov (1951), P. P. Zabreyko, A. I. Koshelev, et al. (1975), F. G. Tricomi (1985),
A. F. Verlan’ and V. S. Sizikov (1986).
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Supplement 1

Elementary Functions
and Their Properties

Throughout Supplement 1 it is assumed that n is a positive integer, unless otherwise specified.

1.1. Trigonometric Functions

� Simplest relations

sin2 x + cos2 x = 1, sin(–x) = – sin x, cos(–x) = cos x,

tan x =
sin x

cos x
, cot x =

cos x

sin x
, 1 + tan2 x =

1
cos2 x

, 1 + cot2 x =
1

sin2 x
,

tan x cot x = 1, tan(–x) = – tan x, cot(–x) = – cot x.

� Relations between trigonometric functions of single argument

sin x = ±
√

1 – cos2 x = ± tan x√
1 + tan2 x

= ± 1√
1 + cot2 x

,

cos x = ±
√

1 – sin2 x = ± 1√
1 + tan2 x

= ± cot x√
1 + cot2 x

,

tan x = ± sin x√
1 – sin2 x

= ±
√

1 – cos2 x

cos x
=

1
cot x

,

cot x = ±
√

1 – sin2 x

sin x
= ± cos x√

1 – cos2 x
=

1
tan x

.

� Reduction formulas

sin(x ± nπ) = (–1)n sin x,

sin
(
x ± 2n + 1

2
π
)

= ±(–1)n cos x,

tan(x ± nπ) = tan x,

tan
(
x ± 2n + 1

2
π
)

= – cot x,

sin
(
x ± π

4

)
=

√
2

2
(sin x ± cos x),

tan
(
x ± π

4

)
=

tan x ± 1
1 ∓ tan x

,

cos(x ± nπ) = (–1)n cos x,

cos
(
x ± 2n + 1

2
π
)

= ∓(–1)n sin x,

cot(x ± nπ) = cot x,

cot
(
x ± 2n + 1

2
π
)

= – tan x,

cos
(
x ± π

4

)
=

√
2

2
(cos x ∓ sin x),

cot
(
x ± π

4

)
=

cot x ∓ 1
1 ± cot x

.
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� Addition formulas

sin(x ± y) = sin x cos y ± cos x sin y,

tan(x ± y) =
tan x ± tan y

1 ∓ tan x tan y
,

cos(x ± y) = cos x cos y ∓ sin x sin y,

cot(x ± y) =
1 ∓ tan x tan y

tan x ± tan y
.

� Addition and subtraction of trigonometric functions

sin x + sin y = 2 sin
( x + y

2

)
cos

( x – y

2

)
,

sin x – sin y = 2 sin
( x – y

2

)
cos

( x + y

2

)
,

cos x + cos y = 2 cos
( x + y

2

)
cos

( x – y

2

)
,

cos x – cos y = –2 sin
( x + y

2

)
sin

( x – y

2

)
,

sin2 x – sin2 y = cos2 y – cos2 x = sin(x + y) sin(x – y),

sin2 x – cos2 y = – cos(x + y) cos(x – y),

tan x ± tan y =
sin(x ± y)
cos x cos y

, cot x ± cot y =
sin(y ± x)
sin x sin y

,

a cos x + b sin x = r sin(x + ϕ) = r cos(x – ψ).

Here r =
√

a2 + b2, sin ϕ = a/r, cos ϕ = b/r, sin ψ = b/r, and cos ψ = a/r.

� Products of trigonometric functions

sin x sin y = 1
2 [cos(x – y) – cos(x + y)],

cos x cos y = 1
2 [cos(x – y) + cos(x + y)],

sin x cos y = 1
2 [sin(x – y) + sin(x + y)].

� Powers of trigonometric functions

cos2 x = 1
2 cos 2x + 1

2 ,

cos3 x = 1
4 cos 3x + 3

4 cos x,

cos4 x = 1
8 cos 4x + 1

2 cos 2x + 3
8 ,

cos5 x = 1
16 cos 5x + 5

16 cos 3x + 5
8 cos x,

sin2 x = – 1
2 cos 2x + 1

2 ,

sin3 x = – 1
4 sin 3x + 3

4 sin x,

sin4 x = 1
8 cos 4x – 1

2 cos 2x + 3
8 ,

sin5 x = 1
16 sin 5x – 5

16 sin 3x + 5
8 sin x,

cos2n x =
1

22n–1

n–1∑
k=0

Ck
2n cos[2(n – k)x] +

1
22n

Cn
2n,

cos2n+1 x =
1

22n

n∑
k=0

Ck
2n+1 cos[(2n – 2k + 1)x],

sin2n x =
1

22n–1

n–1∑
k=0

(–1)n–kCk
2n cos[2(n – k)x] +

1
22n

Cn
2n,

sin2n+1 x =
1

22n

n∑
k=0

(–1)n–kCk
2n+1 sin[(2n – 2k + 1)x].

Here Ck
m =

m!
k! (m – k)!

are binomial coefficients (0! = 1).
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� Trigonometric functions of multiple arguments

cos 2x = 2 cos2 x – 1 = 1 – 2 sin2 x,

cos 3x = –3 cos x + 4 cos3 x,

cos 4x = 1 – 8 cos2 x + 8 cos4 x,

cos 5x = 5 cos x – 20 cos3 x + 16 cos5 x,

sin 2x = 2 sin x cos x,

sin 3x = 3 sin x – 4 sin3 x,

sin 4x = 4 cos x (sin x – 2 sin3 x),

sin 5x = 5 sin x – 20 sin3 x + 16 sin5 x,

cos(2nx) = 1 +
n∑

k=1

(–1)k
n2(n2 – 1) . . . [n2 – (k – 1)2]

(2k)!
4k sin2k x,

cos[(2n+1)x] = cos x

{
1+

n∑
k=1

(–1)k
[(2n+1)2 –1][(2n+1)2 –32] . . . [(2n+1)2 – (2k–1)2]

(2k)!
sin2k x

}
,

sin(2nx) = 2n cos x

[
sin x +

n∑
k=1

(–4)k
(n2 – 1)(n2 – 22) . . . (n2 – k2)

(2k – 1)!
sin2k–1 x

]
,

sin[(2n+1)x] = (2n+1)

{
sin x+

n∑
k=1

(–1)k
[(2n+1)2–1][(2n+1)2–32] . . . [(2n+1)2–(2k–1)2]

(2k+1)!
sin2k+1 x

}
,

tan 2x =
2 tan x

1 – tan2 x
, tan 3x =

3 tan x – tan3 x

1 – 3 tan2 x
, tan 4x =

4 tan x – 4 tan3 x

1 – 6 tan2 x + tan4 x
.

� Trigonometric functions of half argument

sin2 x

2
=

1 – cos x

2
, cos2 x

2
=

1 + cos x

2
,

tan
x

2
=

sin x

1 + cos x
=

1 – cos x

sin x
, cot

x

2
=

sin x

1 – cos x
=

1 + cos x

sin x
,

sin x =
2 tan x

2

1 + tan2 x
2

, cos x =
1 – tan2 x

2

1 + tan2 x
2

, tan x =
2 tan x

2

1 – tan2 x
2

.

� Euler and de Moivre formulas. Relationship with hyperbolic functions

ey+ix = ey(cos x + i sin x), (cos x + i sin x)n = cos(nx) + i sin(nx), i2 = –1,

sin(ix) = i sinh x, cos(ix) = cosh x, tan(ix) = i tanh x, cot(ix) = –i coth x.

� Differentiation formulas

d sin x

dx
= cos x,

d cos x

dx
= – sin x,

d tan x

dx
=

1
cos2 x

,
d cot x

dx
= –

1
sin2 x

.

� Expansion into power series

cos x = 1 –
x2

2!
+

x4

4!
–

x6

6!
+ · · · (|x| < ∞),

sin x = x –
x3

3!
+

x5

5!
–

x7

7!
+ · · · (|x| < ∞),

tan x = x +
x3

3
+

2x5

15
+

17x7

315
+ · · · (|x| < π/2),

cot x =
1
x

–
x

3
–

x3

45
–

2x5

945
– · · · (|x| < π).
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1.2. Hyperbolic Functions

� Definitions

sinh x =
ex – e–x

2
, cosh x =

ex + e–x

2
, tanh x =

ex – e–x

ex + e–x
, coth x =

ex + e–x

ex – e–x
.

� Simplest relations

cosh2 x – sinh2 x = 1,

sinh(–x) = – sinh x,

tanh x =
sinh x

cosh x
,

tanh(–x) = – tanh x,

1 – tanh2 x =
1

cosh2 x
,

tanh x coth x = 1,

cosh(–x) = cosh x,

coth x =
cosh x

sinh x
,

coth(–x) = – coth x,

coth2 x – 1 =
1

sinh2 x
.

� Relations between hyperbolic functions of single argument (x ≥ 0)

sinh x =
√

cosh2 x – 1 =
tanh x√

1 – tanh2 x
=

1√
coth2 x – 1

,

cosh x =
√

sinh2 x + 1 =
1√

1 – tanh2 x
=

coth x√
coth2 x – 1

,

tanh x =
sinh x√

sinh2 x + 1
=

√
cosh2 x – 1

cosh x
=

1
coth x

,

coth x =

√
sinh2 x + 1

sinh x
=

cosh x√
cosh2 x – 1

=
1

tanh x
.

� Addition formulas

sinh(x ± y) = sinh x cosh y ± sinh y cosh x, cosh(x ± y) = cosh x cosh y ± sinh x sinh y,

tanh(x ± y) =
tanh x ± tanh y

1 ± tanh x tanh y
, coth(x ± y) =

coth x coth y ± 1
coth y ± coth x

.

� Addition and subtraction of hyperbolic functions

sinh x ± sinh y = 2 sinh
( x ± y

2

)
cosh

( x ∓ y

2

)
,

cosh x + cosh y = 2 cosh
( x + y

2

)
cosh

( x – y

2

)
,

cosh x – cosh y = 2 sinh
( x + y

2

)
sinh

( x – y

2

)
,

sinh2 x – sinh2 y = cosh2 x – cosh2 y = sinh(x + y) sinh(x – y),

sinh2 x + cosh2 y = cosh(x + y) cosh(x – y),

tanh x ± tanh y =
sinh(x ± y)

cosh x cosh y
, coth x ± coth y = ± sinh(x ± y)

sinh x sinh y
.

� Products of hyperbolic functions

sinh x sinh y = 1
2 [cosh(x + y) – cosh(x – y)],

cosh x cosh y = 1
2 [cosh(x + y) + cosh(x – y)],

sinh x cosh y = 1
2 [sinh(x + y) + sinh(x – y)].
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� Powers of hyperbolic functions

cosh2 x = 1
2 cosh 2x + 1

2 ,

cosh3 x = 1
4 cosh 3x + 3

4 cosh x,

cosh4 x = 1
8 cosh 4x + 1

2 cosh 2x + 3
8 ,

cosh5 x = 1
16 cosh 5x + 5

16 cosh 3x + 5
8 cosh x,

sinh2 x = 1
2 cosh 2x – 1

2 ,

sinh3 x = 1
4 sinh 3x – 3

4 sinh x,

sinh4 x = 1
8 cosh 4x – 1

2 cosh 2x + 3
8 ,

sinh5 x = 1
16 sinh 5x – 5

16 sinh 3x + 5
8 sinh x,

cosh2n x =
1

22n–1

n–1∑
k=0

Ck
2n cosh[2(n – k)x] +

1
22n

Cn
2n,

cosh2n+1 x =
1

22n

n∑
k=0

Ck
2n+1 cosh[(2n – 2k + 1)x],

sinh2n x =
1

22n–1

n–1∑
k=0

(–1)kCk
2n cosh[2(n – k)x] +

(–1)n

22n
Cn

2n,

sinh2n+1 x =
1

22n

n∑
k=0

(–1)kCk
2n+1 sinh[(2n – 2k + 1)x].

Here Ck
m are binomial coefficients.

� Hyperbolic functions of multiple arguments

cosh 2x = 2 cosh2 x – 1,

cosh 3x = –3 cosh x + 4 cosh3 x,

cosh 4x = 1 – 8 cosh2 x + 8 cosh4 x,

cosh 5x = 5 cosh x – 20 cosh3 x + 16 cosh5 x,

sinh 2x = 2 sinh x cosh x,

sinh 3x = 3 sinh x + 4 sinh3 x,

sinh 4x = 4 cosh x(sinh x + 2 sinh3 x),

sinh 5x = 5 sinh x + 20 sinh3 x + 16 sinh5 x.

cosh(nx) = 2n–1 coshn x +
n

2

[n/2]∑
k=0

(–1)k+1

k + 1
Ck–2

n–k–22n–2k–2(cosh x)n–2k–2,

sinh(nx) = sinh x

[(n–1)/2]∑
k=0

2n–k–1Ck
n–k–1(cosh x)n–2k–1.

Here Ck
m are binomial coefficients and [A] stands for the integer part of a number A.

� Relationship with trigonometric functions

sinh(ix) = i sin x, cosh(ix) = cos x, tanh(ix) = i tan x, coth(ix) = –i cot x, i2 = –1.

� Differentiation formulas
d sinh x

dx
= cosh x,

d cosh x

dx
= sinh x,

d tanh x

dx
=

1

cosh2 x
,

d coth x

dx
= –

1

sinh2 x
.

� Expansion into power series

cosh x = 1 +
x2

2!
+

x4

4!
+

x6

6!
+ · · · (|x| < ∞),

sinh x = x +
x3

3!
+

x5

5!
+

x7

7!
+ · · · (|x| < ∞),

tanh x = x –
x3

3
+

2x5

15
–

17x7

315
+ · · · (|x| < π/2),

coth x =
1
x

+
x

3
–

x3

45
+

2x5

945
– · · · (|x| < π).
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1.3. Inverse Trigonometric Functions

� Definitions and some properties

sin(arcsin x) = x,

tan(arctan x) = x,

cos(arccos x) = x,

cot(arccot x) = x.

Principal values of inverse trigonometric functions are defined by the inequalities

– π
2 ≤ arcsin x ≤ π

2 , 0 ≤ arccos x ≤ π (–1 ≤ x ≤ 1),

– π
2 < arctan x < π

2 , 0 < arccot x < π (–∞ < x < ∞).

� Simplest formulas

arcsin(–x) = – arcsin x,

arctan(–x) = – arctan x,

arccos(–x) = π – arccos x,

arccot(–x) = π – arccot x,

arcsin(sin x) =

{
x – 2nπ if 2nπ – π

2 ≤ x ≤ 2nπ + π
2 ,

–x + 2(n + 1)π if (2n + 1)π – π
2 ≤ x ≤ 2(n + 1)π + π

2 ,

arccos(cos x) =

{
x – 2nπ if 2nπ ≤ x ≤ (2n + 1)π,
–x + 2(n + 1)π if (2n + 1)π ≤ x ≤ 2(n + 1)π,

arctan(tan x) = x – nπ if nπ – π
2 < x < nπ + π

2 ,

arccot(cot x) = x – nπ if nπ < x < (n + 1)π.

� Relations between inverse trigonometric functions

arcsin x+arccos x = π
2 , arctan x+arccot x = π

2 ;

arcsin x =




arccos
√

1–x2 if 0 ≤ x ≤ 1,

– arccos
√

1–x2 if –1 ≤ x ≤ 0,

arctan
x√

1–x2
if –1 < x < 1,

arccot

√
1–x2

x
–π if –1 ≤ x < 0;

arccos x =




arcsin
√

1–x2 if 0 ≤ x ≤ 1,

π–arcsin
√

1–x2 if –1 ≤ x ≤ 0,

arctan

√
1–x2

x
if 0 < x ≤ 1,

arccot
x√

1–x2
if –1 < x < 1;

arctan x =




arcsin
x√

1+x2
for any x,

arccos
1√

1+x2
if x ≥ 0,

– arccos
1√

1+x2
if x ≤ 0,

arccot
1
x

if x > 0;

arccot x =




arcsin
1√

1+x2
if x > 0,

π–arcsin
1√

1+x2
if x < 0,

arctan
1
x

if x > 0,

π+arctan
1
x

if x < 0.

� Addition and subtraction of inverse trigonometric functions

arcsin x + arcsin y = arcsin
(
x
√

1 – y2 + y
√

1 – x2
)

for x2 + y2 ≤ 1,

arccos x ± arccos y = ± arccos
[
xy ∓

√
(1 – x2)(1 – y2)

]
for x ± y ≥ 0,

arctan x + arctan y = arctan
x + y

1 – xy
for xy < 1,

arctan x – arctan y = arctan
x – y

1 + xy
for xy > –1.
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� Differentiation formulas

d

dx
arcsin x =

1√
1–x2

,
d

dx
arccos x = –

1√
1–x2

,
d

dx
arctan x =

1
1+x2

,
d

dx
arccot x = –

1
1+x2

.

� Expansion into power series

arcsin x = x +
1
2

x3

3
+

1 ⋅ 3
2 ⋅ 4

x5

5
+

1 ⋅ 3 ⋅ 5
2 ⋅ 4 ⋅ 6

x7

7
+ · · · (|x| < 1),

arctan x = x –
x3

3
+

x5

5
–

x7

7
+ · · · (|x| ≤ 1),

arctan x =
π

2
–

1
x

+
1

3x3
–

1
5x5

+ · · · (|x| > 1).

The expansions for arccos x and arccot x can be obtained with the aid of the formulas arccos x =
π
2 – arcsin x and arccot x = π

2 – arctan x.

1.4. Inverse Hyperbolic Functions

� Relationship with logarithmic function

Arsinh x = ln
(
x +

√
x2 + 1

)
, Artanh x =

1
2

ln
1 + x

1 – x
,

Arcosh x = ln
(
x +

√
x2 – 1

)
, Arcoth x =

1
2

ln
1 + x

x – 1
;

Arsinh(–x) = –Arsinh x, Artanh(–x) = –Artanh x,

Arcosh(–x) = Arcosh x, Arcoth(–x) = –Arcoth x.

� Relations between inverse hyperbolic functions

Arsinh x = Arcosh
√

x2 + 1 = Artanh
x√

x2 + 1
,

Arcosh x = Arsinh
√

x2 – 1 = Artanh

√
x2 – 1
x

,

Artanh x = Arsinh
x√

1 – x2
= Arcosh

1√
1 – x2

= Arcoth
1
x

.

� Addition and subtraction of inverse hyperbolic functions

Arsinh x ± Arsinh y = Arsinh
(
x
√

1 + y2 ± y
√

1 + x2
)
,

Arcosh x ± Arcosh y = Arcosh
[
xy ±

√
(x2 – 1)(y2 – 1)

]
,

Arsinh x ± Arcosh y = Arsinh
[
xy ±

√
(x2 + 1)(y2 – 1)

]
,

Artanh x ± Artanh y = Artanh
x ± y

1 ± xy
, Artanh x ± Arcoth y = Artanh

xy ± 1
y ± x

.

� Differentiation formulas

d

dx
Arsinh x =

1√
x2 + 1

,

d

dx
Artanh x =

1
1 – x2

(x2 < 1),

d

dx
Arcosh x =

1√
x2 – 1

,

d

dx
Arcoth x =

1
1 – x2

(x2 > 1).
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� Expansion into power series

Arsinh x = x –
1
2

x3

3
+

1 ⋅ 3
2 ⋅ 4

x5

5
–

1 ⋅ 3 ⋅ 5
2 ⋅ 4 ⋅ 6

x7

7
+ · · · (|x| < 1),

Artanh x = x +
x3

3
+

x5

5
+

x7

7
+ · · · (|x| < 1).

©• References for Supplement 1: H. B. Dwight (1961), M. Arbramowitz and I. A. Stegun (1964), G. A. Korn and T. M. Korn
(1968), W. H. Beyer (1991).
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Supplement 2

Tables of Indefinite Integrals

2.1. Integrals Containing Rational Functions

� Integrals containing a + bx.*

1.
∫

dx

a + bx
=

1
b

ln |a + bx|.

2.
∫

(a + bx)ndx =
(a + bx)n+1

b(n + 1)
, n ≠ –1.

3.
∫

x dx

a + bx
=

1
b2

(
a + bx – a ln |a + bx|

)
.

4.
∫

x2 dx

a + bx
=

1
b3

[ 1
2

(a + bx)2 – 2a(a + bx) + a2 ln |a + bx|
]
.

5.
∫

dx

x(a + bx)
= –

1
a

ln
∣∣∣ a + bx

x

∣∣∣.
6.

∫
dx

x2(a + bx)
= –

1
ax

+
b

a2
ln

∣∣∣ a + bx

x

∣∣∣.
7.

∫
x dx

(a + bx)2
=

1
b2

(
ln |a + bx| +

a

a + bx

)
.

8.
∫

x2 dx

(a + bx)2
=

1
b3

(
a + bx – 2a ln |a + bx| –

a2

a + bx

)
.

9.
∫

dx

x(a + bx)2
=

1
a(a + bx)

–
1
a2

ln
∣∣∣ a + bx

x

∣∣∣.
10.

∫
x dx

(a + bx)3
=

1
b2

[
–

1
a + bx

+
a

2(a + bx)2

]
.

� Integrals containing a + x and b + x.

11.
∫

a + x

b + x
dx = x + (a – b) ln |b + x|.

12.
∫

dx

(a + x)(b + x)
=

1
a – b

ln
∣∣∣ b + x

a + x

∣∣∣, a ≠ b. For a = b, see integral 2 with n = –2.

13.
∫

x dx

(a + x)(b + x)
=

1
a – b

(
a ln |a + x| – b ln |b + x|

)
.

14.
∫

dx

(a + x)(b + x)2
=

1
(b – a)(b + x)

+
1

(a – b)2
ln

∣∣∣ a + x

b + x

∣∣∣.
* Throughout this section, the integration constant C is omitted for brevity.
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15.
∫

x dx

(a + x)(b + x)2
=

b

(a – b)(b + x)
–

a

(a – b)2
ln

∣∣∣ a + x

b + x

∣∣∣.
16.

∫
x2 dx

(a + x)(b + x)2
=

b2

(b – a)(b + x)
+

a2

(a – b)2
ln |a + x| +

b2 – 2ab
(b – a)2

ln |b + x|.

17.
∫

dx

(a + x)2(b + x)2
= –

1
(a – b)2

( 1
a + x

+
1

b + x

)
+

2
(a – b)3

ln
∣∣∣ a + x

b + x

∣∣∣.
18.

∫
x dx

(a + x)2(b + x)2
=

1
(a – b)2

( a

a + x
+

b

b + x

)
+

a + b

(a – b)3
ln

∣∣∣ a + x

b + x

∣∣∣.
19.

∫
x2 dx

(a + x)2(b + x)2
= –

1
(a – b)2

( a2

a + x
+

b2

b + x

)
+

2ab
(a – b)3

ln
∣∣∣ a + x

b + x

∣∣∣.
� Integrals containing a2 + x2.

20.
∫

dx

a2 + x2
=

1
a

arctan
x

a
.

21.
∫

dx

(a2 + x2)2
=

x

2a2(a2 + x2)
+

1
2a3

arctan
x

a
.

22.
∫

dx

(a2 + x2)3
=

x

4a2(a2 + x2)2
+

3x
8a4(a2 + x2)

+
3

8a5
arctan

x

a
.

23.
∫

dx

(a2 + x2)n+1
=

x

2na2(a2 + x2)n
+

2n – 1
2na2

∫
dx

(a2 + x2)n
; n = 1, 2, . . .

24.
∫

x dx

a2 + x2
=

1
2

ln(a2 + x2).

25.
∫

x dx

(a2 + x2)2
= –

1
2(a2 + x2)

.

26.
∫

x dx

(a2 + x2)3
= –

1
4(a2 + x2)2

.

27.
∫

x dx

(a2 + x2)n+1
= –

1
2n(a2 + x2)n

; n = 1, 2, . . .

28.
∫

x2 dx

a2 + x2
= x – a arctan

x

a
.

29.
∫

x2 dx

(a2 + x2)2
= –

x

2(a2 + x2)
+

1
2a

arctan
x

a
.

30.
∫

x2 dx

(a2 + x2)3
= –

x

4(a2 + x2)2
+

x

8a2(a2 + x2)
+

1
8a3

arctan
x

a
.

31.
∫

x2 dx

(a2 + x2)n+1
= –

x

2n(a2 + x2)n
+

1
2n

∫
dx

(a2 + x2)n
; n = 1, 2, . . .

32.
∫

x3 dx

a2 + x2
=

x2

2
–

a2

2
ln(a2 + x2).

33.
∫

x3 dx

(a2 + x2)2
=

a2

2(a2 + x2)
+

1
2

ln(a2 + x2).

34.
∫

x3 dx

(a2 + x2)n+1
= –

1
2(n – 1)(a2 + x2)n–1

+
a2

2n(a2 + x2)n
; n = 2, 3, . . .

35.
∫

dx

x(a2 + x2)
=

1
2a2

ln
x2

a2 + x2
.

36.
∫

dx

x(a2 + x2)2
=

1
2a2(a2 + x2)

+
1

2a4
ln

x2

a2 + x2
.
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37.
∫

dx

x(a2 + x2)3
=

1
4a2(a2 + x2)2

+
1

2a4(a2 + x2)
+

1
2a6

ln
x2

a2 + x2
.

38.
∫

dx

x2(a2 + x2)
= –

1
a2x

–
1
a3

arctan
x

a
.

39.
∫

dx

x2(a2 + x2)2
= –

1
a4x

–
x

2a4(a2 + x2)
–

3
2a5

arctan
x

a
.

40.
∫

dx

x3(a2 + x2)2
= –

1
2a4x2

–
1

2a4(a2 + x2)
–

1
a6

ln
x2

a2 + x2
.

41.
∫

dx

x2(a2 + x2)3
= –

1
a6x

–
x

4a4(a2 + x2)2
–

7x
8a6(a2 + x2)

–
15
8a7

arctan
x

a
.

42.
∫

dx

x3(a2 + x2)3
= –

1
2a6x2

–
1

a6(a2 + x2)
–

1
4a4(a2 + x2)2

–
3

2a8
ln

x2

a2 + x2
.

� Integrals containing a2 – x2.

43.
∫

dx

a2 – x2
=

1
2a

ln
∣∣∣ a + x

a – x

∣∣∣.
44.

∫
dx

(a2 – x2)2
=

x

2a2(a2 – x2)
+

1
4a3

ln
∣∣∣ a + x

a – x

∣∣∣.
45.

∫
dx

(a2 – x2)3
=

x

4a2(a2 – x2)2
+

3x
8a4(a2 – x2)

+
3

16a5
ln

∣∣∣ a + x

a – x

∣∣∣.
46.

∫
dx

(a2 – x2)n+1
=

x

2na2(a2 – x2)n
+

2n – 1
2na2

∫
dx

(a2 – x2)n
; n = 1, 2, . . .

47.
∫

x dx

a2 – x2
= –

1
2

ln |a2 – x2|.

48.
∫

x dx

(a2 – x2)2
=

1
2(a2 – x2)

.

49.
∫

x dx

(a2 – x2)3
=

1
4(a2 – x2)2

.

50.
∫

x dx

(a2 – x2)n+1
=

1
2n(a2 – x2)n

; n = 1, 2, . . .

51.
∫

x2 dx

a2 – x2
= –x +

a

2
ln

∣∣∣ a + x

a – x

∣∣∣.
52.

∫
x2 dx

(a2 – x2)2
=

x

2(a2 – x2)
–

1
4a

ln
∣∣∣ a + x

a – x

∣∣∣.
53.

∫
x2 dx

(a2 – x2)3
=

x

4(a2 – x2)2
–

x

8a2(a2 – x2)
–

1
16a3

ln
∣∣∣ a + x

a – x

∣∣∣.
54.

∫
x2 dx

(a2 – x2)n+1
=

x

2n(a2 – x2)n
–

1
2n

∫
dx

(a2 – x2)n
; n = 1, 2, . . .

55.
∫

x3 dx

a2 – x2
= –

x2

2
–

a2

2
ln |a2 – x2|.

56.
∫

x3 dx

(a2 – x2)2
=

a2

2(a2 – x2)
+

1
2

ln |a2 – x2|.

57.
∫

x3 dx

(a2 – x2)n+1
= –

1
2(n – 1)(a2 – x2)n–1

+
a2

2n(a2 – x2)n
; n = 2, 3, . . .

58.
∫

dx

x(a2 – x2)
=

1
2a2

ln
∣∣∣ x2

a2 – x2

∣∣∣.
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59.
∫

dx

x(a2 – x2)2
=

1
2a2(a2 – x2)

+
1

2a4
ln

∣∣∣ x2

a2 – x2

∣∣∣.
60.

∫
dx

x(a2 – x2)3
=

1
4a2(a2 – x2)2

+
1

2a4(a2 – x2)
+

1
2a6

ln
∣∣∣ x2

a2 – x2

∣∣∣.
� Integrals containing a3 + x3.

61.
∫

dx

a3 + x3
=

1
6a2

ln
(a + x)2

a2 – ax + x2
+

1

a2
√

3
arctan

2x – a

a
√

3
.

62.
∫

dx

(a3 + x3)2
=

x

3a3(a3 + x3)
+

2
3a3

∫
dx

a3 + x3
.

63.
∫

x dx

a3 + x3
=

1
6a

ln
a2 – ax + x2

(a + x)2
+

1

a
√

3
arctan

2x – a

a
√

3
.

64.
∫

x dx

(a3 + x3)2
=

x2

3a3(a3 + x3)
+

1
3a3

∫
x dx

a3 + x3
.

65.
∫

x2 dx

a3 + x3
=

1
3

ln |a3 + x3|.

66.
∫

dx

x(a3 + x3)
=

1
3a3

ln
∣∣∣ x3

a3 + x3

∣∣∣.
67.

∫
dx

x(a3 + x3)2
=

1
3a3(a3 + x3)

+
1

3a6
ln

∣∣∣ x3

a3 + x3

∣∣∣.
68.

∫
dx

x2(a3 + x3)
= –

1
a3x

–
1
a3

∫
x dx

a3 + x3
.

69.
∫

dx

x2(a3 + x3)2
= –

1
a6x

–
x2

3a6(a3 + x3)
–

4
3a6

∫
x dx

a3 + x3
.

� Integrals containing a3 – x3.

70.
∫

dx

a3 – x3
=

1
6a2

ln
a2 + ax + x2

(a – x)2
+

1

a2
√

3
arctan

2x + a

a
√

3
.

71.
∫

dx

(a3 – x3)2
=

x

3a3(a3 – x3)
+

2
3a3

∫
dx

a3 – x3
.

72.
∫

x dx

a3 – x3
=

1
6a

ln
a2 + ax + x2

(a – x)2
–

1

a
√

3
arctan

2x + a

a
√

3
.

73.
∫

x dx

(a3 – x3)2
=

x2

3a3(a3 – x3)
+

1
3a3

∫
x dx

a3 – x3
.

74.
∫

x2 dx

a3 – x3
= –

1
3

ln |a3 – x3|.

75.
∫

dx

x(a3 – x3)
=

1
3a3

ln
∣∣∣ x3

a3 – x3

∣∣∣.
76.

∫
dx

x(a3 – x3)2
=

1
3a3(a3 – x3)

+
1

3a6
ln

∣∣∣ x3

a3 – x3

∣∣∣.
77.

∫
dx

x2(a3 – x3)
= –

1
a3x

+
1
a3

∫
x dx

a3 – x3
.

78.
∫

dx

x2(a3 – x3)2
= –

1
a6x

–
x2

3a6(a3 – x3)
+

4
3a6

∫
x dx

a3 – x3
.
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� Integrals containing a4 ± x4.

79.
∫

dx

a4 + x4
=

1

4a3
√

2
ln

a2 + ax
√

2 + x2

a2 – ax
√

2 + x2
+

1

2a3
√

2
arctan

ax
√

2
a2 – x2

.

80.
∫

x dx

a4 + x4
=

1
2a2

arctan
x2

a2
.

81.
∫

x2 dx

a4 + x4
= –

1

4a
√

2
ln

a2 + ax
√

2 + x2

a2 – ax
√

2 + x2
+

1

2a
√

2
arctan

ax
√

2
a2 – x2

.

82.
∫

dx

a4 – x4
=

1
4a3

ln
∣∣∣ a + x

a – x

∣∣∣ +
1

2a3
arctan

x

a
.

83.
∫

x dx

a4 – x4
=

1
4a2

ln
∣∣∣ a2 + x2

a2 – x2

∣∣∣.
84.

∫
x2 dx

a4 – x4
=

1
4a

ln
∣∣∣ a + x

a – x

∣∣∣ –
1

2a
arctan

x

a
.

85.
∫

dx

x(a + bxm)
=

1
am

ln
∣∣∣ xm

a + bxm

∣∣∣.

2.2. Integrals Containing Irrational Functions

� Integrals containing x1/2.

1.
∫

x1/2 dx

a2 + b2x
=

2
b2

x1/2 –
2a
b3

arctan
bx1/2

a
.

2.
∫

x3/2 dx

a2 + b2x
=

2x3/2

3b2
–

2a2x1/2

b4
+

2a3

b5
arctan

bx1/2

a
.

3.
∫

x1/2 dx

(a2 + b2x)2
= –

x1/2

b2(a2 + b2x)
+

1
ab3

arctan
bx1/2

a
.

4.
∫

x3/2 dx

(a2 + b2x)2
=

2x3/2

b2(a2 + b2x)
+

3a2x1/2

b4(a2 + b2x)
–

3a
b5

arctan
bx1/2

a
.

5.
∫

dx

(a2 + b2x)x1/2
=

2
ab

arctan
bx1/2

a
.

6.
∫

dx

(a2 + b2x)x3/2
= –

2
a2x1/2

–
2b
a3

arctan
bx1/2

a
.

7.
∫

dx

(a2 + b2x)2x1/2
=

x1/2

a2(a2 + b2x)
+

1
a3b

arctan
bx1/2

a
.

8.
∫

x1/2 dx

a2 – b2x
= –

2
b2

x1/2 +
2a
b3

ln
∣∣∣ a + bx1/2

a – bx1/2

∣∣∣.
9.

∫
x3/2 dx

a2 – b2x
= –

2x3/2

3b2
–

2a2x1/2

b4
+

a3

b5
ln

∣∣∣ a + bx1/2

a – bx1/2

∣∣∣.
10.

∫
x1/2 dx

(a2 – b2x)2
=

x1/2

b2(a2 – b2x)
–

1
2ab3

ln
∣∣∣ a + bx1/2

a – bx1/2

∣∣∣.
11.

∫
x3/2 dx

(a2 – b2x)2
=

3a2x1/2 – 2b2x3/2

b4(a2 – b2x)
–

3a
2b5

ln
∣∣∣ a + bx1/2

a – bx1/2

∣∣∣.
12.

∫
dx

(a2 – b2x)x1/2
=

1
ab

ln
∣∣∣ a + bx1/2

a – bx1/2

∣∣∣.
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13.
∫

dx

(a2 – b2x)x3/2
= –

2
a2x1/2

+
b

a3
ln

∣∣∣ a + bx1/2

a – bx1/2

∣∣∣.
14.

∫
dx

(a2 – b2x)2x1/2
=

x1/2

a2(a2 – b2x)
+

1
2a3b

ln
∣∣∣ a + bx1/2

a – bx1/2

∣∣∣.
� Integrals containing (a + bx)p/2.

15.
∫

(a + bx)p/2 dx =
2

b(p + 2)
(a + bx)(p+2)/2.

16.
∫

x(a + bx)p/2 dx =
2
b2

[
(a + bx)(p+4)/2

p + 4
–

a(a + bx)(p+2)/2

p + 2

]
.

17.
∫

x2(a + bx)p/2 dx =
2
b3

[
(a + bx)(p+6)/2

p + 6
–

2a(a + bx)(p+4)/2

p + 4
+

a2(a + bx)(p+2)/2

p + 2

]
.

� Integrals containing (x2 + a2)1/2.

18.
∫

(x2 + a2)1/2 dx =
1
2
x(a2 + x2)1/2 +

a2

2
ln

[
x + (x2 + a2)1/2

]
.

19.
∫

x(x2 + a2)1/2 dx =
1
3

(a2 + x2)3/2.

20.
∫

(x2 + a2)3/2 dx =
1
4
x(a2 + x2)3/2 +

3
8
a2x(a2 + x2)1/2 +

3
8
a4 ln

∣∣x + (x2 + a2)1/2
∣∣.

21.
∫

1
x

(x2 + a2)1/2 dx = (a2 + x2)1/2 – a ln
∣∣∣ a + (x2 + a2)1/2

x

∣∣∣.
22.

∫
dx√

x2 + a2
= ln

[
x + (x2 + a2)1/2

]
.

23.
∫

x dx√
x2 + a2

= (x2 + a2)1/2.

24.
∫

(x2 + a2)–3/2 dx = a–2x(x2 + a2)–1/2.

� Integrals containing (x2 – a2)1/2.

25.
∫

(x2 – a2)1/2 dx =
1
2
x(x2 – a2)1/2 –

a2

2
ln

∣∣x + (x2 – a2)1/2
∣∣.

26.
∫

x(x2 – a2)1/2 dx =
1
3

(x2 – a2)3/2.

27.
∫

(x2 – a2)3/2 dx =
1
4
x(x2 – a2)3/2 –

3
8
a2x(x2 – a2)1/2 +

3
8
a4 ln

∣∣x + (x2 – a2)1/2
∣∣.

28.
∫

1
x

(x2 – a2)1/2 dx = (x2 – a2)1/2 – a arccos
∣∣∣ a
x

∣∣∣.
29.

∫
dx√

x2 – a2
= ln

∣∣x + (x2 – a2)1/2
∣∣.

30.
∫

x dx√
x2 – a2

= (x2 – a2)1/2.

31.
∫

(x2 – a2)–3/2 dx = –a–2x(x2 – a2)–1/2.
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� Integrals containing (a2 – x2)1/2.

32.
∫

(a2 – x2)1/2 dx =
1
2
x(a2 – x2)1/2 +

a2

2
arcsin

x

a
.

33.
∫

x(a2 – x2)1/2 dx = –
1
3

(a2 – x2)3/2.

34.
∫

(a2 – x2)3/2 dx =
1
4
x(a2 – x2)3/2 +

3
8
a2x(a2 – x2)1/2 +

3
8
a4 arcsin

x

a
.

35.
∫

1
x

(a2 – x2)1/2 dx = (a2 – x2)1/2 – a ln
∣∣∣ a + (a2 – x2)1/2

x

∣∣∣.
36.

∫
dx√

a2 – x2
= arcsin

x

a
.

37.
∫

x dx√
a2 – x2

= –(a2 – x2)1/2.

38.
∫

(a2 – x2)–3/2 dx = a–2x(a2 – x2)–1/2.

� Reduction formulas. The parameters a, b, p, m, and n below can assume arbitrary values,
except for those at which denominators vanish in successive applications of a formula. Notation:
w = axn + b.

39.
∫

xm(axn + b)p dx =
1

m + np + 1

(
xm+1wp + npb

∫
xmwp–1 dx

)
.

40.
∫

xm(axn + b)p dx =
1

bn(p + 1)

[
–xm+1wp+1 + (m + n + np + 1)

∫
xmwp+1 dx

]
.

41.
∫

xm(axn + b)p dx =
1

b(m + 1)

[
xm+1wp+1 – a(m + n + np + 1)

∫
xm+nwp dx

]
.

42.
∫

xm(axn + b)p dx =
1

a(m + np + 1)

[
xm–n+1wp+1 –b(m – n + 1)

∫
xm–nwp dx

]
.

2.3. Integrals Containing Exponential Functions

1.
∫

eax dx =
1
a
eax.

2.
∫

ax dx =
ax

ln a
.

3.
∫

xeax dx = eax
( x

a
–

1
a2

)
.

4.
∫

x2eax dx = eax
( x2

a
–

2x
a2

+
2
a3

)
.

5.
∫

xneax dx=eax
[ 1
a
xn–

n

a2
xn–1+

n(n – 1)
a3

xn–2–· · ·+(–1)n–1 n!
an

x+(–1)n
n!

an+1

]
, n=1, 2, . . .

6.
∫

Pn(x)eax dx= eax
n∑

k=0

(–1)k

ak+1

dk

dxk
Pn(x), where Pn(x) is an arbitrary nth-degree polynomial.

7.
∫

dx

a + bepx
=

x

a
–

1
ap

ln |a + bepx|.
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8.
∫

dx

aepx + be–px
=




1

p
√

ab
arctan

(
epx

√
a

b

)
if ab > 0,

1

2p
√

–ab
ln

(
b + epx

√
–ab

b – epx
√

–ab

)
if ab < 0.

9.
∫

dx√
a + bepx

=




1
p
√

a
ln

√
a + bepx –

√
a√

a + bepx +
√

a
if a > 0,

2
p
√

–a
arctan

√
a + bepx

√
–a

if a < 0.

2.4. Integrals Containing Hyperbolic Functions
� Integrals containing cosh x.

1.
∫

cosh(a + bx) dx =
1
b

sinh(a + bx).

2.
∫

x cosh x dx = x sinh x – cosh x.

3.
∫

x2 cosh x dx = (x2 + 2) sinh x – 2x cosh x.

4.
∫

x2n cosh x dx = (2n)!
n∑

k=1

[
x2k

(2k)!
sinh x –

x2k–1

(2k – 1)!
cosh x

]
.

5.
∫

x2n+1 cosh x dx = (2n + 1)!
n∑

k=0

[
x2k+1

(2k + 1)!
sinh x –

x2k

(2k)!
cosh x

]
.

6.
∫

xp cosh x dx = xp sinh x – pxp–1 cosh x + p(p – 1)
∫

xp–2 cosh x dx.

7.
∫

cosh2 x dx = 1
2 x + 1

4 sinh 2x.

8.
∫

cosh3 x dx = sinh x + 1
3 sinh3 x.

9.
∫

cosh2n x dx = Cn
2n

x

22n
+

1
22n–1

n–1∑
k=0

Ck
2n

sinh[2(n – k)x]
2(n – k)

, n = 1, 2, . . .

10.
∫

cosh2n+1 x dx =
1

22n

n∑
k=0

Ck
2n+1

sinh[(2n – 2k + 1)x]
2n – 2k + 1

=
n∑

k=0

Ck
n

sinh2k+1 x

2k + 1
, n = 1, 2, . . .

11.
∫

coshp x dx =
1
p

sinh x coshp–1 x +
p – 1

p

∫
coshp–2 x dx.

12.
∫

cosh ax cosh bx dx =
1

a2 – b2

[
a cosh bx sinh ax – b cosh ax sinh bx

]
.

13.
∫

dx

cosh ax
=

2
a

arctan
(
eax

)
.

14.
∫

dx

cosh2n x
=

sinh x

2n – 1

[
1

cosh2n–1 x
+

n–1∑
k=1

2k(n – 1)(n – 2) . . . (n – k)
(2n – 3)(2n – 5) . . . (2n – 2k – 1)

1

cosh2n–2k–1 x

]
,

n = 1, 2, . . .

15.
∫

dx

cosh2n+1 x
=

sinh x

2n

[
1

cosh2n x
+

n–1∑
k=1

(2n – 1)(2n – 3) . . . (2n – 2k + 1)
2k(n – 1)(n – 2) . . . (n – k)

1

cosh2n–2k x

]

+
(2n – 1)!!

(2n)!!
arctan sinh x, n = 1, 2, . . .
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16.
∫

dx

a + b cosh x
=




–
sign x√
b2 – a2

arcsin
b + a cosh x

a + b cosh x
if a2 < b2,

1√
a2 – b2

ln
a + b +

√
a2 – b2 tanh(x/2)

a + b –
√

a2 – b2 tanh(x/2)
if a2 > b2.

� Integrals containing sinh x.

17.
∫

sinh(a + bx) dx =
1
b

cosh(a + bx).

18.
∫

x sinh x dx = x cosh x – sinh x.

19.
∫

x2 sinh x dx = (x2 + 2) cosh x – 2x sinh x.

20.
∫

x2n sinh x dx = (2n)!

[ n∑
k=0

x2k

(2k)!
cosh x –

n∑
k=1

x2k–1

(2k – 1)!
sinh x

]
.

21.
∫

x2n+1 sinh x dx = (2n + 1)!
n∑

k=0

[
x2k+1

(2k + 1)!
cosh x –

x2k

(2k)!
sinh x

]
.

22.
∫

xp sinh x dx = xp cosh x – pxp–1 sinh x + p(p – 1)
∫

xp–2 sinh x dx.

23.
∫

sinh2 x dx = – 1
2 x + 1

4 sinh 2x.

24.
∫

sinh3 x dx = – cosh x + 1
3 cosh3 x.

25.
∫

sinh2n x dx = (–1)nCn
2n

x

22n
+

1
22n–1

n–1∑
k=0

(–1)kCk
2n

sinh[2(n – k)x]
2(n – k)

, n = 1, 2, . . .

26.
∫

sinh2n+1 x dx =
1

22n

n∑
k=0

(–1)kCk
2n+1

cosh[(2n – 2k + 1)x]
2n – 2k + 1

=
n∑

k=0

(–1)n+kCk
n

cosh2k+1 x

2k + 1
,

n = 1, 2, . . .

27.
∫

sinhp x dx =
1
p

sinhp–1 x cosh x –
p – 1

p

∫
sinhp–2 x dx.

28.
∫

sinh ax sinh bx dx =
1

a2 – b2

[
a cosh ax sinh bx – b cosh bx sinh ax

]
.

29.
∫

dx

sinh ax
=

1
a

ln
∣∣∣tanh

ax

2

∣∣∣.
30.

∫
dx

sinh2n x
=

cosh x

2n – 1

[
–

1

sinh2n–1 x

+
n–1∑
k=1

(–1)k–1 2k(n – 1)(n – 2) . . . (n – k)
(2n – 3)(2n – 5) . . . (2n – 2k – 1)

1

sinh2n–2k–1 x

]
, n = 1, 2, . . .

31.
∫

dx

sinh2n+1 x
=

cosh x

2n

[
–

1

sinh2n x
+

n–1∑
k=1

(–1)k–1 (2n–1)(2n–3) . . . (2n–2k+1)
2k(n–1)(n–2) . . . (n–k)

1

sinh2n–2k x

]

+ (–1)n
(2n – 1)!!

(2n)!!
ln tanh

x

2
, n = 1, 2, . . .

32.
∫

dx

a + b sinh x
=

1√
a2 + b2

ln
a tanh(x/2) – b +

√
a2 + b2

a tanh(x/2) – b –
√

a2 + b2
.

33.
∫

Ax + B sinh x

a + b sinh x
dx =

B

b
x +

Ab – Ba

b
√

a2 + b2
ln

a tanh(x/2) – b +
√

a2 + b2

a tanh(x/2) – b –
√

a2 + b2
.
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� Integrals containing tanh x or coth x.

34.
∫

tanh x dx = ln cosh x.

35.
∫

tanh2 x dx = x – tanh x.

36.
∫

tanh3 x dx = – 1
2 tanh2 x + ln cosh x.

37.
∫

tanh2n x dx = x –
n∑

k=1

tanh2n–2k+1 x

2n – 2k + 1
, n = 1, 2, . . .

38.
∫

tanh2n+1 x dx = ln cosh x –
n∑

k=1

(–1)kCk
n

2k cosh2k x
= ln cosh x –

n∑
k=1

tanh2n–2k+2 x

2n – 2k + 2
, n = 1, 2, . . .

39.
∫

tanhp x dx = –
1

p – 1
tanhp–1 x +

∫
tanhp–2 x dx.

40.
∫

coth x dx = ln |sinh x|.

41.
∫

coth2 x dx = x – coth x.

42.
∫

coth3 x dx = – 1
2 coth2 x + ln |sinh x|.

43.
∫

coth2n x dx = x –
n∑

k=1

coth2n–2k+1 x

2n – 2k + 1
, n = 1, 2, . . .

44.
∫

coth2n+1 x dx = ln |sinh x|–
n∑

k=1

Ck
n

2k sinh2k x
= ln |sinh x|–

n∑
k=1

coth2n–2k+2 x

2n – 2k + 2
, n = 1, 2, . . .

45.
∫

cothp x dx = –
1

p – 1
cothp–1 x +

∫
cothp–2 x dx.

2.5. Integrals Containing Logarithmic Functions

1.
∫

ln ax dx = x ln ax – x.

2.
∫

x ln x dx = 1
2 x2 ln x – 1

4 x2.

3.
∫

xp ln ax dx =




1
p + 1

xp+1 ln ax –
1

(p + 1)2
xp+1 if p ≠ –1,

1
2 ln2 ax if p = –1.

4.
∫

(ln x)2 dx = x(ln x)2 – 2x ln x + 2x.

5.
∫

x(ln x)2 dx = 1
2 x2(ln x)2 – 1

2 x2 ln x + 1
4 x2.

6.
∫

xp(ln x)2 dx =




xp+1

p + 1
(ln x)2 –

2xp+1

(p + 1)2
ln x +

2xp+1

(p + 1)3
if p ≠ –1,

1
3 ln3 x if p = –1.

7.
∫

(ln x)n dx =
x

n + 1

n∑
k=0

(–1)k(n + 1)n . . . (n – k + 1)(ln x)n–k, n = 1, 2, . . .
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8.
∫

(ln x)q dx = x(ln x)q – q

∫
(ln x)q–1 dx, q ≠ –1.

9.
∫

xn(ln x)m dx =
xn+1

m + 1

m∑
k=0

(–1)k

(n + 1)k+1
(m + 1)m. . . (m – k + 1)(ln x)m–k, n, m = 1, 2, . . .

10.
∫

xp(ln x)q dx =
1

p + 1
xp+1(ln x)q –

q

p + 1

∫
xp(ln x)q–1 dx, p, q ≠ –1.

11.
∫

ln(a + bx) dx =
1
b

(ax + b) ln(ax + b) – x.

12.
∫

x ln(a + bx) dx =
1
2

(
x2 –

a2

b2

)
ln(a + bx) –

1
2

(
x2

2
–

a

b
x

)
.

13.
∫

x2 ln(a + bx) dx =
1
3

(
x3 –

a3

b3

)
ln(a + bx) –

1
3

(
x3

3
–

ax2

2b
+

a2x

b2

)
.

14.
∫

ln x dx

(a + bx)2
= –

ln x

b(a + bx)
+

1
ab

ln
x

a + bx
.

15.
∫

ln x dx

(a + bx)3
= –

ln x

2b(a + bx)2
+

1
2ab(a + bx)

+
1

2a2b
ln

x

a + bx
.

16.
∫

ln x dx√
a + bx

=




2
b

[
(ln x – 2)

√
a + bx +

√
a ln

√
a + bx +

√
a√

a + bx –
√

a

]
if a > 0,

2
b

[
(ln x – 2)

√
a + bx + 2

√
–a arctan

√
a + bx√

–a

]
if a < 0.

17.
∫

ln(x2 + a2) dx = x ln(x2 + a2) – 2x + 2a arctan(x/a).

18.
∫

x ln(x2 + a2) dx = 1
2

[
(x2 + a2) ln(x2 + a2) – x2

]
.

19.
∫

x2 ln(x2 + a2) dx = 1
3

[
x3 ln(x2 + a2) – 2

3 x3 + 2a2x – 2a3 arctan(x/a)
]
.

2.6. Integrals Containing Trigonometric Functions

� Integrals containing cos x. Notation: n = 1, 2, . . .

1.
∫

cos(a + bx) dx =
1
b

sin(a + bx).

2.
∫

x cos x dx = cos x + x sin x.

3.
∫

x2 cos x dx = 2x cos x + (x2 – 2) sin x.

4.
∫

x2n cos x dx = (2n)!

[ n∑
k=0

(–1)k
x2n–2k

(2n – 2k)!
sin x +

n–1∑
k=0

(–1)k
x2n–2k–1

(2n – 2k – 1)!
cos x

]
.

5.
∫

x2n+1 cos x dx = (2n + 1)!
n∑

k=0

[
(–1)k

x2n–2k+1

(2n – 2k + 1)!
sin x +

x2n–2k

(2n – 2k)!
cos x

]
.

6.
∫

xp cos x dx = xp sin x + pxp–1 cos x – p(p – 1)
∫

xp–2 cos x dx.

7.
∫

cos2 x dx = 1
2 x + 1

4 sin 2x.
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8.
∫

cos3 x dx = sin x – 1
3 sin3 x.

9.
∫

cos2n x dx =
1

22n
Cn

2nx +
1

22n–1

n–1∑
k=0

Ck
2n

sin[(2n – 2k)x]
2n – 2k

.

10.
∫

cos2n+1 x dx =
1

22n

n∑
k=0

Ck
2n+1

sin[(2n – 2k + 1)x]
2n – 2k + 1

.

11.
∫

dx

cos x
= ln

∣∣∣tan
( x

2
+

π

4

)∣∣∣.
12.

∫
dx

cos2 x
= tan x.

13.
∫

dx

cos3 x
=

sin x

2 cos2 x
+

1
2

ln
∣∣∣tan

( x

2
+

π

4

)∣∣∣.
14.

∫
dx

cosn x
=

sin x

(n – 1) cosn–1 x
+

n – 2
n – 1

∫
dx

cosn–2 x
, n > 1.

15.
∫

x dx

cos2n x
=

n–1∑
k=0

(2n – 2)(2n – 4) . . . (2n – 2k + 2)
(2n – 1)(2n – 3) . . . (2n – 2k + 3)

(2n – 2k)x sin x – cos x

(2n – 2k + 1)(2n – 2k) cos2n–2k+1 x

+
2n–1(n – 1)!
(2n – 1)!!

(
x tan x + ln |cos x|

)
.

16.
∫

cos ax cos bx dx =
sin

[
(b – a)x

]
2(b – a)

+
sin

[
(b + a)x

]
2(b + a)

, a ≠ ±b.

17.
∫

dx

a + b cos x
=




2√
a2 – b2

arctan
(a – b) tan(x/2)√

a2 – b2
if a2 > b2,

1√
b2 – a2

ln

∣∣∣∣
√

b2 – a2 + (b – a) tan(x/2)√
b2 – a2 – (b – a) tan(x/2)

∣∣∣∣ if b2 > a2.

18.
∫

dx

(a + b cos x)2
=

b sin x

(b2 – a2)(a + b cos x)
–

a

b2 – a2

∫
dx

a + b cos x
.

19.
∫

dx

a2 + b2 cos2 x
=

1

a
√

a2 + b2
arctan

a tan x√
a2 + b2

.

20.
∫

dx

a2 – b2 cos2 x
=




1

a
√

a2 – b2
arctan

a tan x√
a2 – b2

if a2 > b2,

1

2a
√

b2 – a2
ln

∣∣∣∣
√

b2 – a2 – a tan x√
b2 – a2 + a tan x

∣∣∣∣ if b2 > a2.

21.
∫

eax cos bx dx = eax

[
b

a2 + b2
sin bx +

a

a2 + b2
cos bx

]
.

22.
∫

eax cos2 x dx =
eax

a2 + 4

(
a cos2 x + 2 sin x cos x +

2
a

)
.

23.
∫

eax cosn x dx =
eax cosn–1 x

a2 + n2
(a cos x + n sin x) +

n(n – 1)
a2 + n2

∫
eax cosn–2 x dx.

� Integrals containing sin x. Notation: n = 1, 2, . . .

24.
∫

sin(a + bx) dx = –
1
b

cos(a + bx).

25.
∫

x sin x dx = sin x – x cos x.
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26.
∫

x2 sin x dx = 2x sin x – (x2 – 2) cos x.

27.
∫

x3 sin x dx = (3x2 – 6) sin x – (x3 – 6x) cos x.

28.
∫

x2n sin x dx = (2n)!

[ n∑
k=0

(–1)k+1 x2n–2k

(2n – 2k)!
cos x +

n–1∑
k=0

(–1)k
x2n–2k–1

(2n – 2k – 1)!
sin x

]
.

29.
∫

x2n+1 sin x dx = (2n + 1)!
n∑

k=0

[
(–1)k+1 x2n–2k+1

(2n – 2k + 1)!
cos x + (–1)k

x2n–2k

(2n – 2k)!
sin x

]
.

30.
∫

xp sin x dx = –xp cos x + pxp–1 sin x – p(p – 1)
∫

xp–2 sin x dx.

31.
∫

sin2 x dx = 1
2 x – 1

4 sin 2x.

32.
∫

x sin2 x dx = 1
4 x2 – 1

4 x sin 2x – 1
8 cos 2x.

33.
∫

sin3 x dx = – cos x + 1
3 cos3 x.

34.
∫

sin2n x dx =
1

22n
Cn

2nx +
(–1)n

22n–1

n–1∑
k=0

(–1)kCk
2n

sin[(2n – 2k)x]
2n – 2k

,

where Ck
m =

m!
k! (m – k)!

are binomial coefficients (0! = 1).

35.
∫

sin2n+1 x dx =
1

22n

n∑
k=0

(–1)n+k+1Ck
2n+1

cos[(2n – 2k + 1)x]
2n – 2k + 1

.

36.
∫

dx

sin x
= ln

∣∣∣tan
x

2

∣∣∣.
37.

∫
dx

sin2 x
= – cot x.

38.
∫

dx

sin3 x
= –

cos x

2 sin2 x
+

1
2

ln
∣∣∣tan

x

2

∣∣∣.
39.

∫
dx

sinn x
= –

cos x

(n – 1) sinn–1 x
+

n – 2
n – 1

∫
dx

sinn–2 x
, n > 1.

40.
∫

x dx

sin2n x
= –

n–1∑
k=0

(2n – 2)(2n – 4) . . . (2n – 2k + 2)
(2n – 1)(2n – 3) . . . (2n – 2k + 3)

sin x + (2n – 2k)x cos x

(2n – 2k + 1)(2n – 2k) sin2n–2k+1 x

+
2n–1(n – 1)!
(2n – 1)!!

(
ln |sin x| – x cot x

)
.

41.
∫

sin ax sin bx dx =
sin[(b – a)x]

2(b – a)
–

sin[(b + a)x]
2(b + a)

, a ≠ ±b.

42.
∫

dx

a + b sin x
=




2√
a2 – b2

arctan
b + a tan x/2√

a2 – b2
if a2 > b2,

1√
b2 – a2

ln

∣∣∣∣ b –
√

b2 – a2 + a tan x/2

b +
√

b2 – a2 + a tan x/2

∣∣∣∣ if b2 > a2.

43.
∫

dx

(a + b sin x)2
=

b cos x

(a2 – b2)(a + b sin x)
+

a

a2 – b2

∫
dx

a + b sin x
.

44.
∫

dx

a2 + b2 sin2 x
=

1

a
√

a2 + b2
arctan

√
a2 + b2 tan x

a
.
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45.
∫

dx

a2 – b2 sin2 x
=




1

a
√

a2 – b2
arctan

√
a2 – b2 tan x

a
if a2 > b2,

1

2a
√

b2 – a2
ln

∣∣∣∣
√

b2 – a2 tan x + a√
b2 – a2 tan x – a

∣∣∣∣ if b2 > a2.

46.
∫

sin x dx√
1 + k2 sin2 x

= –
1
k

arcsin
k cos x√

1 + k2
.

47.
∫

sin x dx√
1 – k2 sin2 x

= –
1
k

ln
∣∣k cos x +

√
1 – k2 sin2 x

∣∣.
48.

∫
sin x

√
1 + k2 sin2 x dx = –

cos x

2

√
1 + k2 sin2 x –

1 + k2

2k
arcsin

k cos x√
1 + k2

.

49.
∫

sin x
√

1 – k2 sin2 x dx = –
cos x

2

√
1 – k2 sin2 x –

1 – k2

2k
ln

∣∣k cos x +
√

1 – k2 sin2 x
∣∣.

50.
∫

eax sin bx dx = eax
[ a

a2 + b2
sin bx –

b

a2 + b2
cos bx

]
.

51.
∫

eax sin2 x dx =
eax

a2 + 4

(
a sin2 x – 2 sin x cos x +

2
a

)
.

52.
∫

eax sinn x dx =
eax sinn–1 x

a2 + n2
(a sin x – n cos x) +

n(n – 1)
a2 + n2

∫
eax sinn–2 x dx.

� Integrals containing sin x and cos x.

53.
∫

sin ax cos bx dx = –
cos[(a + b)x]

2(a + b)
–

cos
[
(a – b)x

]
2(a – b)

, a ≠ ±b.

54.
∫

dx

b2 cos2 ax + c2 sin2 ax
=

1
abc

arctan
( c

b
tan ax

)
.

55.
∫

dx

b2 cos2 ax – c2 sin2 ax
=

1
2abc

ln
∣∣∣ c tan ax + b

c tan ax – b

∣∣∣.
56.

∫
dx

cos2n x sin2m x
=

n+m–1∑
k=0

Ck
n+m–1

tan2k–2m+1 x

2k – 2m + 1
, n, m = 1, 2, . . .

57.
∫

dx

cos2n+1 x sin2m+1 x
= Cm

n+m ln |tan x| +
n+m∑
k=0

Ck
n+m

tan2k–2m x

2k – 2m
, n, m = 1, 2, . . .

� Reduction formulas. The parameters p and q below can assume any values, except for those at
which the denominators on the right-hand side vanish.

58.
∫

sinp x cosq x dx = –
sinp–1 x cosq+1 x

p + q
+

p – 1
p + q

∫
sinp–2 x cosq x dx.

59.
∫

sinp x cosq x dx =
sinp+1 x cosq–1 x

p + q
+

q – 1
p + q

∫
sinp x cosq–2 x dx.

60.
∫

sinp x cosq x dx =
sinp–1 x cosq–1 x

p + q

(
sin2 x –

q – 1
p + q – 2

)
+

(p – 1)(q – 1)
(p + q)(p + q – 2)

∫
sinp–2 x cosq–2 x dx.

61.
∫

sinp x cosq x dx =
sinp+1 x cosq+1 x

p + 1
+

p + q + 2
p + 1

∫
sinp+2 x cosq x dx.

62.
∫

sinp x cosq x dx = –
sinp+1 x cosq+1 x

q + 1
+

p + q + 2
q + 1

∫
sinp x cosq+2 x dx.
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63.
∫

sinp x cosq x dx = –
sinp–1 x cosq+1 x

q + 1
+

p – 1
q + 1

∫
sinp–2 x cosq+2 x dx.

64.
∫

sinp x cosq x dx =
sinp+1 x cosq–1 x

p + 1
+

q – 1
p + 1

∫
sinp+2 x cosq–2 x dx.

� Integrals containing tan x and cot x.

65.
∫

tan x dx = – ln |cos x|.

66.
∫

tan2 x dx = tan x – x.

67.
∫

tan3 x dx = 1
2 tan2 x + ln |cos x|.

68.
∫

tan2n x dx = (–1)nx –
n∑

k=1

(–1)k(tan x)2n–2k+1

2n – 2k + 1
, n = 1, 2, . . .

69.
∫

tan2n+1 x dx = (–1)n+1 ln |cos x| –
n∑

k=1

(–1)k(tan x)2n–2k+2

2n – 2k + 2
, n = 1, 2, . . .

70.
∫

dx

a + b tan x
=

1
a2 + b2

(
ax + b ln |a cos x + b sin x|

)
.

71.
∫

tan x dx√
a + b tan2 x

=
1√
b – a

arccos

(√
1 –

a

b
cos x

)
, b > a, b > 0.

72.
∫

cot x dx = ln |sin x|.

73.
∫

cot2 x dx = – cot x – x.

74.
∫

cot3 x dx = – 1
2 cot2 x – ln |sin x|.

75.
∫

cot2n x dx = (–1)nx +
n∑

k=1

(–1)k(cot x)2n–2k+1

2n – 2k + 1
, n = 1, 2, . . .

76.
∫

cot2n+1 x dx = (–1)n ln |sin x| +
n∑

k=1

(–1)k(cot x)2n–2k+2

2n – 2k + 2
, n = 1, 2, . . .

77.
∫

dx

a + b cot x
=

1
a2 + b2

(
ax – b ln |a sin x + b cos x|

)
.

2.7. Integrals Containing Inverse Trigonometric
Functions

1.
∫

arcsin
x

a
dx = x arcsin

x

a
+
√

a2 – x2.

2.
∫ (

arcsin
x

a

)2
dx = x

(
arcsin

x

a

)2
– 2x + 2

√
a2 – x2 arcsin

x

a
.

3.
∫

x arcsin
x

a
dx =

1
4

(2x2 – a2) arcsin
x

a
+

x

4

√
a2 – x2.

4.
∫

x2 arcsin
x

a
dx =

x3

3
arcsin

x

a
+

1
9

(x2 + 2a2)
√

a2 – x2.
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5.
∫

arccos
x

a
dx = x arccos

x

a
–
√

a2 – x2.

6.
∫ (

arccos
x

a

)2
dx = x

(
arccos

x

a

)2
– 2x – 2

√
a2 – x2 arccos

x

a
.

7.
∫

x arccos
x

a
dx =

1
4

(2x2 – a2) arccos
x

a
–

x

4

√
a2 – x2.

8.
∫

x2 arccos
x

a
dx =

x3

3
arccos

x

a
–

1
9

(x2 + 2a2)
√

a2 – x2.

9.
∫

arctan
x

a
dx = x arctan

x

a
–

a

2
ln(a2 + x2).

10.
∫

x arctan
x

a
dx =

1
2

(x2 + a2) arctan
x

a
–

ax

2
.

11.
∫

x2 arctan
x

a
dx =

x3

3
arctan

x

a
–

ax2

6
+

a3

6
ln(a2 + x2).

12.
∫

arccot
x

a
dx = x arccot

x

a
+

a

2
ln(a2 + x2).

13.
∫

x arccot
x

a
dx =

1
2

(x2 + a2) arccot
x

a
+

ax

2
.

14.
∫

x2 arccot
x

a
dx =

x3

3
arccot

x

a
+

ax2

6
–

a3

6
ln(a2 + x2).

©• References for Supplement 2: H. B. Dwight (1961), I. S. Gradshteyn and I. M. Ryzhik (1980), A. P. Prudnikov,
Yu. A. Brychkov, and O. I. Marichev (1986, 1988).
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Supplement 3

Tables of Definite Integrals

Throughout Supplement 3 it is assumed that n is a positive integer, unless otherwise specified.

3.1. Integrals Containing Power-Law Functions

1.
∫ ∞

0

dx

ax2 + b
=

π

2
√

ab
.

2.
∫ ∞

0

dx

x4 + 1
=

π
√

2
4

.

3.
∫ 1

0

xn dx

x + 1
= (–1)n

[
ln 2 +

n∑
k=1

(–1)k

k

]
.

4.
∫ ∞

0

xa–1 dx

x + 1
=

π

sin(πa)
, 0 < a < 1.

5.
∫ ∞

0

xλ–1 dx

(1 + ax)2
=

π(1 – λ)
aλ sin(πλ)

, 0 < λ < 2.

6.
∫ 1

0

dx

x2 + 2x cos β + 1
=

β

2 sin β
.

7.
∫ 1

0

(
xa + x–a

)
dx

x2 + 2x cos β + 1
=

π sin(aβ)
sin(πa) sin β

, |a| < 1, β ≠ (2n + 1)π.

8.
∫ ∞

0

xλ–1 dx

(x + a)(x + b)
=

π(aλ–1 – bλ–1)
(b – a) sin(πλ)

, 0 < λ < 2.

9.
∫ ∞

0

xλ–1(x + c) dx
(x + a)(x + b)

=
π

sin(πλ)

(
a – c

a – b
aλ–1 +

b – c

b – a
bλ–1

)
, 0 < λ < 1.

10.
∫ ∞

0

xλ dx

(x + 1)3
=

πλ(1 – λ)
2 sin(πλ)

, –1 < λ < 2.

11.
∫ ∞

0

xλ–1 dx

(x2 + a2)(x2 + b2)
=

π
(
bλ–2 – aλ–2

)
2
(
a2 – b2

)
sin(πλ/2)

, 0 < λ < 4.

12.
∫ 1

0
xa(1 – x)1–a dx =

πa(1 – a)
2 sin(πa)

, –1 < a < 1.

13.
∫ 1

0

dx

xa(1 – x)1–a
=

π

sin(πa)
, 0 < a < 1.
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14.
∫ 1

0

xa dx

(1 – x)a
=

πa

sin(πa)
, –1 < a < 1.

15.
∫ 1

0
xp–1(1 – x)q–1 dx ≡ B(p, q) =

Γ(p)Γ(q)
Γ(p + q)

, p, q > 0.

16.
∫ 1

0
xp–1(1 – xq)–p/q dx =

π

q sin(πp/q)
, q > p > 0.

17.
∫ 1

0
xp+q–1(1 – xq)–p/q dx =

πp

q2 sin(πp/q)
, q > p.

18.
∫ 1

0
xq/p–1(1 – xq)–1/p dx =

π

q sin(π/p)
, p > 1, q > 0.

19.
∫ 1

0

xp–1 – x–p

1 – x
dx = π cot(πp), |p| < 1.

20.
∫ 1

0

xp–1 – x–p

1 + x
dx =

π

sin(πp)
, |p| < 1.

21.
∫ 1

0

xp – x–p

x – 1
dx =

1
p

– π cot(πp), |p| < 1.

22.
∫ 1

0

xp – x–p

1 + x
dx =

1
p

–
π

sin(πp)
, |p| < 1.

23.
∫ 1

0

x1+p – x1–p

1 – x2
dx =

π

2
cot

( πp

2

)
–

1
p

, |p| < 1.

24.
∫ 1

0

x1+p – x1–p

1 + x2
dx =

1
p

–
π

2 sin(πp/2)
, |p| < 1.

25.
∫ ∞

0

xp–1 – xq–1

1 – x
dx = π[cot(πp) – cot(πq)], p, q > 0.

26.
∫ 1

0

dx√
(1 + a2x)(1 – x)

=
2
a

arctan a.

27.
∫ 1

0

dx√
(1 – a2x)(1 – x)

=
1
a

ln
1 + a

1 – a
.

28.
∫ 1

–1

dx

(a – x)
√

1 – x2
=

π√
a2 – 1

, 1 < a.

29.
∫ 1

0

xn dx√
1 – x

=
2 (2n)!!

(2n + 1)!!
, n = 1, 2, . . .

30.
∫ 1

0

xn–1/2 dx√
1 – x

=
π (2n – 1)!!

(2n)!!
, n = 1, 2, . . .

31.
∫ 1

0

x2n dx√
1 – x2

=
π

2
1 ⋅ 3 . . . (2n – 1)

2 ⋅ 4 . . . (2n)
, n = 1, 2, . . .

32.
∫ 1

0

x2n+1 dx√
1 – x2

=
2 ⋅ 4 . . . (2n)

1 ⋅ 3 . . . (2n + 1)
, n = 1, 2, . . .

33.
∫ ∞

0

xλ–1 dx

(1 + ax)n+1
= (–1)n

πCn
λ–1

aλ sin(πλ)
, 0 < λ < n + 1.
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34.
∫ ∞

0

xm dx

(a + bx)n+1/2
= 2m+1m!

(2n – 2m – 3)!!
(2n – 1)!!

am–n+1/2

bm+1
, a, b > 0,

n, m = 1, 2, . . . , m < b – 1
2 .

35.
∫ ∞

0

dx

(x2 + a2)n
=

π

2
(2n – 3)!!
(2n – 2)!!

1
a2n–1

, n = 1, 2, . . .

36.
∫ ∞

0

(x + 1)λ–1

(x + a)λ+1
dx =

1 – a–λ

λ(a – 1)
, a > 0.

37.
∫ 1

0

xλ–1 dx

(1 + ax)(1 – x)λ
=

π

(1 + a)λ sin(πλ)
, 0 < λ < 1, a > –1.

38.
∫ 1

0

xλ–1/2 dx

(1 + ax)λ(1 – x)λ
= 2π–1/2Γ

(
λ + 1

2

)
Γ
(
1 – λ

)
cos2λ k

sin[(2λ – 1)k]
(2λ – 1) sin k

, k = arctan
√

a;

– 1
2 < λ < 1, a > 0.

39.
∫ ∞

0

xa–1 dx

xb + 1
=

π

b sin(πa/b)
, 0 < a ≤ b.

40.
∫ ∞

0

xa–1 dx

(xb + 1)2
=

π(a – b)
b2 sin[π(a – b)/b]

, a < 2b.

41.
∫ ∞

0

xλ–1/2 dx

(x + a)λ(x + b)λ
=
√

π
(√

a +
√

b
)1–2λ Γ(λ – 1/2)

Γ(λ)
, λ > 0.

42.
∫ ∞

0

1 – xa

1 – xb
xc–1 dx =

π sin A

b sin C sin(A + C)
, A =

πa

b
, C =

πc

b
; a + c < b, c > 0.

43.
∫ ∞

0

xa–1 dx

(1 + x2)1–b
= 1

2 B
(

1
2 a, 1 – b – 1

2 a
)
, 1

2 a + b < 1, a > 0.

44.
∫ ∞

0

x2m dx

(ax2 + b)n
=

π(2m – 1)!! (2n – 2m – 3)!!

2 (2n – 2)!! ambn–m–1
√

ab
, a, b > 0, n > m + 1.

45.
∫ ∞

0

x2m+1 dx

(ax2 + b)n
=

m! (n – m – 2)!
2(n – 1)!am+1bn–m–1

, ab > 0, n > m + 1 ≥ 1.

46.
∫ ∞

0

xµ–1 dx

(1 + axp)ν
=

1
paµ/p

B
( µ

p
, ν –

µ

p

)
, p > 0, 0 < µ < pν.

47.
∫ ∞

0

(√
x2 + a2 – x

)n
dx =

nan+1

n2 – 1
, n = 2, 3, . . .

48.
∫ ∞

0

dx(
x +

√
x2 + a2

)n =
n

an–1(n2 – 1)
, n = 2, 3, . . .

49.
∫ ∞

0
xm

(√
x2 + a2 – x

)n
dx =

n ⋅ m! an+m+1

(n – m – 1)(n – m + 1) . . . (n + m + 1)
,

n, m = 1, 2, . . . , 0 ≤ m ≤ n – 2

50.
∫ ∞

0

xm dx(
x +

√
x2 + a2

)n =
n ⋅ m!

(n – m – 1)(n – m + 1) . . . (n + m + 1)an–m–1
, n = 2, 3, . . .

3.2. Integrals Containing Exponential Functions

1.
∫ ∞

0
e–ax dx =

1
a

, a > 0.

Page 705

© 1998 by CRC Press LLC



2.
∫ 1

0
xne–ax dx =

n!
an+1

– e–a
n∑

k=0

n!
k!

1
an–k+1

, a > 0, n = 1, 2, . . .

3.
∫ ∞

0
xne–ax dx =

n!
an+1

, a > 0, n = 1, 2, . . .

4.
∫ ∞

0

e–ax

√
x

dx =

√
π

a
, a > 0.

5.
∫ ∞

0
xν–1e–µx dx =

Γ(ν)
µν

, µ, ν > 0.

6.
∫ ∞

0

dx

1 + eax
=

ln 2
a

.

7.
∫ ∞

0

x2n–1 dx

epx – 1
= (–1)n–1

( 2π
p

)2n B2n

4n
, n = 1, 2, . . . (Bm are the Bernoulli numbers).

8.
∫ ∞

0

x2n–1 dx

epx + 1
= (1 – 21–2n)

( 2π
p

)2n |B2n|
4n

, n = 1, 2, . . .

9.
∫ ∞

–∞

e–px dx

1 + e–qx
=

π

q sin(πp/q)
, q > p > 0 or 0 > p > q.

10.
∫ ∞

0

eax + e–ax

ebx + e–bx
dx =

π

2b cos
( πa

2b

) , b > a.

11.
∫ ∞

0

e–px – e–qx

1 – e–(p+q)x
dx =

π

p + q
cot

πp

p + q
, p, q > 0.

12.
∫ ∞

0

(
1 – e–βx

)ν
e–µx dx =

1
β

B
( µ

β
, ν + 1

)
.

13.
∫ ∞

0
exp

(
–ax2

)
dx =

1
2

√
π

a
, a > 0.

14.
∫ ∞

0
x2n+1 exp

(
–ax2

)
dx =

n!
2an+1

, a > 0, n = 1, 2, . . .

15.
∫ ∞

0
x2n exp

(
–ax2

)
dx =

1 ⋅ 3 . . . (2n – 1)
√

π

2n+1an+1/2
, a > 0, n = 1, 2, . . .

16.
∫ ∞

–∞
exp

(
–a2x2 ± bx

)
dx =

√
π

|a|
exp

( b2

4a2

)
.

17.
∫ ∞

0
exp

(
–ax2 –

b

x2

)
dx =

1
2

√
π

a
exp

(
–2
√

ab
)
, a, b > 0.

18.
∫ ∞

0
exp

(
–xa

)
dx =

1
a

Γ
( 1

a

)
, a > 0.

3.3. Integrals Containing Hyperbolic Functions

1.
∫ ∞

0

dx

cosh ax
=

π

2|a|
.

2.
∫ ∞

0

dx

a + b cosh x
=




2√
b2 – a2

arctan

√
b2 – a2

a + b
if |b| > |a|,

1√
a2 – b2

ln
a + b +

√
a2 – b2

a + b –
√

a2 + b2
if |b| < |a|.
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3.
∫ ∞

0

x2n dx

cosh ax
=

( π

2a

)2n+1
|E2n|, a > 0.

4.
∫ ∞

0

x2n

cosh2 ax
dx =

π2n(22n – 2)
a(2a)2n

|B2n|, a > 0.

5.
∫ ∞

0

cosh ax

cosh bx
dx =

π

2b cos
( πa

2b

) , b > |a|.

6.
∫ ∞

0
x2n cosh ax

cosh bx
dx =

π

2b
d2n

da2n

1

cos
(

1
2 πa/b

) , b > |a|, n = 1, 2, . . .

7.
∫ ∞

0

cosh ax cosh bx

cosh(cx)
dx =

π

c

cos
( πa

2c

)
cos

( πb

2c

)
cos

( πa

c

)
+ cos

( πb

c

) , c > |a| + |b|.

8.
∫ ∞

0

x dx

sinh ax
=

π2

2a2
, a > 0.

9.
∫ ∞

0

dx

a + b sinh x
=

1√
a2 + b2

ln
a + b +

√
a2 + b2

a + b –
√

a2 + b2
, ab ≠ 0.

10.
∫ ∞

0

sinh ax

sinh bx
dx =

π

2b
tan

( πa

2b

)
, b > |a|.

11.
∫ ∞

0
x2n sinh ax

sinh bx
dx =

π

2b
d2n

dx2n
tan

( πa

2b

)
, b > |a|, n = 1, 2, . . .

12.
∫ ∞

0

x2n

sinh2 ax
dx =

π2n

a2n+1
|B2n|, a > 0.

3.4. Integrals Containing Logarithmic Functions

1.
∫ 1

0
xa–1 lnn x dx = (–1)nn! a–n–1, a > 0, n = 1, 2, . . .

2.
∫ 1

0

ln x

x + 1
dx = –

π2

12
.

3.
∫ 1

0

xn ln x

x + 1
dx = (–1)n+1

[
π2

12
+

n∑
k=1

(–1)k

k2

]
, n = 1, 2, . . .

4.
∫ 1

0

xµ–1 ln x

x + a
dx =

πaµ–1

sin(πµ)

[
ln a – π cot(πµ)

]
, 0 < µ < 1.

5.
∫ 1

0
|ln x|µ dx = Γ(µ + 1), µ > –1.

6.
∫ ∞

0
xµ–1 ln(1 + ax) dx =

π

µaµ sin(πµ)
, –1 < µ < 0.

7.
∫ 1

0
x2n–1 ln(1 + x) dx =

1
2n

2n∑
k=1

(–1)k–1

k
, n = 1, 2, . . .

8.
∫ 1

0
x2n ln(1 + x) dx =

1
2n + 1

[
ln 4 +

2n+1∑
k=1

(–1)k

k

]
, n = 0, 1, . . .
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9.
∫ 1

0
xn–1/2 ln(1 + x) dx =

2 ln 2
2n + 1

+
4(–1)n

2n + 1

[
π –

n∑
k=0

(–1)k

2k + 1

]
, n = 1, 2, . . .

10.
∫ ∞

0
ln

a2 + x2

b2 + x2
dx = π(a – b), a, b > 0.

11.
∫ ∞

0

xp–1 ln x

1 + xq
dx = –

π2 cos(πp/q)
q2 sin2(πp/q)

, 0 < p < q.

12.
∫ ∞

0
e–µx ln x dx = –

1
µ

(C + ln µ), µ > 0, C = 0.5772 . . .

3.5. Integrals Containing Trigonometric Functions

1.
∫ π/2

0
cos2n x dx =

π

2
1 ⋅ 3 . . . (2n – 1)

2 ⋅ 4 . . . (2n)
, n = 1, 2, . . .

2.
∫ π/2

0
cos2n+1 x dx =

2 ⋅ 4 . . . (2n)
1 ⋅ 3 . . . (2n + 1)

, n = 1, 2, . . .

3.
∫ π/2

0
x cosn x dx = –

m–1∑
k=0

(n – 2k + 1)(n – 2k + 3) . . . (n – 1)
(n – 2k)(n – 2k + 2) . . . n

1
n – 2k

+




π

2
(2m – 2)!!
(2m – 1)!!

if n = 2m – 1,

π2

8
⋅

(2m – 1)!!
(2m)!!

if n = 2m,
m = 1, 2, . . .

4.
∫ π

0

dx

(a + b cos x)n+1
=

π

2n(a + b)n
√

a2 – b2

n∑
k=0

(2n – 2k – 1)!! (2k – 1)!!
(n – k)! k!

( a + b

a – b

)k

, a > |b|.

5.
∫ ∞

0

cos ax√
x

dx =

√
π

2a
, a > 0.

6.
∫ ∞

0

cos ax – cos bx

x
dx = ln

∣∣∣ b

a

∣∣∣, ab ≠ 0.

7.
∫ ∞

0

cos ax – cos bx

x2
dx = 1

2 π(b – a), a, b ≥ 0.

8.
∫ ∞

0
xµ–1 cos ax dx = a–µΓ(µ) cos

(
1
2 πµ

)
, a > 0, 0 < µ < 1.

9.
∫ ∞

0

cos ax

b2 + x2
dx =

π

2b
e–ab, a, b > 0.

10.
∫ ∞

0

cos ax

b4 + x4
dx =

π
√

2
4b3

exp

(
–

ab√
2

)[
cos

(
ab√

2

)
+ sin

( ab√
2

)]
, a, b > 0.

11.
∫ ∞

0

cos ax

(b2 + x2)2
dx =

π

4b3
(1 + ab)e–ab, a, b > 0.

12.
∫ ∞

0

cos ax dx

(b2 + x2)(c2 + x2)
=

π
(
be–ac – ce–ab

)
2bc

(
b2 – c2

) , a, b, c > 0.

13.
∫ ∞

0
cos

(
ax2

)
dx =

1
2

√
π

2a
, a > 0.
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14.
∫ ∞

0
cos

(
axp

)
dx =

Γ(1/p)
pa1/p

cos
π

2p
, a > 0, p > 1.

15.
∫ π/2

0
sin2n x dx =

π

2
1 ⋅ 3 . . . (2n – 1)

2 ⋅ 4 . . . (2n)
, n = 1, 2, . . .

16.
∫ π/2

0
sin2n+1 x dx =

2 ⋅ 4 . . . (2n)
1 ⋅ 3 . . . (2n + 1)

, n = 1, 2, . . .

17.
∫ ∞

0

sin ax

x
dx =

π

2
sign a.

18.
∫ ∞

0

sin2 ax

x2
dx =

π

2
|a|.

19.
∫ ∞

0

sin ax√
x

dx =

√
π

2a
, a > 0.

20.
∫ π

0
x sinµ x dx =

π2

2µ+1

Γ(µ + 1)[
Γ
(
µ + 1

2

)]2 , µ > –1.

21.
∫ ∞

0
xµ–1 sin ax dx = a–µΓ(µ) sin

(
1
2 πµ

)
, a > 0, 0 < µ < 1.

22.
∫ π/2

0

sin x dx√
1 – k2 sin2 x

=
1

2k
ln

1 + k

1 – k
.

23.
∫ ∞

0
sin

(
ax2

)
dx =

1
2

√
π

2a
, a > 0.

24.
∫ ∞

0
sin

(
axp

)
dx =

Γ(1/p)
pa1/p

sin
π

2p
, a > 0, p > 1.

25.
∫ π/2

0
sin2n+1 x cos2m+1 x dx =

n! m!
2(n + m + 1)!

, n, m = 1, 2, . . .

26.
∫ π/2

0
sinp–1 x cosq–1 x dx = 1

2 B
(

1
2 p, 1

2 q
)
.

27.
∫ 2π

0
(a sin x + b cos x)2n dx = 2π

(2n – 1)!!
(2n)!!

(
a2 + b2

)n
, n = 1, 2, . . .

28.
∫ ∞

0

sin x cos ax

x
dx =




π
2 if |a| < 1,
π
4 if |a| = 1,

0 if 1 < |a|.

29.
∫ π

0

sin x dx√
a2 + 1 – 2a cos x

=

{
2 if 0 ≤ a ≤ 1,
2/a if 1 < a.

30.
∫ ∞

0

tan ax

x
dx =

π

2
sign a.

31.
∫ π/2

0
(tan x)±λ dx =

π

2 cos
(

1
2 πλ

) , |λ| < 1.

32.
∫ ∞

0
e–ax sin bx dx =

b

a2 + b2
, a > 0.

33.
∫ ∞

0
e–ax cos bx dx =

a

a2 + b2
, a > 0.
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34.
∫ ∞

0
exp

(
–ax2

)
cos bx dx =

1
2

√
π

a
exp

(
–

b2

4a

)
.

35.
∫ ∞

0
cos(ax2) cos bx dx =

√
π

8a

[
cos

(
b2

4a

)
+ sin

(
b2

4a

)]
, a, b > 0.

36.
∫ ∞

0
(cos ax + sin ax) cos(b2x2) dx =

1
b

√
π

8
exp

(
–
a2

2b

)
, a, b > 0.

37.
∫ ∞

0

[
cos ax + sin ax

]
sin(b2x2) dx =

1
b

√
π

8
exp

(
–
a2

2b

)
, a, b > 0.

©• References for Supplement 3: H. B. Dwight (1961), I. S. Gradshteyn and I. M. Ryzhik (1980), A. P. Prudnikov,
Yu. A. Brychkov, and O. I. Marichev (1986, 1988).
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Supplement 4

Tables of Laplace Transforms

4.1. General Formulas

No Original function, f (x) Laplace transform, f̃ (p) =
∫ ∞

0
e–pxf (x) dx

1 af1(x) + bf2(x) af̃1(p) + bf̃2(p)

2 f (x/a), a > 0 af̃ (ap)

3

{
0 if 0 < x < a,
f (x – a) if a < x, e–apf̃ (p)

4 xnf (x); n = 1, 2, . . . (–1)n
dn

dpn
f̃ (p)

5
1
x

f (x)

∫ ∞

p

f̃ (q) dq

6 eaxf (x) f̃ (p – a)

7 sinh(ax)f (x) 1
2

[
f̃ (p – a) – f̃ (p + a)

]
8 cosh(ax)f (x) 1

2

[
f̃ (p – a) + f̃ (p + a)

]
9 sin(ωx)f (x) – i

2

[
f̃ (p – iω) – f̃ (p + iω)

]
, i2 = –1

10 cos(ωx)f (x) 1
2

[
f̃ (p – iω) + f̃ (p + iω)

]
, i2 = –1

11 f (x2)
1√
π

∫ ∞

0
exp

(
–

p2

4t2

)
f̃ (t2) dt

12 xa–1f
( 1

x

)
, a > –1

∫ ∞

0
(t/p)a/2Ja

(
2
√

pt
)
f̃ (t) dt

13 f (a sinh x), a > 0
∫ ∞

0
Jp(at)f̃ (t) dt

14 f (x + a) = f (x) (periodic function)
1

1 – eap

∫ a

0
f (x)e–px dx

15
f (x + a) = –f (x)
(antiperiodic function)

1
1 + e–ap

∫ a

0
f (x)e–px dx

16 f ′
x(x) pf̃ (p) – f (+0)

17 f (n)
x (x) pnf̃ (p) –

n∑
k=1

pn–kf (k–1)
x (+0)
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No Original function, f (x) Laplace transform, f̃ (p) =
∫ ∞

0
e–pxf (x) dx

18 xmf (n)
x (x), m ≥ n

(
–

d

dp

)m[
pnf̃ (p)

]

19
dn

dxn

[
xmf (x)

]
, m ≥ n (–1)mpn dm

dpm
f̃ (p)

20

∫ x

0
f (t) dt

f̃ (p)
p

21

∫ x

0
(x – t)f (t) dt

1
p2

f̃ (p)

22

∫ x

0
(x – t)νf (t) dt, ν > –1 Γ(ν + 1)p–ν–1f̃ (p)

23

∫ x

0
e–a(x–t)f (t) dt

1
p + a

f̃ (p)

24

∫ x

0
sinh

[
a(x – t)

]
f (t) dt

af̃ (p)
p2 – a2

25

∫ x

0
sin

[
a(x – t)

]
f (t) dt

af̃ (p)
p2 + a2

26

∫ x

0
f1(t)f2(x – t) dt f̃1(p)f̃2(p)

27

∫ x

0

1
t
f (t) dt

1
p

∫ ∞

p

f̃ (q) dq

28

∫ ∞

x

1
t
f (t) dt

1
p

∫ p

0
f̃ (q) dq

29

∫ ∞

0

1√
t

sin
(
2
√

xt
)
f (t) dt

√
π

p
√

p
f̃
( 1

p

)

30
1√
x

∫ ∞

0
cos

(
2
√

xt
)
f (t) dt

√
π√
p

f̃
( 1

p

)

31

∫ ∞

0

1√
πx

exp
(

–
t2

4x

)
f (t) dt

1√
p
f̃
(√

p
)

32

∫ ∞

0

t

2
√

πx3
exp

(
–

t2

4x

)
f (t) dt f̃

(√
p
)

33 f (x) – a

∫ x

0
f
(√

x2 – t2
)
J1(at) dt f̃

(√
p2 + a2

)

34 f (x) + a

∫ x

0
f
(√

x2 – t2
)
I1(at) dt f̃

(√
p2 – a2

)
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4.2. Expressions With Power-Law Functions

No Original function, f (x) Laplace transform, f̃ (p) =
∫ ∞

0
e–pxf (x) dx

1 1
1
p

2

{
0 if 0 < x < a,
1 if a < x < b,
0 if b < x.

1
p

(
e–ap – e–bp

)

3 x
1
p2

4
1

x + a
–eap Ei(–ap)

5 xn, n = 1, 2, . . .
n!

pn+1

6 xn–1/2, n = 1, 2, . . .
1 ⋅ 3 . . . (2n – 1)

√
π

2npn+1/2

7
1√

x + a

√
π

p
eap erfc

(√
ap

)

8
√

x

x + a

√
π

p
– π

√
aeap erfc

(√
ap

)
9 (x + a)–3/2 2a–1/2 – 2(πp)1/2eap erfc

(√
ap

)
10 x1/2(x + a)–1 (π/p)1/2 – πa1/2eap erfc

(√
ap

)
11 x–1/2(x + a)–1 πa–1/2eap erfc

(√
ap

)
12 xν , ν > –1 Γ(ν + 1)p–ν–1

13 (x + a)ν , ν > –1 p–ν–1e–apΓ(ν + 1, ap)

14 xν(x + a)–1, ν > –1 keapΓ(–ν, ap), k = aνΓ(ν + 1)

15 (x2 + 2ax)–1/2(x + a) aeapK1(ap)

4.3. Expressions With Exponential Functions

No Original function, f (x) Laplace transform, f̃ (p) =
∫ ∞

0
e–pxf (x) dx

1 e–ax (p + a)–1

2 xe–ax (p + a)–2

3 xν–1e–ax, ν > 0 Γ(ν)(p + a)–ν

4
1
x

(
e–ax – e–bx

)
ln(p + b) – ln(p + a)
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No Original function, f (x) Laplace transform, f̃ (p) =
∫ ∞

0
e–pxf (x) dx

5
1
x2

(
1 – e–ax

)2 (p + 2a) ln(p + 2a) + p ln p – 2(p + a) ln(p + a)

6 exp
(
–ax2

)
, a > 0 (πb)1/2 exp

(
bp2

)
erfc(p

√
b), a =

1
4b

7 x exp
(
–ax2

)
2b – 2π1/2b3/2p erfc(p

√
b), a =

1
4b

8 exp(–a/x), a ≥ 0 2
√

a/pK1
(
2
√

ap
)

9
√

x exp(–a/x), a ≥ 0 1
2

√
π/p3

(
1 + 2

√
ap

)
exp

(
–2
√

ap
)

10
1√
x

exp(–a/x), a ≥ 0
√

π/p exp
(
–2
√

ap
)

11
1

x
√

x
exp(–a/x), a > 0

√
π/a exp

(
–2
√

ap
)

12 xν–1 exp(–a/x), a > 0 2(a/p)ν/2Kν

(
2
√

ap
)

13 exp
(
–2
√

ax
)

p–1 – (πa)1/2p–3/2ea/p erfc
(√

a/p
)

14
1√
x

exp
(
–2
√

ax
)

(π/p)1/2ea/p erfc
(√

a/p
)

4.4. Expressions With Hyperbolic Functions

No Original function, f (x) Laplace transform, f̃ (p) =
∫ ∞

0
e–pxf (x) dx

1 sinh(ax)
a

p2 – a2

2 sinh2(ax)
2a2

p3 – 4a2p

3
1
x

sinh(ax)
1
2

ln
p + a

p – a

4 xν–1 sinh(ax), ν > –1 1
2 Γ(ν)

[
(p – a)–ν – (p + a)–ν

]
5 sinh

(
2
√

ax
) √

πa

p
√

p
ea/p

6
√

x sinh
(
2
√

ax
)

π1/2p–5/2
(

1
2 p + a

)
ea/p erf

(√
a/p

)
– a1/2p–2

7
1√
x

sinh
(
2
√

ax
)

π1/2p–1/2ea/p erf
(√

a/p
)

8
1√
x

sinh2(√ax
)

1
2 π1/2p–1/2

(
ea/p – 1

)
9 cosh(ax)

p

p2 – a2
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No Original function, f (x) Laplace transform, f̃ (p) =
∫ ∞

0
e–pxf (x) dx

10 cosh2(ax)
p2 – 2a2

p3 – 4a2p

11 xν–1 cosh(ax), ν > 0 1
2 Γ(ν)

[
(p – a)–ν + (p + a)–ν

]
12 cosh

(
2
√

ax
) 1

p
+

√
πa

p
√

p
ea/p erf

(√
a/p

)
13

√
x cosh

(
2
√

ax
)

π1/2p–5/2
(

1
2 p + a

)
ea/p

14
1√
x

cosh
(
2
√

ax
)

π1/2p–1/2ea/p

15
1√
x

cosh2(√ax
)

1
2 π1/2p–1/2

(
ea/p + 1

)

4.5. Expressions With Logarithmic Functions

No Original function, f (x) Laplace transform, f̃ (p) =
∫ ∞

0
e–pxf (x) dx

1 ln x
–

1
p

(ln p + C),

C = 0.5772 . . . is the Euler constant

2 ln(1 + ax) –
1
p
ep/a Ei(–p/a)

3 ln(x + a)
1
p

[
ln a – eap Ei(–ap)

]

4 xn ln x, n = 1, 2, . . .
n!

pn+1

(
1 + 1

2 + 1
3 + · · · + 1

n – ln p – C
)
,

C = 0.5772 . . . is the Euler constant

5
1√
x

ln x –
√

π/p
[
ln(4p) + C

]

6 xn–1/2 ln x, n = 1, 2, . . .

kn

pn+1/2

[
2 + 2

3 + 2
5 + · · · + 2

2n–1 – ln(4p) – C
]
,

kn = 1 ⋅ 3 ⋅ 5 . . . (2n – 1)

√
π

2n
, C = 0.5772 . . .

7 xν–1 ln x, ν > 0
Γ(ν)p–ν

[
ψ(ν) – ln p

]
, ψ(ν) is the logarithmic

derivative of the gamma function

8 (ln x)2 1
p

[
(ln x + C)2 + 1

6 π2
]
, C = 0.5772 . . .

9 e–ax ln x –
ln(p + a) + C

p + a
, C = 0.5772 . . .
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4.6. Expressions With Trigonometric Functions

No Original function, f (x) Laplace transform, f̃ (p) =
∫ ∞

0
e–pxf (x) dx

1 sin(ax)
a

p2 + a2

2 |sin(ax)|, a > 0
a

p2 + a2
coth

( πp

2a

)

3 sin2n(ax), n = 1, 2, . . .
a2n(2n)!

p
[
p2 + (2a)2

][
p2 + (4a)2

]
. . .

[
p2 + (2na)2

]
4 sin2n+1(ax), n = 1, 2, . . .

a2n+1(2n + 1)![
p2 + a2

][
p2 + 32a2

]
. . .

[
p2 + (2n + 1)2a2

]
5 xn sin(ax), n = 1, 2, . . .

n! pn+1(
p2 + a2

)n+1

∑
0≤2k≤n

(–1)kC2k+1
n+1

( a

p

)2k+1

6
1
x

sin(ax) arctan
( a

p

)

7
1
x

sin2(ax) 1
4 ln

(
1 + 4a2p–2

)
8

1
x2

sin2(ax) a arctan(2a/p) – 1
4 p ln

(
1 + 4a2p–2

)

9 sin
(
2
√

ax
) √

πa

p
√

p
e–a/p

10
1
x

sin
(
2
√

ax
)

π erf
(√

a/p
)

11 cos(ax)
p

p2 + a2

12 cos2(ax)
p2 + 2a2

p
(
p2 + 4a2

)
13 xn cos(ax), n = 1, 2, . . .

n! pn+1(
p2 + a2

)n+1

∑
0≤2k≤n+1

(–1)kC2k
n+1

( a

p

)2k

14
1
x

[
1 – cos(ax)

] 1
2 ln

(
1 + a2p–2

)
15

1
x

[
cos(ax) – cos(bx)

] 1
2

ln
p2 + b2

p2 + a2

16
√

x cos
(
2
√

ax
)

1
2 π1/2p–5/2(p – 2a)e–a/p

17
1√
x

cos
(
2
√

ax
) √

π/p e–a/p

18 sin(ax) sin(bx)
2abp[

p2 + (a + b)2
][

p2 + (a – b)2
]

19 cos(ax) sin(bx)
b
(
p2 – a2 + b2

)[
p2 + (a + b)2

][
p2 + (a – b)2

]
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No Original function, f (x) Laplace transform, f̃ (p) =
∫ ∞

0
e–pxf (x) dx

20 cos(ax) cos(bx)
p
(
p2 + a2 + b2

)[
p2 + (a + b)2

][
p2 + (a – b)2

]
21

ax cos(ax) – sin(ax)
x2

p arctan
a

x
– a

22 ebx sin(ax)
a

(p – b)2 + a2

23 ebx cos(ax)
p – b

(p – b)2 + a2

24 sin(ax) sinh(ax)
2a2p

p4 + 4a4

25 sin(ax) cosh(ax)
a
(
p2 + 2a2

)
p4 + 4a4

26 cos(ax) sinh(ax)
a
(
p2 – 2a2

)
p4 + 4a4

27 cos(ax) cosh(ax)
p3

p4 + 4a4

4.7. Expressions With Special Functions

No Original function, f (x) Laplace transform, f̃ (p) =
∫ ∞

0
e–pxf (x) dx

1 erf(ax)
1
p

exp
(
b2p2

)
erfc(bp), b =

1
2a

2 erf
(√

ax
) √

a

p
√

p + a

3 eax erf
(√

ax
) √

a√
p (p – a)

4 erf
(

1
2

√
a/x

) 1
p

[
1 – exp

(
–
√

ap
)]

5 erfc
(√

ax
) √

p + a –
√

a

p
√

p + a

6 eax erfc
(√

ax
) 1

p +
√

ap

7 erfc
(

1
2

√
a/x

) 1
p

exp
(
–
√

ap
)

8 Ci(x)
1

2p
ln(p2 + 1)
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No Original function, f (x) Laplace transform, f̃ (p) =
∫ ∞

0
e–pxf (x) dx

9 Si(x)
1
p

arccot p

10 Ei(–x) –
1
p

ln(p + 1)

11 J0(ax)
1√

p2 + a2

12 Jν(ax), ν > –1
aν√

p2 + a2
(
p +

√
p2 + a2

)ν

13 xnJn(ax), n = 1, 2, . . . 1 ⋅ 3 ⋅ 5 . . . (2n – 1)an
(
p2 + a2

)–n–1/2

14 xνJν(ax), ν > – 1
2 2νπ–1/2Γ

(
ν + 1

2

)
aν

(
p2 + a2

)–ν–1/2

15 xν+1Jν(ax), ν > –1 2ν+1π–1/2Γ
(
ν + 3

2

)
aνp

(
p2 + a2

)–ν–3/2

16 J0
(
2
√

ax
) 1

p
e–a/p

17
√

xJ1
(
2
√

ax
) √

a

p2
e–a/p

18 xν/2Jν

(
2
√

ax
)
, ν > –1 aν/2p–ν–1e–a/p

19 I0(ax)
1√

p2 – a2

20 Iν(ax), ν > –1
aν√

p2 – a2
(
p +

√
p2 – a2

)ν

21 xνIν(ax), ν > – 1
2 2νπ–1/2Γ

(
ν + 1

2

)
aν

(
p2 – a2

)–ν–1/2

22 xν+1Iν(ax), ν > –1 2ν+1π–1/2Γ
(
ν + 3

2

)
aνp

(
p2 – a2

)–ν–3/2

23 I0
(
2
√

ax
) 1

p
ea/p

24
1√
x

I1
(
2
√

ax
) 1√

a

(
ea/p – 1

)
25 xν/2Iν

(
2
√

ax
)
, ν > –1 aν/2p–ν–1ea/p

26 Y0(ax) –
2
π

Arsinh(p/a)√
p2 + a2

27 K0(ax)
ln

(
p +

√
p2 – a2

)
– ln a√

p2 – a2

©• References for Supplement 4: G. Doetsch (1950, 1956, 1958), H. Bateman and A. Erdélyi (1954), V. A. Ditkin and
A. P. Prudnikov (1965).
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Supplement 5

Tables of Inverse Laplace Transforms

5.1. General Formulas

No Laplace transform, f̃ (p) Inverse transform, f (x) =
1

2πi

∫ c+i∞

c–i∞
epxf̃ (p) dp

1 f̃ (p + a) e–axf (x)

2 f̃ (ap), a > 0
1
a
f
( x

a

)
3 f̃ (ap + b), a > 0

1
a

exp
(

–
b

a
x
)
f
( x

a

)
4 f̃ (p – a) + f̃ (p + a) 2f (x) cosh(ax)

5 f̃ (p – a) – f̃ (p + a) 2f (x) sinh(ax)

6 e–apf̃ (p), a ≥ 0

{
0 if 0 ≤ x < a,
f (x – a) if a < x.

7 pf̃ (p)
df (x)
dx

, if f (+0) = 0

8
1
p
f̃ (p)

∫ x

0
f (t) dt

9
1

p + a
f̃ (p) e–ax

∫ x

0
eatf (t) dt

10
1
p2

f̃ (p)
∫ x

0
(x – t)f (t) dt

11
f̃ (p)

p(p + a)

1
a

∫ x

0

[
1 – ea(x–t)

]
f (t) dt

12
f̃ (p)

(p + a)2

∫ x

0
(x – t)e–a(x–t)f (t) dt

13
f̃ (p)

(p + a)(p + b)

1
b – a

∫ x

0

[
e–a(x–t) – e–b(x–t)

]
f (t) dt

14
f̃ (p)

(p + a)2 + b2

1
b

∫ x

0
e–a(x–t) sin

[
b(x – t)

]
f (t) dt

15
1
pn

f̃ (p), n = 1, 2, . . .
1

(n – 1)!

∫ x

0
(x – t)n–1f (t) dt

16 f̃1(p)f̃2(p)

∫ x

0
f1(t)f2(x – t) dt
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No Laplace transform, f̃ (p) Inverse transform, f (x) =
1

2πi

∫ c+i∞

c–i∞
epxf̃ (p) dp

17
1√
p
f̃
( 1

p

) ∫ ∞

0

cos
(
2
√

xt
)

√
πx

f (t) dt

18
1

p
√

p
f̃
( 1

p

) ∫ ∞

0

sin
(
2
√

xt
)

√
πt

f (t) dt

19
1

p2ν+1
f̃
( 1

p

) ∫ ∞

0
(x/t)νJ2ν

(
2
√

xt
)
f (t) dt

20
1
p
f̃
( 1

p

) ∫ ∞

0
J0

(
2
√

xt
)
f (t) dt

21
1
p
f̃
(
p +

1
p

) ∫ x

0
J0

(
2
√

xt – t2
)
f (t) dt

22
1

p2ν+1
f̃
(
p +

a

p

) ∫ x

0

( x – t

at

)ν

J2ν

(
2
√

axt – at2
)
f (t) dt

23 f̃
(√

p
) ∫ ∞

0

t

2
√

πx3
exp

(
–

t2

4x

)
f (t) dt

24
1√
p
f̃
(√

p
) 1√

πx

∫ ∞

0
exp

(
–

t2

4x

)
f (t) dt

25 f̃
(
p +

√
p
) 1

2
√

π

∫ x

0

t

(x – t)3/2
exp

[
–

t2

4(x – t)

]
f (t) dt

26 f̃
(√

p2 + a2
)

f (x) – a

∫ x

0
f
(√

x2 – t2
)
J1(at) dt

27 f̃
(√

p2 – a2
)

f (x) + a

∫ x

0
f
(√

x2 – t2
)
I1(at) dt

28
f̃
(√

p2 + a2
)

√
p2 + a2

∫ x

0
J0

(
a
√

x2 – t2
)
f (t) dt

29
f̃
(√

p2 – a2
)

√
p2 – a2

∫ x

0
I0

(
a
√

x2 – t2
)
f (t) dt

30 f̃
(√

(p + a)2 – b2
)

e–axf (x) + be–ax

∫ x

0
f
(√

x2 – t2
)
I1(bt) dt

31 f̃ (ln p)

∫ ∞

0

xt–1

Γ(t)
f (t) dt

32
1
p
f̃ (ln p)

∫ ∞

0

xt

Γ(t + 1)
f (t) dt

33 f̃ (p – ia) + f̃ (p + ia), i2 = –1 2f (x) cos(ax)

34 i
[
f̃ (p – ia) – f̃ (p + ia)

]
, i2 = –1 2f (x) sin(ax)

35
df̃ (p)
dp

–xf (x)

36
dnf̃ (p)
dpn

(–x)nf (x)
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No Laplace transform, f̃ (p) Inverse transform, f (x) =
1

2πi

∫ c+i∞

c–i∞
epxf̃ (p) dp

37 pn dmf̃ (p)
dpm

, m ≥ n (–1)m
dn

dxn

[
xmf (x)

]

38

∫ ∞

p

f̃ (q) dq 1
x

f (x)

39
1
p

∫ p

0
f̃ (q) dq

∫ ∞

x

f (t)
t

dt

40
1
p

∫ ∞

p

f̃ (q) dq
∫ x

0

f (t)
t

dt

5.2. Expressions With Rational Functions

No Laplace transform, f̃ (p) Inverse transform, f (x) =
1

2πi

∫ c+i∞

c–i∞
epxf̃ (p) dp

1
1
p

1

2
1

p + a
e–ax

3
1
p2

x

4
1

p(p + a)
1
a

(
1 – e–ax

)
5

1
(p + a)2 xe–ax

6
p

(p + a)2 (1 – ax)e–ax

7
1

p2 – a2
1
a

sinh(ax)

8
p

p2 – a2 cosh(ax)

9
1

(p + a)(p + b)
1

a – b

(
e–bx – e–ax

)
10

p

(p + a)(p + b)
1

a – b

(
ae–ax – be–bx

)
11

1
p2 + a2

1
a

sin(ax)

12
p

p2 + a2 cos(ax)

13
1

(p + b)2 + a2
1
a
e–bx sin(ax)

14
p

(p + b)2 + a2 e–bx
[
cos(ax) –

b

a
sin(ax)

]
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No Laplace transform, f̃ (p) Inverse transform, f (x) =
1

2πi

∫ c+i∞

c–i∞
epxf̃ (p) dp

15
1
p3

1
2 x2

16
1

p2(p + a)
1
a2

(
e–ax + ax – 1

)
17

1
p(p + a)(p + b)

1
ab(a – b)

(
a – b + be–ax – ae–bx

)
18

1
p(p + a)2

1
a2

(
1 – e–ax – axe–ax

)
19

1
(p + a)(p + b)(p + c)

(c – b)e–ax + (a – c)e–bx + (b – a)e–cx

(a – b)(b – c)(c – a)

20
p

(p + a)(p + b)(p + c)
a(b – c)e–ax + b(c – a)e–bx + c(a – b)e–cx

(a – b)(b – c)(c – a)

21
p2

(p + a)(p + b)(p + c)
a2(c – b)e–ax + b2(a – c)e–bx + c2(b – a)e–cx

(a – b)(b – c)(c – a)

22
1

(p + a)(p + b)2

1
(a – b)2

[
e–ax – e–bx + (a – b)xe–bx

]
23

p

(p + a)(p + b)2
1

(a – b)2

{
–ae–ax + [a + b(b – a)x

]
e–bx

}
24

p2

(p + a)(p + b)2

1
(a – b)2

[
a2e–ax + b(b – 2a – b2x + abx)e–bx

]
25

1
(p + a)3

1
2 x2e–ax

26
p

(p + a)3 x
(
1 – 1

2 ax
)
e–ax

27
p2

(p + a)3

(
1 – 2ax + 1

2 a2x2
)
e–ax

28
1

p(p2 + a2)
1
a2

[
1 – cos(ax)

]
29

1

p
[
(p + b)2 + a2

] 1
a2 + b2

{
1 – e–bx

[
cos(ax) +

b

a
sin(ax)

]}

30
1

(p + a)(p2 + b2)
1

a2 + b2

[
e–ax +

a

b
sin(bx) – cos(bx)

]
31

p

(p + a)(p2 + b2)
1

a2 + b2

[
–ae–ax + a cos(bx) + b sin(bx)

]
32

p2

(p + a)(p2 + b2)
1

a2 + b2

[
a2e–ax – ab sin(bx) + b2 cos(bx)

]

33
1

p3 + a3

1
3a2

e–ax –
1

3a2
eax/2

[
cos(kx) –

√
3 sin(kx)

]
,

k = 1
2 a

√
3

34
p

p3 + a3
–

1
3a

e–ax +
1

3a
eax/2

[
cos(kx) +

√
3 sin(kx)

]
,

k = 1
2 a

√
3
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No Laplace transform, f̃ (p) Inverse transform, f (x) =
1

2πi

∫ c+i∞

c–i∞
epxf̃ (p) dp

35
p2

p3 + a3
1
3 e–ax + 2

3 eax/2 cos(kx), k = 1
2 a

√
3

36
1(

p + a)
[
(p + b)2 + c2]

e–ax – e–bx cos(cx) + ke–bx sin(cx)
(a – b)2 + c2

, k =
a – b

c

37
p(

p + a)
[
(p + b)2 + c2]

–ae–ax + ae–bx cos(cx) + ke–bx sin(cx)
(a – b)2 + c2

,

k =
b2 + c2 – ab

c

38
p2(

p + a)
[
(p + b)2 + c2]

a2e–ax +(b2 +c2 –2ab)e–bx cos(cx)+ke–bx sin(cx)
(a–b)2 +c2

,

k = –ac – bc +
ab2 – b3

c

39
1
p4

1
6 x3

40
1

p3(p + a)
1
a3

–
1
a2

x +
1

2a
x2 –

1
a3

e–ax

41
1

p2(p + a)2
1
a2

x
(
1 + e–ax

)
+

2
a3

(
e–ax – 1

)
42

1
p2(p + a)(p + b)

–
a + b

a2b2
+

1
ab

x +
1

a2(b – a)
e–ax +

1
b2(a – b)

e–bx

43
1

(p + a)2(p + b)2

1
(a – b)2

[
e–ax

(
x +

2
a – b

)
+ e–bx

(
x –

2
a – b

)]

44
1

(p + a)4
1
6 x3e–ax

45
p

(p + a)4
1
2 x2e–ax – 1

6 ax3e–ax

46
1

p2(p2 + a2)
1
a3

[
ax – sin(ax)

]
47

1
p4 – a4

1
2a3

[
sinh(ax) – sin(ax)

]
48

p

p4 – a4
1

2a2

[
cosh(ax) – cos(ax)

]
49

p2

p4 – a4

1
2a

[
sinh(ax) + sin(ax)

]
50

p3

p4 – a4

1
2

[
cosh(ax) + cos(ax)

]
51

1
p4 + a4

1

a3
√

2

(
cosh ξ sin ξ – sinh ξ cos ξ

)
, ξ =

ax√
2

52
p

p4 + a4

1
a2

sin
( ax√

2

)
sinh

( ax√
2

)

53
p2

p4 + a4

1

a
√

2

(
cos ξ sinh ξ + sin ξ cosh ξ

)
, ξ =

ax√
2
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No Laplace transform, f̃ (p) Inverse transform, f (x) =
1

2πi

∫ c+i∞

c–i∞
epxf̃ (p) dp

54
1

(p2 + a2)2
1

2a3

[
sin(ax) – ax cos(ax)

]
55

p

(p2 + a2)2
1

2a
x sin(ax)

56
p2

(p2 + a2)2

1
2a

[
sin(ax) + ax cos(ax)

]
57

p3

(p2 + a2)2
cos(ax) – 1

2 ax sin(ax)

58
1[

(p + b)2 + a2
]2

1
2a3

e–bx
[
sin(ax) – ax cos(ax)

]

59
1

(p2 – a2)(p2 – b2)
1

a2 – b2

[ 1
a

sinh(ax) –
1
b

sinh(bx)
]

60
p

(p2 – a2)(p2 – b2)
cosh(ax) – cosh(bx)

a2 – b2

61
p2

(p2 – a2)(p2 – b2)
a sinh(ax) – b sinh(bx)

a2 – b2

62
p3

(p2 – a2)(p2 – b2)
a2 cosh(ax) – b2 cosh(bx)

a2 – b2

63
1

(p2 + a2)(p2 + b2)
1

b2 – a2

[ 1
a

sin(ax) –
1
b

sin(bx)
]

64
p

(p2 + a2)(p2 + b2)
cos(ax) – cos(bx)

b2 – a2

65
p2

(p2 + a2)(p2 + b2)
–a sin(ax) + b sin(bx)

b2 – a2

66
p3

(p2 + a2)(p2 + b2)
–a2 cos(ax) + b2 cos(bx)

b2 – a2

67
1
pn

, n = 1, 2, . . .
1

(n – 1)!
xn–1

68
1

(p + a)n
, n = 1, 2, . . .

1
(n – 1)!

xn–1e–ax

69
1

p(p + a)n
, n = 1, 2, . . . a–n

[
1 – e–axen(ax)

]
, en(z) = 1 +

z

1!
+ · · · +

zn

n!

70
1

p2n + a2n
, n = 1, 2, . . .

–
1

na2n

n∑
k=1

exp(akx)
[
ak cos(bkx) – bk sin(bkx)

]
,

ak = a cos ϕk, bk = a sin ϕk, ϕk =
π(2k – 1)

2n

71
1

p2n – a2n
, n = 1, 2, . . .

1
na2n–1

sinh(ax) +
1

na2n

n∑
k=2

exp(akx)

×
[
ak cos(bkx) – bk sin(bkx)

]
,

ak = a cos ϕk, bk = a sin ϕk, ϕk =
π(k – 1)

n
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No Laplace transform, f̃ (p) Inverse transform, f (x) =
1

2πi

∫ c+i∞

c–i∞
epxf̃ (p) dp

72
1

p2n+1 + a2n+1
, n = 0, 1, . . .

e–ax

(2n + 1)a2n
–

2
(2n + 1)a2n+1

n∑
k=1

exp(akx)

×
[
ak cos(bkx) – bk sin(bkx)

]
,

ak = a cos ϕk, bk = a sin ϕk, ϕk =
π(2k – 1)

2n + 1

73
1

p2n+1 – a2n+1
, n = 0, 1, . . .

eax

(2n + 1)a2n
+

2
(2n + 1)a2n+1

n∑
k=1

exp(akx)

×
[
ak cos(bkx) – bk sin(bkx)

]
,

ak = a cos ϕk, bk = a sin ϕk, ϕk =
2πk

2n + 1

74

Q(p)
P (p)

,

P (p) = (p – a1) . . . (p – an);
Q(p) is a polynomial of degree
≤ n – 1; ai ≠ aj if i ≠ j

n∑
k=1

Q(ak)
P ′(ak)

exp
(
akx

)
,

(the prime stand for the differentiation)

75

Q(p)
P (p)

,

P (p) = (p – a1)m1 . . . (p – an)mn ;
Q(p) is a polynomial of degree
< m1 + m2 + · · · + mn – 1;
ai ≠ aj if i ≠ j

n∑
k=1

mk∑
l=1

Φkl(ak)
(mk – l)! (l – 1)!

xmk–l exp
(
akx

)
,

Φkl(p) =
dl–1

dpl–1

[
Q(p)
Pk(p)

]
, Pk(p) =

P (p)
(p – ak)mk

76

Q(p) + pR(p)
P (p)

,

P (p) = (p2 + a2
1) . . . (p2 + a2

n);
Q(p) and R(p) are polynomials
of degree ≤ 2n – 2; al ≠ aj , l ≠ j

n∑
k=1

Q(iak) sin(akx) + akR(iak) cos(akx)
akPk(iak)

,

Pm(p) =
P (p)

p2 + a2
m

, i2 = –1

5.3. Expressions With Square Roots

No Laplace transform, f̃ (p) Inverse transform, f (x) =
1

2πi

∫ c+i∞

c–i∞
epxf̃ (p) dp

1
1√
p

1√
πx

2
√

p – a –
√

p – b
ebx – eax

2
√

πx3

3
1√
p + a

1√
πx

e–ax

4

√
p + a

p
– 1 1

2 ae–ax/2
[
I1

(
1
2 ax

)
+ I0

(
1
2 ax

)]

5

√
p + a

p + b

e–ax

√
πx

+ (a – b)1/2e–bx erf
[
(a – b)1/2x1/2

]
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No Laplace transform, f̃ (p) Inverse transform, f (x) =
1

2πi

∫ c+i∞

c–i∞
epxf̃ (p) dp

6
1

p
√

p
2

√
x

π

7
1

(p + a)
√

p + b
(b – a)–1/2e–ax erf

[
(b – a)1/2x1/2

]
8

1√
p (p – a)

1√
a
eax erf

(√
ax

)

9
1

p3/2(p – a)
a–3/2eax erf

(√
ax

)
– 2a–1π–1/2x1/2

10
1√
p + a π–1/2x–1/2 – aea2x erfc

(
a
√

x
)

11
a

p
(√

p + a
) 1 – ea2x erfc

(
a
√

x
)

12
1

p + a
√

p ea2x erfc
(
a
√

x
)

13
1(√

p +
√

a
)2 1 –

2√
π

(ax)1/2 + (1 – 2ax)eax
[
erf

(√
ax

)
– 1

]

14
1

p
(√

p +
√

a
)2

1
a

+
(

2x –
1
a

)
eax erfc

(√
ax

)
–

2√
πa

√
x

15
1

√
p

(√
p + a

)2 2π–1/2x1/2 – 2axea2x erfc
(
a
√

x
)

16
1(√

p + a
)3

2√
π

(a2x + 1)
√

x – ax(2a2x + 3)ea2x erfc
(
a
√

x
)

17 p–n–1/2, n = 1, 2, . . .
2n

1 ⋅ 3 . . . (2n – 1)
√

π
xn–1/2

18 (p + a)–n–1/2
2n

1 ⋅ 3 . . . (2n – 1)
√

π
xn–1/2e–ax

19
1√

p2 + a2
J0(ax)

20
1√

p2 – a2
I0(ax)

21
1√

p2 + ap + b
exp

(
– 1

2 ax
)
J0

[
(b – 1

4 a2
)1/2

x
]

22
(√

p2 + a2 – p
)1/2 1√

2πx3
sin(ax)

23
1√

p2 + a2

(√
p2 + a2 + p

)1/2
√

2√
πx

cos(ax)

24
1√

p2 – a2

(√
p2 – a2 + p

)1/2
√

2√
πx

cosh(ax)
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No Laplace transform, f̃ (p) Inverse transform, f (x) =
1

2πi

∫ c+i∞

c–i∞
epxf̃ (p) dp

25
(√

p2 + a2 + p
)–n

na–nx–1Jn(ax)

26
(√

p2 – a2 + p
)–n

na–nx–1In(ax)

27
(
p2 + a2

)–n–1/2 (x/a)nJn(ax)
1 ⋅ 3 ⋅ 5 . . . (2n – 1)

28
(
p2 – a2

)–n–1/2 (x/a)nIn(ax)
1 ⋅ 3 ⋅ 5 . . . (2n – 1)

5.4. Expressions With Arbitrary Powers

No Laplace transform, f̃ (p) Inverse transform, f (x) =
1

2πi

∫ c+i∞

c–i∞
epxf̃ (p) dp

1 (p + a)–ν , ν > 0
1

Γ(ν)
xν–1e–ax

2
[
(p + a)1/2 + (p + b)1/2

]–2ν
, ν > 0

ν

(a – b)ν
x–1 exp

[
– 1

2 (a + b)x
]
Iν

[
1
2 (a – b)x

]

3
[
(p + a)(p + b)

]–ν
, ν > 0

√
π

Γ(ν)

( x

a – b

)ν–1/2
exp

(
–
a + b

2
x
)
Iν–1/2

( a – b

2
x
)

4
(
p2 + a2

)–ν–1/2
, ν > – 1

2

√
π

(2a)νΓ(ν + 1
2 )

xνJν(ax)

5
(
p2 – a2

)–ν–1/2
, ν > – 1

2

√
π

(2a)νΓ(ν + 1
2 )

xνIν(ax)

6 p
(
p2 + a2

)–ν–1/2
, ν > 0

a
√

π

(2a)νΓ
(
ν + 1

2

) xνJν–1(ax)

7 p
(
p2 – a2

)–ν–1/2
, ν > 0

a
√

π

(2a)νΓ
(
ν + 1

2

) xνIν–1(ax)

8

[
(p2 + a2)1/2 + p

]–ν
=

a–2ν
[
(p2 + a2)1/2 – p

]ν
, ν > 0

νa–νx–1Jν(ax)

9

[
(p2 – a2)1/2 + p

]–ν
=

a–2ν
[
p – (p2 – a2)1/2

]ν
, ν > 0

νa–νx–1Iν(ax)

10 p
[
(p2 + a2)1/2 + p

]–ν
, ν > 1 νa1–νx–1Jν–1(ax) – ν(ν + 1)a–νx–2Jν(ax)

11 p
[
(p2 – a2)1/2 + p

]–ν
, ν > 1 νa1–νx–1Iν–1(ax) – ν(ν + 1)a–νx–2Iν(ax)

12

(√
p2 + a2 + p

)–ν√
p2 + a2

, ν > –1 a–νJν(ax)

13

(√
p2 – a2 + p

)–ν√
p2 – a2

, ν > –1 a–νIν(ax)
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5.5. Expressions With Exponential Functions

No Laplace transform, f̃ (p) Inverse transform, f (x) =
1

2πi

∫ c+i∞

c–i∞
epxf̃ (p) dp

1 p–1e–ap, a > 0
{

0 if 0 < x < a,
1 if a < x.

2 p–1
(
1 – e–ap

)
, a > 0

{
1 if 0 < x < a,
0 if a < x.

3 p–1
(
e–ap – e–bp

)
, 0 ≤ a < b

{
0 if 0 < x < a,
1 if a < x < b,
0 if b < x.

4 p–2
(
e–ap – e–bp

)
, 0 ≤ a < b

{
0 if 0 < x < a,
x – a if a < x < b,
b – a if b < x.

5 (p + b)–1e–ap, a > 0
{

0 if 0 < x < a,
e–b(x–a) if a < x.

6 p–νe–ap, ν > 0

{ 0 if 0 < x < a,
(x – a)ν–1

Γ(ν)
if a < x.

7 p–1
(
eap – 1

)–1
, a > 0 f (x) = n if na < x < (n + 1)a; n = 0, 1, 2, . . .

8 ea/p – 1

√
a

x
I1

(
2
√

ax
)

9 p–1/2ea/p
1√
πx

cosh
(
2
√

ax
)

10 p–3/2ea/p
1√
πa

sinh
(
2
√

ax
)

11 p–5/2ea/p

√
x

πa
cosh

(
2
√

ax
)

–
1

2
√

πa3
sinh

(
2
√

ax
)

12 p–ν–1ea/p, ν > –1 (x/a)ν/2Iν(2
√

ax
)

13 1 – e–a/p

√
a

x
J1

(
2
√

ax
)

14 p–1/2e–a/p
1√
πx

cos
(
2
√

ax
)

15 p–3/2e–a/p
1√
πa

sin
(
2
√

ax
)

16 p–5/2e–a/p 1

2
√

πa3
sin

(
2
√

ax
)

–

√
x

πa
cos

(
2
√

ax
)

17 p–ν–1e–a/p, ν > –1 (x/a)ν/2Jν(2
√

ax
)

18 exp
(
–
√

ap
)
, a > 0

√
a

2
√

π
x–3/2 exp

(
–

a

4x

)

19 p exp
(
–
√

ap
)
, a > 0

√
a

8
√

π
(a – 6x)x–7/2 exp

(
–

a

4x

)

20
1
p

exp
(
–
√

ap
)
, a ≥ 0 erfc

( √
a

2
√

x

)
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No Laplace transform, f̃ (p) Inverse transform, f (x) =
1

2πi

∫ c+i∞

c–i∞
epxf̃ (p) dp

21
√

p exp
(
–
√

ap
)
, a > 0

1
4
√

π
(a – 2x)x–5/2 exp

(
–

a

4x

)

22
1√
p

exp
(
–
√

ap
)
, a ≥ 0

1√
πx

exp
(

–
a

4x

)

23
1

p
√

p
exp

(
–
√

ap
)
, a ≥ 0

2
√

x√
π

exp
(

–
a

4x

)
–
√

a erfc
( √

a

2
√

x

)

24
exp

(
–k

√
p2 + a2

)
√

p2 + a2
, k > 0

{
0 if 0 < x < k,
J0

(
a
√

x2 – k2
)

if k < x.

25
exp

(
–k

√
p2 – a2

)
√

p2 – a2
, k > 0

{
0 if 0 < x < k,
I0

(
a
√

x2 – k2
)

if k < x.

5.6. Expressions With Hyperbolic Functions

No Laplace transform, f̃ (p) Inverse transform, f (x) =
1

2πi

∫ c+i∞

c–i∞
epxf̃ (p) dp

1
1

p sinh(ap)
, a > 0

f (x) = 2n if a(2n – 1) < x < a(2n + 1);
n = 0, 1, 2, . . . (x > 0)

2
1

p2 sinh(ap)
, a > 0

f (x) = 2n(x – an) if a(2n – 1) < x < a(2n + 1);
n = 0, 1, 2, . . . (x > 0)

3
sinh(a/p)√

p

1
2
√

πx

[
cosh

(
2
√

ax
)

– cos
(
2
√

ax
)]

4
sinh(a/p)

p
√

p

1
2
√

πa

[
sinh

(
2
√

ax
)

– sin
(
2
√

ax
)]

5 p–ν–1 sinh(a/p), ν > –2 1
2 (x/a)ν/2

[
Iν

(
2
√

ax
)

– Jν

(
2
√

ax
)]

6
1

p cosh(ap)
, a > 0 f (x) =

{
0 if a(4n – 1) < x < a(4n + 1),
2 if a(4n + 1) < x < a(4n + 3),

n = 0, 1, 2, . . . (x > 0)

7
1

p2 cosh(ap)
, a > 0 x – (–1)n(x – 2an) if 2n – 1 < x/a < 2n + 1;

n = 0, 1, 2, . . . (x > 0)

8
cosh(a/p)√

p

1
2
√

πx

[
cosh

(
2
√

ax
)

+ cos
(
2
√

ax
)]

9
cosh(a/p)

p
√

p

1
2
√

πa

[
sinh

(
2
√

ax
)

+ sin
(
2
√

ax
)]

10 p–ν–1 cosh(a/p), ν > –1 1
2 (x/a)ν/2

[
Iν

(
2
√

ax
)

+ Jν

(
2
√

ax
)]

11
1
p

tanh(ap), a > 0 f (x) = (–1)n–1 if 2a(n – 1) < x < 2an;
n = 1, 2, . . .
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No Laplace transform, f̃ (p) Inverse transform, f (x) =
1

2πi

∫ c+i∞

c–i∞
epxf̃ (p) dp

12
1
p

coth(ap), a > 0 f (x) = (2n – 1) if 2a(n – 1) < x < 2an;
n = 1, 2, . . .

13 Arcoth(p/a)
1
x

sinh(ax)

5.7. Expressions With Logarithmic Functions

No Laplace transform, f̃ (p) Inverse transform, f (x) =
1

2πi

∫ c+i∞

c–i∞
epxf̃ (p) dp

1
1
p

ln p – ln x – C,
C = 0.5772 . . . is the Euler constant

2 p–n–1 ln p
(
1 + 1

2 + 1
3 + · · · + 1

n – ln x – C
) xn

n!
,

C = 0.5772 . . . is the Euler constant

3 p–n–1/2 ln p

kn

[
2 + 2

3 + 2
5 + · · · + 2

2n–1 – ln(4x) – C
]
xn–1/2,

kn =
2n

1 ⋅ 3 ⋅ 5 . . . (2n – 1)
√

π
, C = 0.5772 . . .

4 p–ν ln p, ν > 0
1

Γ(ν)
xν–1

[
ψ(ν) – ln x

]
, ψ(ν) is the logarithmic

derivative of the gamma function

5
1
p

(ln p)2 (ln x + C)2 – 1
6 π2, C = 0.5772 . . .

6
1
p2

(ln p)2 x
[
(ln x + C – 1)2 + 1 – 1

6 π2
]

7
ln(p + b)
p + a

e–ax
{

ln(b – a) – Ei
[
(a – b)x

]
}

8
ln p

p2 + a2
1
a

cos(ax) Si(ax) +
1
a

sin(ax)
[
ln a – Ci(ax)

]
9

p ln p

p2 + a2 cos(ax)
[
ln a – Ci(ax)

]
– sin(ax) Si(ax)

]
10 ln

p + b

p + a

1
x

(
e–ax – e–bx

)
11 ln

p2 + b2

p2 + a2

2
x

[
cos(ax) – cos(bx)

]
12 p ln

p2 + b2

p2 + a2

2
x

[
cos(bx) + bx sin(bx) – cos(ax) – ax sin(ax)

]
13 ln

(p + a)2 + k2

(p + b)2 + k2

2
x

cos(kx)(e–bx – e–ax
)

14 p ln
( 1

p

√
p2 + a2

) 1
x2

[
cos(ax) – 1

]
+

a

x
sin(ax)

15 p ln
( 1

p

√
p2 – a2

) 1
x2

[
cosh(ax) – 1

]
–

a

x
sinh(ax)
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5.8. Expressions With Trigonometric Functions

No Laplace transform, f̃ (p) Inverse transform, f (x) =
1

2πi

∫ c+i∞

c–i∞
epxf̃ (p) dp

1
sin(a/p)√

p

1√
πx

sinh
(√

2ax
)

sin
(√

2ax
)

2
sin(a/p)

p
√

p

1√
πa

cosh
(√

2ax
)

sin
(√

2ax
)

3
cos(a/p)√

p

1√
πx

cosh
(√

2ax
)

cos
(√

2ax
)

4
cos(a/p)

p
√

p

1√
πa

sinh
(√

2ax
)

cos
(√

2ax
)

5
1√
p

exp
(
–
√

ap
)

sin
(√

ap
) 1√

πx
sin

( a

2x

)

6
1√
p

exp
(
–
√

ap
)

cos
(√

ap
) 1√

πx
cos

( a

2x

)

7 arctan
a

p
1
x

sin(ax)

8
1
p

arctan
a

p
Si(ax)

9 p arctan
a

p
– a 1

x2

[
ax cos(ax) – sin(ax)

]
10 arctan

2ap
p2 + b2

2
x

sin(ax) cos
(
x
√

a2 + b2
)

5.9. Expressions With Special Functions

No Laplace transform, f̃ (p) Inverse transform, f (x) =
1

2πi

∫ c+i∞

c–i∞
epxf̃ (p) dp

1 exp
(
ap2

)
erfc

(
p
√

a
) 1√

πa
exp

(
–
x2

4a

)

2
1
p

exp
(
ap2

)
erfc

(
p
√

a
)

erf
( x

2
√

a

)

3 erfc
(√

ap
)
, a > 0

{ 0 if 0 < x < a,√
a

πx
√

x – a
if a < x.

4 eap erfc
(√

ap
) √

a

π
√

x (x + a)

5
1√
p
eap erfc

(√
ap

) 1√
π(x + a)

6 erf
(√

a/p
) 1

πx
sin

(
2
√

ax
)
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No Laplace transform, f̃ (p) Inverse transform, f (x) =
1

2πi

∫ c+i∞

c–i∞
epxf̃ (p) dp

7
1√
p

exp(a/p) erf
(√

a/p
) 1√

πx
sinh

(
2
√

ax
)

8
1√
p

exp(a/p) erfc
(√

a/p
) 1√

πx
exp

(
–2
√

ax
)

9 p–aγ(a, bp), a, b > 0

{
xa–1 if 0 < x < b,
0 if b < x.

10 γ(a, b/p), a > 0 ba/2xa/2–1Ja

(
2
√

bx
)

11 a–pγ(p, a) exp
(
–ae–x

)
12 K0(ap), a > 0

{
0 if 0 < x < a,
(x2 – a2)–1/2 if a < x.

13 Kν(ap), a > 0




0 if 0 < x < a,
cosh

[
ν Arcosh(x/a)

]
√

x2 – a2
if a < x.

14 K0
(
a
√

p
) 1

2x
exp

(
–

a2

4x

)

15
1√
p
K1

(
a
√

p
) 1

a
exp

(
–

a2

4x

)

©• References for Supplement 5: G. Doetsch (1950, 1956, 1958), H. Bateman and A. Erdélyi (1954), I. I. Hirschman and
D. V. Widder (1955), V. A. Ditkin and A. P. Prudnikov (1965).
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Supplement 6

Tables of Fourier Cosine Transforms

6.1. General Formulas

No Original function, f (x) Cosine transform, f̌c(u) =
∫ ∞

0
f (x) cos(ux) dx

1 af1(x) + bf2(x) af̌1c(u) + bf̌2c(u)

2 f (ax), a > 0
1
a
f̌c

( u

a

)
3 x2nf (x), n = 1, 2, . . . (–1)n

d2n

du2n
f̌c(u)

4 x2n+1f (ax), n = 0, 1, . . . (–1)n
d2n+1

du2n+1
f̌s(u), f̌s(u) =

∫ ∞

0
f (x) sin(xu) dx

5 f (ax) cos(bx), a, b > 0
1

2a

[
f̌c

( u + b

a

)
+ f̌c

( u – b

a

)]

6.2. Expressions With Power-Law Functions

No Original function, f (x) Cosine transform, f̌c(u) =
∫ ∞

0
f (x) cos(ux) dx

1
{

1 if 0 < x < a,
0 if a < x

1
u

sin(au)

2

{
x if 0 < x < 1,
2 – x if 1 < x < 2,
0 if 2 < x

4
u2

cos u sin2 u

2

3
1

a + x
, a > 0 – sin(au) si(au) – cos(au) Ci(au)

4
1

a2 + x2
, a > 0

π

2a
e–au (the integral is understood

in the sense of Cauchy principal value)

5
1

a2 – x2
, a > 0

π sin(au)
2u

6
a

a2 + (b + x)2
+

a

a2 + (b – x)2 πe–au cos(bu)

7
b + x

a2 + (b + x)2
+

b – x

a2 + (b – x)2 πe–au sin(bu)

8
1

a4 + x4
, a > 0

1
2 πa–3 exp

(
–

au√
2

)
sin

( π

4
+

au√
2

)
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No Original function, f (x) Cosine transform, f̌c(u) =
∫ ∞

0
f (x) cos(ux) dx

9
1

(a2 + x2)(b2 + x2)
, a, b > 0

π

2
ae–bu – be–au

ab(a2 – b2)

10
x2m

(x2 + a)n+1
,

n, m = 1, 2, . . . ; n + 1 > m ≥ 0
(–1)n+m π

2n!
∂n

∂an

(
a1/

√
me–u

√
a
)

11
1√
x

√
π

2u

12

{
1√
x

if 0 < x < a,

0 if a < x
2

√
π

2u
C(au), C(u) is the Fresnel integral

13

{ 0 if 0 < x < a,
1√
x

if a < x

√
π

2u

[
1 – 2C(au)

]
, C(u) is the Fresnel integral

14

{ 0 if 0 < x < a,
1√
x – a

if a < x

√
π

2u

[
cos(au) – sin(au)

]

15
1√

a2 + x2
K0(au)

16

{
1√

a2 – x2
if 0 < x < a,

0 if a < x

π

2
J0(au)

17 x–ν , 0 < ν < 1 sin
(

1
2 πν

)
Γ(1 – ν)uν–1

6.3. Expressions With Exponential Functions

No Original function, f (x) Cosine transform, f̌c(u) =
∫ ∞

0
f (x) cos(ux) dx

1 e–ax
a

a2 + u2

2
1
x

(
e–ax – e–bx

) 1
2

ln
b2 + u2

a2 + u2

3
√

xe–ax 1
2

√
π (a2 + u2)–3/4 cos

(
3
2 arctan

u

a

)

4
1√
x

e–ax

√
π

2

[ a + (a2 + u2)1/2

a2 + u2

]1/2

5 xne–ax, n = 1, 2, . . .
an+1n!

(a2 + u2)n+1

∑
0≤2k≤n+1

(–1)kC2k
n+1

( u

a

)2k

6 xn–1/2e–ax, n = 1, 2, . . .
knu

∂n

∂an

1
r
√

r – a
,

where r =
√

a2 + u2, kn = (–1)n
√

π/2

7 xν–1e–ax Γ(ν)(a2 + u2)–ν/2 cos
(
ν arctan

u

a

)
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No Original function, f (x) Cosine transform, f̌c(u) =
∫ ∞

0
f (x) cos(ux) dx

8
x

eax – 1
1

2u2
–

π2

2a2 sinh2(πa–1u
)

9
1
x

( 1
2

–
1
x

+
1

ex – 1

)
–

1
2

ln
(
1 – e–2πu

)
10 exp

(
–ax2

) 1
2

√
π

a
exp

(
–
u2

4a

)

11
1√
x

exp
(

–
a

x

) √
π

2u
e–

√
2au

[
cos

(√
2au

)
– sin

(√
2au

)]

12
1

x
√

x
exp

(
–
a

x

) √
π

a
e–

√
2au cos

(√
2au

)

6.4. Expressions With Hyperbolic Functions

No Original function, f (x) Cosine transform, f̌c(u) =
∫ ∞

0
f (x) cos(ux) dx

1
1

cosh(ax)
, a > 0

π

2a cosh
(

1
2 πa–1u

)
2

1

cosh2(ax)
, a > 0

πu

2a2 sinh
(

1
2 πa–1u

)
3

cosh(ax)
cosh(bx)

, |a| < b
π

b

[
cos

(
1
2 πab–1

)
cosh

(
1
2 πb–1u

)
cos

(
πab–1

)
+ cosh

(
πb–1u

) ]

4
1

cosh(ax) + cos b

π sinh
(
a–1bu

)
a sin b sinh

(
πa–1u

)
5 exp

(
–ax2

)
cosh(bx), a > 0

1
2

√
π

a
exp

( b2 – u2

4a

)
cos

( abu

2

)

6
x

sinh(ax)
π2

4a2 cosh2( 1
2 πa–1u

)
7

sinh(ax)
sinh(bx)

, |a| < b
π

2b

sin
(
πab–1

)
cos

(
πab–1

)
+ cosh

(
πb–1u

)
8

1
x

tanh(ax), a > 0 ln
[
coth

(
1
4 πa–1u

)]

6.5. Expressions With Logarithmic Functions

No Original function, f (x) Cosine transform, f̌c(u) =
∫ ∞

0
f (x) cos(ux) dx

1
{

ln x if 0 < x < 1,
0 if 1 < x

–
1
u

Si(u)
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No Original function, f (x) Cosine transform, f̌c(u) =
∫ ∞

0
f (x) cos(ux) dx

2
ln x√

x
–

√
π

2u

[
ln(4u) + C +

π

2

]
,

C = 0.5772 . . . is the Euler constant

3 xν–1 ln x, 0 < ν < 1 Γ(ν) cos
( πν

2

)
u–ν

[
ψ(ν) –

π

2
tan

( πν

2

)
– ln u

]

4 ln
∣∣∣ a + x

a – x

∣∣∣, a > 0
2
u

[
cos(au) Si(au) – sin(au) Ci(au)

]
5 ln

(
1 + a2/x2

)
, a > 0

π

u

(
1 – e–au

)
6 ln

a2 + x2

b2 + x2
, a, b > 0

π

u

(
e–bu – e–au

)

7 e–ax ln x, a > 0 –
aC + 1

2 a ln(u2 + a2) + u arctan(u/a)

u2 + a2

8 ln
(
1 + e–ax

)
, a > 0

a

2u2
–

π

2u sinh
(
πa–1u

)
9 ln

(
1 – e–ax

)
, a > 0

a

2u2
–

π

2u
coth

(
πa–1u

)

6.6. Expressions With Trigonometric Functions

No Original function, f (x) Cosine transform, f̌c(u) =
∫ ∞

0
f (x) cos(ux) dx

1
sin(ax)

x
, a > 0




1
2 π if u < a,
1
4 π if u = a,
0 if u > a

2 xν–1 sin(ax), a > 0, |ν | < 1 π
(u + a)–ν – |u + a|–ν sign(u – a)

4Γ(1 – ν) cos
(

1
2 πν

)
3

x sin(ax)
x2 + b2

, a, b > 0

{ 1
2 πe–ab cosh(bu) if u < a,
– 1

2 πe–bu sinh(ab) if u > a

4
sin(ax)

x(x2 + b2)
, a, b > 0

{ 1
2 πb–2

[
1 – e–ab cosh(bu)

]
if u < a,

1
2 πb–2e–bu sinh(ab) if u > a

5 e–bx sin(ax), a, b > 0
1
2

[ a + u

(a + u)2 + b2
+

a – u

(a – u)2 + b2

]

6
1
x

sin2(ax), a > 0
1
4

ln
∣∣∣1 – 4

a2

u2

∣∣∣
7

1
x2

sin2(ax), a > 0

{
1
4 π(2a – u) if u < 2a,
0 if u > 2a

8
1
x

sin
( a

x

)
, a > 0

π

2
J0

(
2
√

au
)
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No Original function, f (x) Cosine transform, f̌c(u) =
∫ ∞

0
f (x) cos(ux) dx

9
1√
x

sin
(
a
√

x
)

sin
(
b
√

x
)
, a, b > 0

√
π

u
sin

( ab

2u

)
sin

( a2 + b2

4u
–

π

4

)

10 sin
(
ax2

)
, a > 0

√
π

8a

[
cos

( u2

4a

)
– sin

( u2

4a

)]

11 exp
(
–ax2

)
sin

(
bx2

)
, a > 0

√
π

(A2 +B2)1/4
exp

(
–

Au2

A2 +B2

)
sin

(
ϕ–

Bu2

A2 +B2

)
,

A = 4a, B = 4b, ϕ = 1
2 arctan(b/a)

12
1 – cos(ax)

x
, a > 0

1
2

ln
∣∣∣1 –

a2

u2

∣∣∣
13

1 – cos(ax)
x2

, a > 0

{
1
2 π(a – u) if u < a,
0 if u > a

14 xν–1 cos(ax), a > 0, 0 < ν < 1 1
2 Γ(ν) cos

(
1
2 πν

)[
|u – a|–ν + (u + a)–ν

]
15

cos(ax)
x2 + b2

, a, b > 0

{ 1
2 πb–1e–ab cosh(bu) if u < a,
1
2 πb–1e–bu cosh(ab) if u > a

16 e–bx cos(ax), a, b > 0
b

2

[ 1
(a + u)2 + b2

+
1

(a – u)2 + b2

]

17
1√
x

cos
(
a
√

x
) √

π

u
sin

( a2

4u
+

π

4

)

18
1√
x

cos
(
a
√

x
)

cos
(
b
√

x
) √

π

u
cos

( ab

2u

)
sin

( a2 + b2

4u
+

π

4

)

19 exp
(
–bx2

)
cos(ax), b > 0

1
2

√
π

b
exp

(
–
a2 + u2

4b

)
cosh

( au

2b

)

20 cos
(
ax2

)
, a > 0

√
π

8a

[
cos

(
1
4 a–1u2

)
+ sin

(
1
4 a–1u2

)]

21 exp
(
–ax2

)
cos

(
bx2

)
, a > 0

√
π

(A2 +B2)1/4
exp

(
–

Au2

A2 +B2

)
cos

(
ϕ–

Bu2

A2 +B2

)
,

A = 4a, B = 4b, ϕ = 1
2 arctan(b/a)

6.7. Expressions With Special Functions

No Original function, f (x) Cosine transform, f̌c(u) =
∫ ∞

0
f (x) cos(ux) dx

1 Ei(–ax) –
1
u

arctan
( u

a

)

2 Ci(ax)

{
0 if 0 < u < a,
– π

2u if a < u

3 si(ax) –
1

2u
ln

∣∣∣ u + a

u – a

∣∣∣, u ≠ a
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No Original function, f (x) Cosine transform, f̌c(u) =
∫ ∞

0
f (x) cos(ux) dx

4 J0(ax), a > 0

{
1√

a2 – u2
if 0 < u < a,

0 if a < u

5 Jν(ax), a > 0, ν > –1




cos
[
ν arcsin(u/a)

]
√

a2 – u2
if 0 < u < a,

–
aν sin(πν/2)

ξ(u + ξ)ν
if a < u,

where ξ =
√

u2 – a2

6
1
x

Jν(ax), a > 0, ν > 0




ν–1 cos
[
ν arcsin(u/a)

]
if 0 < u < a,

aν cos(πν/2)

ν
(
u +

√
u2 – a2

)ν if a < u

7 x–νJν(ax), a > 0, ν > – 1
2




√
π

(
a2 – u2

)ν–1/2

(2a)νΓ
(
ν + 1

2

) if 0 < u < a,

0 if a < u

8
xν+1Jν(ax),
a > 0, –1 < ν < – 1

2




0 if 0 < u < a,
2ν+1√π aνu

Γ
(
–ν – 1

2

)
(u2 – a2

)ν+3/2
if a < u

9 J0
(
a
√

x
)
, a > 0 1

u
sin

( a2

4u

)

10
1√
x

J1
(
a
√

x
)
, a > 0 4

a
sin2

( a2

8u

)

11 xν/2Jν

(
a
√

x
)
, a > 0, –1 < ν < 1

2

( a

2

)ν

u–ν–1 sin
( a2

4u
–

πν

2

)

12 J0
(
a
√

x2 + b2
) 


cos

(
b
√

a2 – u2
)

√
a2 – u2

if 0 < u < a,

0 if a < u

13 Y0(ax), a > 0

{ 0 if 0 < u < a,

–
1√

u2 – a2
if a < u

14 xνYν(ax), a > 0, |ν | < 1
2




0 if 0 < u < a,

–
(2a)ν

√
π

Γ
(

1
2 – ν

)
(u2 – a2

)ν+1/2
if a < u

15 K0
(
a
√

x2 + b2
)
, a, b > 0

π

2
√

u2 + a2
exp

(
–b
√

u2 + a2
)

©• References for Supplement 6: G. Doetsch (1950, 1956, 1958), H. Bateman and A. Erdélyi (1954), V. A. Ditkin and
A. P. Prudnikov (1965).
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Supplement 7

Tables of Fourier Sine Transforms

7.1. General Formulas

No Original function, f (x) Sine transform, f̌s(u) =
∫ ∞

0
f (x) sin(ux) dx

1 af1(x) + bf2(x) af̌1s(u) + bf̌2s(u)

2 f (ax), a > 0
1
a
f̌s

( u

a

)
3 x2nf (x), n = 1, 2, . . . (–1)n

d2n

du2n
f̌s(u)

4 x2n+1f (ax), n = 0, 1, . . . (–1)n+1 d2n+1

du2n+1
f̌c(u), f̌c(u) =

∫ ∞

0
f (x) cos(xu) dx

5 f (ax) cos(bx), a, b > 0
1

2a

[
f̌s

( u + b

a

)
+ Fs

( u – b

a

)]

7.2. Expressions With Power-Law Functions

No Original function, f (x) Sine transform, f̌s(u) =
∫ ∞

0
f (x) sin(ux) dx

1
{

1 if 0 < x < a,
0 if a < x

1
u

[
1 – cos(au)

]

2

{
x if 0 < x < 1,
2 – x if 1 < x < 2,
0 if 2 < x

4
u2

sin u sin2 u

2

3
1
x

π

2

4
1

a + x
, a > 0 sin(au) Ci(au) – cos(au) si(au)

5
x

a2 + x2
, a > 0

π

2
e–au

6
1

x(a2 + x2)
, a > 0

π

2a2

(
1 – e–au

)
7

a

a2 + (x – b)2
–

a

a2 + (x + b)2 πe–au sin(bu)

8
x + b

a2 + (x + b)2
–

x – b

a2 + (x – b)2 πe–au cos(bu)
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No Original function, f (x) Sine transform, f̌s(u) =
∫ ∞

0
f (x) sin(ux) dx

9
x

(x2 + a2)n
, a > 0, n = 1, 2, . . . πue–au

22n–2(n – 1)! a2n–3

n–2∑
k=0

(2n – k – 4)!
k! (n – k – 2)!

(2au)k

10
x2m+1

(x2 + a)n+1
,

n, m = 0, 1, . . . ; 0 ≤ m ≤ n
(–1)n+m π

2n!
∂n

∂an

(
ame–u

√
a
)

11
1√
x

√
π

2u

12
1

x
√

x

√
2πu

13 x(a2 + x2)–3/2 uK0(au)

14

(√
a2 + x2 – a

)1/2

√
a2 + x2

√
π

2u
e–au

15 x–ν , 0 < ν < 2 cos
(

1
2 πν

)
Γ(1 – ν)uν–1

7.3. Expressions With Exponential Functions

No Original function, f (x) Sine transform, f̌s(u) =
∫ ∞

0
f (x) sin(ux) dx

1 e–ax, a > 0
u

a2 + u2

2 xne–ax, a > 0, n = 1, 2, . . . n!
( a

a2 + u2

)n+1
[n/2]∑
k=0

(–1)kC2k+1
n+1

( u

a

)2k+1

3
1
x

e–ax, a > 0 arctan
u

a

4
√

xe–ax, a > 0
√

π

2
(a2 + u2)–3/4 sin

( 3
2

arctan
u

a

)

5
1√
x

e–ax, a > 0
√

π

2

(√
a2 + u2 – a)1/2

√
a2 + u2

6
1

x
√

x
e–ax, a > 0

√
2π

(√
a2 + u2 – a)1/2

7 xn–1/2e–ax, a > 0, n = 1, 2, . . . (–1)n
√

π

2
∂n

∂an

[ (√
a2 + u2 – a

)1/2

√
a2 + u2

]

8 xν–1e–ax, a > 0, ν > –1 Γ(ν)(a2 + u2)–ν/2 sin
(
ν arctan

u

a

)

9 x–2
(
e–ax – e–bx

)
, a, b > 0 u

2
ln

( u2 + b2

u2 + a2

)
+ b arctan

( u

b

)
– a arctan

( u

a

)
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No Original function, f (x) Sine transform, f̌s(u) =
∫ ∞

0
f (x) sin(ux) dx

10
1

eax + 1
, a > 0

1
2u

–
π

2a sinh(πu/a)

11
1

eax – 1
, a > 0

π

2a
coth

( πu

a

)
–

1
2u

12
ex/2

ex – 1
– 1

2 tanh(πu)

13 x exp
(
–ax2

) √
π

4a3/2
u exp

(
–
u2

4a

)

14
1
x

exp
(
–ax2

) π

2
erf

( u

2
√

a

)

15
1√
x

exp
(

–
a

x

) √
π

2u
e–

√
2au

[
cos

(√
2au

)
+ sin

(√
2au

)]

16
1

x
√

x
exp

(
–
a

x

) √
π

a
e–

√
2au sin

(√
2au

)

7.4. Expressions With Hyperbolic Functions

No Original function, f (x) Sine transform, f̌s(u) =
∫ ∞

0
f (x) sin(ux) dx

1
1

sinh(ax)
, a > 0

π

2a
tanh

(
1
2 πa–1u

)

2
x

sinh(ax)
, a > 0

π2 sinh
(

1
2 πa–1u

)
4a2 cosh2( 1

2 πa–1u
)

3
1
x

e–bx sinh(ax), b > |a| 1
2 arctan

( 2au
u2 + b2 – a2

)

4
1

x cosh(ax)
, a > 0 arctan

[
sinh

(
1
2 πa–1u

)]

5 1 – tanh
(

1
2 ax

)
, a > 0

1
u

–
π

a sinh
(
πa–1u

)
6 coth

(
1
2 ax

)
– 1, a > 0

π

a
coth

(
πa–1u

)
–

1
u

7
cosh(ax)
sinh(bx)

, |a| < b
π

2b

sinh
(
πb–1u

)
cos

(
πab–1

)
+ cosh

(
πb–1u

)

8
sinh(ax)
cosh(bx)

, |a| < b
π

b

sin
(

1
2 πab–1

)
sinh

(
1
2 πb–1u

)
cos

(
πab–1

)
+ cosh

(
πb–1u

)
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7.5. Expressions With Logarithmic Functions

No Original function, f (x) Sine transform, f̌s(u) =
∫ ∞

0
f (x) sin(ux) dx

1
{

ln x if 0 < x < 1,
0 if 1 < x

1
u

[
Ci(u) – ln u – C

]
,

C = 0.5772 . . . is the Euler constant

2
ln x

x
– 1

2 π(ln u + C)

3
ln x√

x
–

√
π

2u

[
ln(4u) + C –

π

2

]

4 xν–1 ln x, |ν | < 1
πu–ν

[
ψ(ν) + π

2 cot
(

πν
2

)
– ln u

]
2Γ(1 – ν) cos

(
πν
2

)
5 ln

∣∣∣ a + x

a – x

∣∣∣, a > 0
π

u
sin(au)

6 ln
(x + b)2 + a2

(x – b)2 + a2
, a, b > 0

2π
u

e–au sin(bu)

7 e–ax ln x, a > 0
a arctan(u/a) – 1

2 u ln(u2 + a2) – eCu

u2 + a2

8
1
x

ln
(
1 + a2x2

)
, a > 0 –π Ei

(
–
u

a

)

7.6. Expressions With Trigonometric Functions

No Original function, f (x) Sine transform, f̌s(u) =
∫ ∞

0
f (x) sin(ux) dx

1
sin(ax)

x
, a > 0

1
2

ln
∣∣∣ u + a

u – a

∣∣∣
2

sin(ax)
x2

, a > 0

{ 1
2 πu if 0 < u < a,
1
2 πa if u > a

3 xν–1 sin(ax), a > 0, –2 < ν < 1 π
|u – a|–ν – |u + a|–ν

4Γ(1 – ν) sin
(

1
2 πν

) , ν ≠ 0

4
sin(ax)
x2 + b2

, a, b > 0

{ 1
2 πb–1e–ab sinh(bu) if 0 < u < a,
1
2 πb–1e–bu sinh(ab) if u > a

5
sin(πx)
1 – x2

{
sin u if 0 < u < π,
0 if u > π

6 e–ax sin(bx), a > 0
a

2

[
1

a2 + (b – u)2
–

1
a2 + (b + u)2

]

7 x–1e–ax sin(bx), a > 0
1
4

ln
(u + b)2 + a2

(u – b)2 + a2

8
1
x

sin2(ax), a > 0




1
4 π if 0 < u < 2a,
1
8 π if u = 2a,
0 if u > 2a
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No Original function, f (x) Sine transform, f̌s(u) =
∫ ∞

0
f (x) sin(ux) dx

9
1
x2

sin2(ax), a > 0
1
4 (u + 2a) ln |u + 2a| + 1

4 (u – 2a) ln |u – 2a|
– 1

2 u ln u

10 exp
(
–ax2

)
sin(bx), a > 0

1
2

√
π

a
exp

(
–
u2 + b2

4a

)
sinh

( bu

2a

)

11
1
x

sin(ax) sin(bx), a ≥ b > 0

{
0 if 0 < u < a – b,
π
4 if a – b < u < a + b,
0 if a + b < u

12 sin
( a

x

)
, a > 0

π
√

a

2
√

u
J1

(
2
√

au
)

13
1√
x

sin
( a

x

)
, a > 0

√
π

8u

[
sin

(
2
√

au
)

– cos
(
2
√

au
)

+ exp
(
–2
√

au
)]

14 exp
(
–a

√
x

)
sin

(
a
√

x
)
, a > 0 a

√
π

8
u–3/2 exp

(
–

a2

2u

)

15
cos(ax)

x
, a > 0




0 if 0 < u < a,
1
4 π if u = a,
1
2 π if a < u

16 xν–1 cos(ax), a > 0, |ν | < 1
π(u + a)–ν – sign(u – a)|u – a|–ν

4Γ(1 – ν) cos
(

1
2 πν

)
17

x cos(ax)
x2 + b2

, a, b > 0

{
– 1

2 πe–ab sinh(bu) if u < a,
1
2 πe–bu cosh(ab) if u > a

18
1 – cos(ax)

x2
, a > 0

u

2
ln

∣∣∣ u2 – a2

u2

∣∣∣ +
a

2
ln

∣∣∣ u + a

u – a

∣∣∣
19

1√
x

cos
(
a
√

x
) √

π

u
cos

( a2

4u
+

π

4

)

20
1√
x

cos
(
a
√

x
)

cos
(
b
√

x
)
, a, b > 0

√
π

u
cos

( ab

2u

)
cos

( a2 + b2

4u
+

π

4

)

7.7. Expressions With Special Functions

No Original function, f (x) Sine transform, f̌s(u) =
∫ ∞

0
f (x) sin(ux) dx

1 erfc(ax), a > 0 1
u

[
1 – exp

(
–

u2

4a2

)]

2 ci(ax), a > 0 –
1

2u
ln

∣∣∣1 –
u2

a2

∣∣∣
3 si(ax), a > 0

{
0 if 0 < u < a,
– 1

2 πu–1 if a < u
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No Original function, f (x) Sine transform, f̌s(u) =
∫ ∞

0
f (x) sin(ux) dx

4 J0(ax), a > 0

{ 0 if 0 < u < a,
1√

u2 – a2
if a < u

5 Jν(ax), a > 0, ν > –2




sin
[
ν arcsin(u/a)

]
√

a2 – u2
if 0 < u < a,

aν cos(πν/2)
ξ(u + ξ)ν

if a < u,

where ξ =
√

u2 – a2

6
1
x

J0(ax), a > 0, ν > 0

{
arcsin(u/a) if 0 < u < a,
π/2 if a < u

7
1
x

Jν(ax), a > 0, ν > –1




ν–1 sin
[
ν arcsin(u/a)

]
if 0 < u < a,

aν sin(πν/2)

ν
(
u +

√
u2 – a2

)ν if a < u

8 xνJν(ax), a > 0, –1 < ν < 1
2




0 if 0 < u < a,√
π(2a)ν

Γ
(

1
2 – ν

)(
u2 – a2

)ν+1/2
if a < u

9 x–1e–axJ0(bx), a > 0 arcsin

(
2u√

(u + b)2 + a2 +
√

(u – b)2 + a2

)

10
J0(ax)
x2 + b2

, a, b > 0

{
b–1 sinh(bu)K0(ab) if 0 < u < a,
0 if a < u

11
xJ0(ax)
x2 + b2

, a, b > 0

{
0 if 0 < u < a,
1
2 πe–buI0(ab) if a < u

12

√
xJ2n+1/2(ax)

x2 + b2
,

a, b > 0, n = 0, 1, 2, . . .

{
(–1)n sinh(bu)K2n+1/2(ab) if 0 < u < a,
0 if a < u

13
xνJν(ax)
x2 + b2

,

a, b > 0, –1 < ν < 5
2

{
bν–1 sinh(bu)Kν(ab) if 0 < u < a,
0 if a < u

14
x1–νJν(ax)

x2 + b2
,

a, b > 0, ν > – 3
2

{
0 if 0 < u < a,
1
2 πb–νe–buIν(ab) if a < u

15 J0
(
a
√

x
)
, a > 0 1

u
cos

( a2

4u

)

16
1√
x

J1
(
a
√

x
)
, a > 0 2

a
sin

( a2

4u

)

17
xν/2Jν

(
a
√

x
)
,

a > 0, –2 < ν < 1
2

aν

2νuν+1
cos

( a2

4u
–

πν

2

)
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No Original function, f (x) Sine transform, f̌s(u) =
∫ ∞

0
f (x) sin(ux) dx

18 Y0(ax), a > 0




2 arcsin(u/a)

π
√

a2 – u2
if 0 < u < a,

2
[
ln

(
u –

√
u2 – a2

)
– ln a

]
π
√

u2 – a2
if a < u

19 Y1(ax), a > 0

{
0 if 0 < u < a,
– u

a
√

u2–a2
if a < u

20 K0(ax), a > 0
ln

(
u +

√
u2 + a2

)
– ln a√

u2 + a2

21 xK0(ax), a > 0
πu

2(u2 + a2)3/2

22 xν+1Kν(ax), a > 0, ν > – 3
2

√
π (2a)νΓ

(
ν + 3

2

)
u(u2 + a2)–ν–3/2

©• References for Supplement 7: G. Doetsch (1950, 1956, 1958), H. Bateman and A. Erdélyi (1954), I. I. Hirschman and
D. V. Widder (1955), V. A. Ditkin and A. P. Prudnikov (1965).
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Supplement 8

Tables of Mellin Transforms

8.1. General Formulas

No Original function, f (x) Mellin transform, f̂ (s) =
∫ ∞

0
f (x)xs–1 dx

1 af1(x) + bf2(x) af̂1(s) + bf̂2(s)

2 f (ax), a > 0 a–s f̂ (s)

3 xaf (x) f̂ (s + a)

4 f (1/x) f̂ (–s)

5 f
(
xβ

)
, β > 0

1
β

f̂
( s

β

)

6 f
(
x–β

)
, β > 0

1
β

f̂
(

–
s

β

)

7 xλf
(
axβ

)
, a, β > 0

1
β

a
– s+λ

β f̂
( s + λ

β

)

8 xλf
(
ax–β

)
, a, β > 0

1
β

a
s+λ
β f̂

(
–

s + λ

β

)

9 f ′
x(x) –(s – 1)f̂ (s – 1)

10 xf ′
x(x) –sf̂ (s)

11 f (n)
x (x) (–1)n

Γ(s)
Γ(s – n)

f̂ (s – n)

12
(
x

d

dx

)n

f (x) (–1)nsnf̂ (s)

13
( d

dx
x
)n

f (x) (–1)n(s – 1)nf̂ (s)

14 xα

∫ ∞

0
tβf1(xt)f2(t) dt f̂1(s + α)f̂2(1 – s – α + β)

15 xα

∫ ∞

0
tβf1

( x

t

)
f2(t) dt f̂1(s + α)f̂2(s + α + β + 1)
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8.2. Expressions With Power-Law Functions

No Original function, f (x) Mellin transform, f̂ (s) =
∫ ∞

0
f (x)xs–1 dx

1

{
x if 0 < x < 1,
2 – x if 1 < x < 2,
0 if 2 < x

{
2(2s – 1)
s(s + 1)

if s ≠ 0,

2 ln 2 if s = 0,
Re s > –1

2
1

x + a
, a > 0

πas–1

sin(πs)
, 0 < Re s < 1

3
1

(x + a)(x + b)
, a, b > 0

π
(
as–1 – bs–1

)
(b – a) sin(πs)

, 0 < Re s < 2

4
x + a

(x + b)(x + c)
, b, c > 0

π

sin(πs)

[( b – a

b – c

)
bs–1 +

( c – a

c – b

)
cs–1

]
,

0 < Re s < 1

5
1

x2 + a2
, a > 0

πas–2

2 sin
(

1
2 πs

) , 0 < Re s < 2

6
1

x2 +2ax cos β +a2
, a > 0, |β| < π –

πas–2 sin
[
β(s – 1)

]
sin β sin(πs)

, 0 < Re s < 2

7
1

(x2 + a2)(x2 + b2)
, a, b > 0

π
(
as–2 – bs–2

)
2(b2 – a2) sin

(
1
2 πs

) , 0 < Re s < 4

8
1

(1 + ax)n+1
, a > 0, n = 1, 2, . . .

(–1)nπ

as sin(πs)
Cn

s–1, 0 < Re s < n + 1

9
1

xn + an
, a > 0, n = 1, 2, . . .

πas–n

n sin(πs/n)
, 0 < Re s < n

10
1 – x

1 – xn
, n = 2, 3, . . .

π sin(π/n)

n sin(πs/n) sin
[
π(s + 1)/n

] , 0 < Re s < n – 1

11
{

xν if 0 < x < 1,
0 if 1 < x

1
s + ν

, Re s > –ν

12
1 – xν

1 – xnν
, n = 2, 3, . . .

π sin(π/n)

nν sin
(

πs
nν

)
sin

[
π(s+ν)

nν

] , 0 < Re s < (n – 1)ν

8.3. Expressions With Exponential Functions

No Original function, f (x) Mellin transform, f̂ (s) =
∫ ∞

0
f (x)xs–1 dx

1 e–ax, a > 0 a–sΓ(s), Re s > 0

2

{
e–bx if 0 < x < a,
0 if a < x,

b > 0 b–sγ(s, ab), Re s > 0

3

{
0 if 0 < x < a,
e–bx if a < x,

b > 0 b–sΓ(s, ab)

4
e–ax

x + b
, a, b > 0 eabbs–1Γ(s)Γ(1 – s, ab), Re s > 0

5 exp
(
–axβ

)
, a, β > 0 β–1a–s/βΓ(s/β), Re s > 0
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No Original function, f (x) Mellin transform, f̂ (s) =
∫ ∞

0
f (x)xs–1 dx

6 exp
(
–ax–β

)
, a, β > 0 β–1as/βΓ(–s/β), Re s < 0

7 1 – exp
(
–axβ

)
, a, β > 0 –β–1a–s/βΓ(s/β), –β < Re s < 0

8 1 – exp
(
–ax–β

)
, a, β > 0 –β–1as/βΓ(–s/β), 0 < Re s < β

8.4. Expressions With Logarithmic Functions

No Original function, f (x) Mellin transform, f̂ (s) =
∫ ∞

0
f (x)xs–1 dx

1
{

ln x if 0 < x < a,
0 if a < x

s ln a – 1
s2as

, Re s > 0

2 ln(1 + ax), a > 0
π

sas sin(πs)
, –1 < Re s < 0

3 ln |1 – x|
π

s
cot(πs), –1 < Re s < 0

4
ln x

x + a
, a > 0

πas–1
[
ln a – π cot(πs)

]
sin(πs)

, 0 < Re s < 1

5
ln x

(x + a)(x + b)
, a, b > 0

π
[
as–1 ln a – bs–1 ln b – π cot(πs)(as–1 – bs–1)

]
(b – a) sin(πs)

,

0 < Re s < 1

6
{

xν ln x if 0 < x < 1,
0 if 1 < x

–
1

(s + ν)2
, Re s > –ν

7
ln2 x

x + 1

π3
[
2 – sin2(πs)

]
sin3(πs)

, 0 < Re s < 1

8

{
lnν–1 x if 0 < x < 1,
0 if 1 < x

Γ(ν)(–s)–ν , Re s < 0, ν > 0

9 ln
(
x2 + 2x cos β + 1

)
, |β| < π

2π cos(βs)
s sin(πs)

, –1 < Re s < 0

10 ln
∣∣∣ 1 + x

1 – x

∣∣∣ π

s
tan

(
1
2 πs

)
, –1 < Re s < 1

11 e–x lnn x, n = 1, 2, . . .
dn

dsn
Γ(s), Re s > 0

8.5. Expressions With Trigonometric Functions

No Original function, f (x) Mellin transform, f̂ (s) =
∫ ∞

0
f (x)xs–1 dx

1 sin(ax), a > 0 a–sΓ(s) sin
(

1
2 πs

)
, –1 < Re s < 1

2 sin2(ax), a > 0 –2–s–1a–sΓ(s) cos
(

1
2 πs

)
, –2 < Re s < 0

3 sin(ax) sin(bx), a, b > 0, a ≠ b
1
2 Γ(s) cos

(
1
2 πs

)[
|b – a|–s – (b + a)–s

]
,

–2 < Re s < 1
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No Original function, f (x) Mellin transform, f̂ (s) =
∫ ∞

0
f (x)xs–1 dx

4 cos(ax), a > 0 a–sΓ(s) cos
(

1
2 πs

)
, 0 < Re s < 1

5 sin(ax) cos(bx), a, b > 0
Γ(s)

2
sin

( πs

2

)[
(a + b)–s + |a – b|–s sign(a – b)

]
,

–1 < Re s < 1

6 e–ax sin(bx), a > 0
Γ(s) sin

[
s arctan(b/a)

]
(a2 + b2)s/2

, –1 < Re s

7 e–ax cos(bx), a > 0
Γ(s) cos

[
s arctan(b/a)

]
(a2 + b2)s/2

, 0 < Re s

8
{

sin(a ln x) if 0 < x < 1,
0 if 1 < x

–
a

s2 + a2
, Re s > 0

9
{

cos(a ln x) if 0 < x < 1,
0 if 1 < x

s

s2 + a2
, Re s > 0

10 arctan x –
π

2s cos
(

1
2 πs

) , –1 < Re s < 0

11 arccot x
π

2s cos
(

1
2 πs

) , 0 < Re s < 1

8.6. Expressions With Special Functions

No Original function, f (x) Mellin transform, f̂ (s) =
∫ ∞

0
f (x)xs–1 dx

1 erfc x
Γ
(

1
2 s + 1

2

)
√

π s
, Re s > 0

2 Ei(–x) –s–1Γ(s), Re s > 0

3 Si(x) –s–1 sin
(

1
2 πs

)
Γ(s), –1 < Re s < 0

4 si(x) –4s–1 sin
(

1
2 πs

)
Γ(s), –1 < Re s < 0

5 Ci(x) –s–1 cos
(

1
2 πs

)
Γ(s), 0 < Re s < 1

6 Jν(ax), a > 0
2s–1Γ

(
1
2 ν + 1

2 s
)

asΓ
(

1
2 ν – 1

2 s + 1
) , –ν < Re s < 3

2

7 Yν(ax), a > 0 –
2s–1

πas
Γ
( s

2
+

ν

2

)
Γ
( s

2
–

ν

2

)
cos

[ π(s – ν)
2

]
,

|ν | < Re s < 3
2

8 e–axIν(ax), a > 0
Γ(1/2 – s)Γ(s + ν)√
π (2a)sΓ(1 + ν – s)

, –ν < Re s < 1
2

9 Kν(ax), a > 0 2s–2

as
Γ
( s

2
+

ν

2

)
Γ
( s

2
–

ν

2

)
, |ν | < Re s

10 e–axKν(ax), a > 0
√

π Γ(s – ν)Γ(s + ν)
(2a)sΓ(s + 1/2)

, |ν | < Re s

©• References for Supplement 8: H. Bateman and A. Erdélyi (1954), V. A. Ditkin and A. P. Prudnikov (1965).
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Supplement 9

Tables of Inverse Mellin Transforms

See Section 8.1 of Supplement 8 for general formulas.

9.1. Expressions With Power-Law Functions

No Direct transform, f̂ (s) Inverse transform, f (x) =
1

2πi

∫ σ+i∞

σ–i∞
f̂ (s)x–s ds

1
1
s

, Re s > 0
{

1 if 0 < x < 1,
0 if 1 < x

2
1
s

, Re s < 0
{

0 if 0 < x < 1,
–1 if 1 < x

3
1

s + a
, Re s > –a

{
xa if 0 < x < 1,
0 if 1 < x

4
1

s + a
, Re s < –a

{
0 if 0 < x < 1,
–xa if 1 < x

5
1

(s + a)2
, Re s > –a

{
–xa ln x if 0 < x < 1,
0 if 1 < x

6
1

(s + a)2
, Re s < –a

{
0 if 0 < x < 1,
xa ln x if 1 < x

7
1

(s + a)(s + b)
, Re s > –a, –b

{
xa – xb

b – a
if 0 < x < 1,

0 if 1 < x

8
1

(s + a)(s + b)
, –a < Re s < –b




xa

b – a
if 0 < x < 1,

xb

b – a
if 1 < x

9
1

(s + a)(s + b)
, Re s < –a, –b

{
0 if 0 < x < 1,
xb – xa

b – a
if 1 < x

10
1

(s + a)2 + b2
, Re s > –a

{
1
b
xa sin

(
b ln

1
x

)
if 0 < x < 1,

0 if 1 < x

11
s + a

(s + a)2 + b2
, Re s > –a

{
xa cos(b ln x) if 0 < x < 1,
0 if 1 < x
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No Direct transform, f̂ (s) Inverse transform, f (x) =
1

2πi

∫ σ+i∞

σ–i∞
f̂ (s)x–s ds

12
√

s2 – a2 – s, Re s > |a|
{

–
a

ln x
I1(–a ln x) if 0 < x < 1,

0 if 1 < x

13

√
s + a

s – a
– 1, Re s > |a|

{
aI0(–a ln x) + aI1(–a ln x) if 0 < x < 1,
0 if 1 < x

14 (s + a)–ν , Re s > –a, ν > 0

{
1

Γ(ν)
xa(– ln x)ν–1 if 0 < x < 1,

0 if 1 < x

15
s–1(s + a)–ν ,
Re s > 0, Re s > –a, ν > 0

{
a–ν

[
Γ(ν)

]–1
γ(ν, –a ln x) if 0 < x < 1,

0 if 1 < x

16 s–1(s + a)–ν ,
–a < Re s < 0, ν > 0

{
–a–ν

[
Γ(ν)

]–1Γ(ν, –a ln x) if 0 < x < 1,
–a–ν if 1 < x

17 (s2 – a2)–ν , Re s > |a|, ν > 0

{ √
π (– ln x)ν–1/2Iν–1/2(–a ln x)

Γ(ν)(2a)ν–1/2
if 0 < x < 1,

0 if 1 < x

18 (a2 – s2)–ν , Re s < |a|, ν > 0




(– ln x)ν–1/2Kν–1/2(–a ln x)√
π Γ(ν)(2a)ν–1/2

if 0 < x < 1,

(ln x)ν–1/2Kν–1/2(a ln x)√
π Γ(ν)(2a)ν–1/2

if 1 < x

9.2. Expressions With Exponential and Logarithmic
Functions

No Direct transform, f̂ (s) Inverse transform, f (x) =
1

2πi

∫ σ+i∞

σ–i∞
f̂ (s)x–s ds

1 exp(as2), a > 0
1

2
√

πa
exp

(
–

ln2 x

4a

)

2 s–νe–a/s , Re s > 0; a, ν > 0




∣∣∣ a

ln x

∣∣∣ 1–ν
2

Jν–1
(
2
√

a|ln x|
)

if 0 < x < 1,

0 if 1 < x

3 exp
(
–
√

as
)
, Re s > 0, a > 0




(a/π)1/2

2|ln x|3/2
exp

(
–

a

4|ln x|

)
if 0 < x < 1,

0 if 1 < x

4
1
s

exp
(
–a

√
s
)
, Re s > 0

{
erfc

( a

2
√

|ln x|

)
if 0 < x < 1,

0 if 1 < x

5
1
s

[
exp

(
–a

√
s
)

– 1
]
, Re s > 0

{
– erf

( a

2
√

|ln x|

)
if 0 < x < 1,

0 if 1 < x
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No Direct transform, f̂ (s) Inverse transform, f (x) =
1

2πi

∫ σ+i∞

σ–i∞
f̂ (s)x–s ds

6
√

s exp
(
–
√

as
)
, Re s > 0




a – 2|ln x|
4
√

π|ln x|5
exp

(
–

a

4|ln x|

)
if 0 < x < 1,

0 if 1 < x

7
1√
s

exp
(
–
√

as
)
, Re s > 0




1√
π|ln x|

exp
(

–
a

4|ln x|

)
if 0 < x < 1,

0 if 1 < x

8 ln
s + a

s + b
, Re s > –a, –b

{
xa – xb

ln x
if 0 < x < 1,

0 if 1 < x

9 s–ν ln s, Re s > 0, ν > 0

{
|ln x|ν–1 ψ(ν) – ln |ln x|

Γ(ν)
if 0 < x < 1,

0 if 1 < x

9.3. Expressions With Trigonometric Functions

No Direct transform, f̂ (s) Inverse transform, f (x) =
1

2πi

∫ σ+i∞

σ–i∞
f̂ (s)x–s ds

1
π

sin(πs)
, 0 < Re s < 1 1

x + 1

2
π

sin(πs)
, –n < Re s < 1 – n,

n = . . . , –1, 0, 1, 2, . . .
(–1)n

xn

x + 1

3
π2

sin2(πs)
, 0 < Re s < 1

ln x

x – 1

4
π2

sin2(πs)
, n < Re s < n + 1,

n = . . . , –1, 0, 1, 2, . . .

ln x

xn(x – 1)

5
2π3

sin3(πs)
, 0 < Re s < 1 π2 + ln2 x

x + 1

6
2π3

sin3(πs)
, n < Re s < n + 1,

n = . . . , –1, 0, 1, 2, . . .

π2 + ln2 x

(–x)n(x + 1)

7 sin
(
s2/a

)
, a > 0

1
2

√
a

π
sin

(
1
4 a|ln x|2 – 1

4 π
)

8
π

cos(πs)
, – 1

2 < Re s < 1
2

√
x

x + 1

9
π

cos(πs)
, n – 1

2 < Re s < n + 1
2

n = . . . , –1, 0, 1, 2, . . .
(–1)n

x1/2–n

x + 1

10
cos(βs)
s cos(πs)

, –1 < Re s < 0, |β| < π
1

2π
ln(x2 + 2x cos β + 1)
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No Direct transform, f̂ (s) Inverse transform, f (x) =
1

2πi

∫ σ+i∞

σ–i∞
f̂ (s)x–s ds

11 cos
(
s2/a

)
, a > 0

1
2

√
a

π
cos

(
1
4 a|ln x|2 – 1

4 π
)

12 arctan
( a

s + b

)
, Re s > –b




xb

|ln x|
sin

(
a|ln x|

)
if 0 < x < 1,

0 if 1 < x

9.4. Expressions With Special Functions

No Direct transform, f̂ (s) Inverse transform, f (x) =
1

2πi

∫ σ+i∞

σ–i∞
f̂ (s)x–s ds

1 Γ(s), Re s > 0 e–x

2 Γ(s), –1 < Re s < 0 e–x – 1

3 sin
(

1
2 πs

)
Γ(s), –1 < Re s < 1 sin x

4
sin(as)Γ(s),
Re s > –1, |a| <

π

2
exp(–x cos a) sin(x sin a)

5 cos
(

1
2 πs

)
Γ(s), 0 < Re s < 1 cos x

6 cos
(

1
2 πs

)
Γ(s), –2 < Re s < 0 –2 sin2(x/2)

7 cos(as)Γ(s), Re s > 0, |a| <
π

2
exp(–x cos a) cos(x sin a)

8
Γ(s)

cos(πs)
, 0 < Re s <

1
2

ex erfc
(√

x
)

9
Γ(a + s)Γ(b – s),
–a < Re s < b, a + b > 0 Γ(a + b)xa(x + 1)–a–b

10
Γ(a + s)Γ(b + s),
Re s > –a, –b

2x(a+b)/2Ka–b

(
2
√

x
)

11
Γ(s)

Γ(s + ν)
, Re s > 0, ν > 0

{
(1 – x)ν–1

Γ(ν)
if 0 < x < 1,

0 if 1 < x

12
Γ(1 – ν – s)

Γ(1 – s)
,

Re s < 1 – ν, ν > 0

{ 0 if 0 < x < 1,
(x – 1)ν–1

Γ(ν)
if 1 < x

13

Γ(s)
Γ(ν – s + 1)

,

0 < Re s <
ν

2
+

3
4

x–ν/2Jν

(
2
√

x
)

14
Γ(s + ν)Γ(s – ν)

Γ(s + 1/2)
, Re s > |ν | π–1/2e–x/2Kν(x/2)
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No Direct transform, f̂ (s) Inverse transform, f (x) =
1

2πi

∫ σ+i∞

σ–i∞
f̂ (s)x–s ds

15
Γ(s + ν)Γ(1/2 – s)

Γ(1 + ν – s)
,

–ν < Re s < 1
2

π1/2e–x/2Iν(x/2)

16
ψ(s + a) – ψ(s + b),
Re s > –a, –b

{
xb – xa

1 – x
if 0 < x < 1,

0 if 1 < x

17 Γ(s)ψ(s), Re s > 0 e–x ln x

18 Γ(s, a), a > 0
{

0 if 0 < x < a,
e–x if a < x

19 Γ(s)Γ(1 – s, a), Re s > 0, a > 0 (x + 1)–1e–a(x+1)

20 γ(s, a), Re s > 0, a > 0
{

e–x if 0 < x < a,
0 if a < x

21 J0
(
a
√

b2 – s2
)
, a > 0




0 if 0 < x < e–a,
cos

(
b
√

a2 – ln2 x
)

π
√

a2 – ln2 x
if e–a < x < ea,

0 if ea < x

22 s–1I0(s), Re s > 0

{
1 if 0 < x < e–1,
π–1 arccos(ln x) if e–1 < x < e,
0 if e < x

23 Iν(s), Re s > 0




–
2ν sin(πν)

πF (x)
√

ln2 x – 1
if 0 < x < e–1,

cos
[
ν arccos(ln x)

]
π
√

1 – ln2 x
if e–1 < x < e,

0 if e < x,
F (x) =

(√
–1 – ln x +

√
1 – ln x

)2ν

24 s–1Iν(s), Re s > 0




2ν sin(πν)
πνF (x)

if 0 < x < e–1,

sin
[
ν arccos(ln x)

]
πν

if e–1 < x < e,

0 if e < x,
F (x) =

(√
–1 – ln x +

√
1 – ln x

)2ν

25 s–νIν(s), Re s > – 1
2




0 if 0 < x < e–1,
(1 – ln2 x)ν–1/2

√
π 2νΓ(ν + 1/2)

if e–1 < x < e,

0 if e < x

26 s–1K0(s), Re s > 0

{
Arcosh(– ln x) if 0 < x < e–1,
0 if e–1 < x

27 s–1K1(s), Re s > 0

{√
ln2 x – 1 if 0 < x < e–1,

0 if e–1 < x
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No Direct transform, f̂ (s) Inverse transform, f (x) =
1

2πi

∫ σ+i∞

σ–i∞
f̂ (s)x–s ds

28 Kν(s), Re s > 0




cosh
[
ν Arcosh(– ln x)

]
√

ln2 x – 1
if 0 < x < e–1,

0 if e–1 < x

29 s–1Kν(s), Re s > 0

{
1
ν

sinh
[
ν Arcosh(– ln x)

]
if 0 < x < e–1,

0 if e–1 < x

30 s–νKν(s), Re s > 0, ν > – 1
2




√
π (ln2 x – 1)ν–1/2

2νΓ(ν + 1/2)
if 0 < x < e–1,

0 if e–1 < x

©• References for Supplement 9: H. Bateman and A. Erdélyi (1954), V. A. Ditkin and A. P. Prudnikov (1965).
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Supplement 10

Special Functions and Their Properties

Throughout Supplement 10 it is assumed that n is a positive integer, unless otherwise specified.

10.1. Some Symbols and Coefficients

� Factorial
0! = 1! = 1, n! = 1 ⋅ 2 ⋅ 3 . . . (n – 1)n, n = 2, 3, . . . ,

(2n)!! = 2 ⋅ 4 ⋅ 6 . . . (2n – 2)(2n) = 2nn!,

(2n + 1)!! = 1 ⋅ 3 ⋅ 5 . . . (2n – 1)(2n + 1) =
2n+1

√
π

Γ
(
n +

3
2

)
,

n!! =

{
(2k)!! if n = 2k,
(2k + 1)!! if n = 2k + 1,

0!! = 1.

� Binomial coefficients

Ck
n =

n!
k!(n – k)!

, where k = 1, . . . , n,

Ck
a = (–1)k

(–a)k
k!

=
a(a – 1) . . . (a – k + 1)

k!
, where k = 1, 2, . . .

General case:

Cb
a =

Γ(a + 1)
Γ(b + 1)Γ(a – b + 1)

, where Γ(x) is the gamma function.

Properties:

C0
a = 1, Ck

n = 0 for k = –1, –2, . . . or k > n,

Cb+1
a =

a

b + 1
Cb

a–1 =
a – b

b + 1
Cb

a, Cb
a + Cb+1

a = Cb+1
a+1,

Cn
–1/2 =

(–1)n

22n
Cn

2n = (–1)n
(2n – 1)!!

(2n)!!
,

Cn
1/2 =

(–1)n–1

n22n–1
Cn–1

2n–2 =
(–1)n–1

n

(2n – 3)!!
(2n – 2)!!

,

C2n+1
n+1/2 = (–1)n2–4n–1Cn

2n, Cn
2n+1/2 = 2–2nC2n

4n+1,

C1/2
n =

22n+1

πCn
2n

, Cn/2
n =

22n

π
C (n–1)/2

n .
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� Pochhammer symbol (k = 1, 2, . . . )

(a)n = a(a + 1) . . . (a + n – 1) =
Γ(a + n)

Γ(a)
= (–1)n

Γ(1 – a)
Γ(1 – a – n)

,

(a)0 = 1, (a)n+k = (a)n(a + n)k, (n)k =
(n + k – 1)!

(n – 1)!
,

(a)–n =
Γ(a – n)

Γ(a)
=

(–1)n

(1 – a)n
, where a ≠ 1, . . . , n;

(1)n = n!, (1/2)n = 2–2n (2n)!
n!

, (3/2)n = 2–2n (2n + 1)!
n!

,

(a + mk)nk =
(a)mk+nk

(a)mk
, (a + n)n =

(a)2n

(a)n
, (a + n)k =

(a)k(a + k)n
(a)n

.

� Bernoulli numbers, Bn

Definition:
x

ex – 1
=

∞∑
n=0

Bn
xn

n!
.

The numbers:

B0 = 1, B1 = – 1
2 , B2 = 1

6 , B4 = – 1
30 , B6 = 1

42 , B8 = – 1
30 , B10 = 5

66 , . . . ,

B2m+1 = 0 for m = 1, 2, . . .

10.2. Error Functions and Integral Exponent

� Error function and complementary error function (probability integrals)
Definitions:

erf x =
2√
π

∫ x

0
exp(–t2) dt, erfc x = 1 – erf x =

2√
π

∫ ∞

x

exp(–t2) dt.

Expansion of erf x into series in powers of x as x → 0:

erf x =
2√
π

∞∑
k=0

(–1)k
x2k+1

(k)!(2k + 1)
=

2√
π

exp
(
–x2

) ∞∑
k=0

2kx2k+1

2k + 1)!!
.

Asymptotic expansion of erfc x as x → ∞:

erfc x =
1√
π

exp
(
–x2

)[ M–1∑
m=0

(–1)m
(

1
2

)
m

x2m+1
+ O

(
|x|–2M–1

)]
, M = 1, 2, . . .

� Integral exponent
Definition:

Ei(x) =
∫ x

–∞

et

t
dt for x < 0,

Ei(x) = lim
ε→+0

(∫ –ε

–∞

et

t
dt +

∫ x

ε

et

t
dt

)
for x > 0.
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Other integral representations:

Ei(–x) = –e–x

∫ ∞

0

x sin t + t cos t

x2 + t2
dt for x > 0,

Ei(–x) = e–x

∫ ∞

0

x sin t – t cos t

x2 + t2
dt for x < 0,

Ei(–x) = –x
∫ ∞

1
e–xt ln t dt for x > 0.

Expansion into series in powers of x as x → 0:

Ei(x) =




C + ln(–x) +
∞∑
k=1

xk

k ⋅ k!
if x < 0,

C + ln x +
∞∑
k=1

xk

k ⋅ k!
if x > 0,

where C = 0.5572 . . . is the Euler constant.
Asymptotic expansion as x → ∞:

Ei(–x) = e–x
n∑

k=1

(–1)k
(k – 1)!

xk
+ Rn, Rn <

n!
xn

.

� Integral logarithm
Definition:

li(x) =




∫ x

0

dt

ln t
= Ei(ln x) if 0 < x < 1,

lim
ε→+0

(∫ 1–ε

0

dt

ln t
+

∫ x

1+ε

dt

ln t

)
if x > 1.

For small x,
li(x) ≈

x

ln(1/x)
.

Asymptotic expansion as x → 1:

li(x) = C + ln |ln x| +
∞∑
k=1

lnk x

k ⋅ k!
.

10.3. Integral Sine and Integral Cosine. Fresnel Integrals

� Integral sine
Definition:

Si(x) =
∫ x

0

sin t

t
dt, si(x) = –

∫ ∞

x

sin t

t
dt = Si(x) –

π

2
.

Specific values:

Si(0) = 0, Si(∞) =
π

2
, si(∞) = 0.

Properties:

Si(–x) = – Si(x), si(x) + si(–x) = –π, lim
x→–∞

si(x) = –π.
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Expansion into series in powers of x as x → 0:

Si(x) =
∞∑
k=1

(–1)k+1x2k–1

(2k – 1) (2k – 1)!
.

Asymptotic expansion as x → ∞:

si(x) = – cos x

[ M–1∑
m=0

(–1)m(2m)!
x2m+1

+ O
(
|x|–2M–1

)]
+ sin x

[ N–1∑
m=1

(–1)m(2m – 1)!
x2m

+ O
(
|x|–2N

)]
,

where M , N = 1, 2, . . .

� Integral cosine
Definition:

Ci(x) = –
∫ ∞

x

cos t

t
dt = C + ln x +

∫ x

0

cos t – 1
t

dt, C = 0.5572 . . .

Expansion into series in powers of x as x → 0:

Ci(x) = C + ln x +
∞∑
k=1

(–1)kx2k

2k (2k)!
.

Asymptotic expansion as x → ∞:

Ci(x) = cos x

[ M–1∑
m=1

(–1)m(2m – 1)!
x2m

+ O
(
|x|–2M

)]
+ sin x

[ N–1∑
m=0

(–1)m(2m)!
x2m+1

+ O
(
|x|–2N–1

)]
,

where M , N = 1, 2, . . .

� Fresnel integrals
Definitions:

S(x) =
1√
2π

∫ x

0

sin t√
t

dt =

√
2
π

∫ √
x

0
sin t2, dt,

C(x) =
1√
2π

∫ x

0

cos t√
t

dt =

√
2
π

∫ √
x

0
cos t2 dt.

Expansion into series in powers of x as x → 0:

S(x) =

√
2
π

x

∞∑
k=0

(–1)kx2k+1

(4k + 3) (2k + 1)!
,

C(x) =

√
2
π

x

∞∑
k=0

(–1)kx2k

(4k + 1) (2k)!
.

Asymptotic expansion as x → ∞:

S(x) =
1
2

–
cos x√

2πx
P (x) –

sin x√
2πx

Q(x),

C(x) =
1
2

+
sin x√

2πx
P (x) –

cos x√
2πx

Q(x),

P (x) = 1 –
1 ⋅ 3
(2x)2

+
1 ⋅ 3 ⋅ 5 ⋅ 7

(2x)4
– · · · , Q(x) =

1
2x

–
1 ⋅ 3 ⋅ 5
(2x)3

+ · · · .
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10.4. Gamma Function. Beta Function

� Definition. Integral representations
The gamma function, Γ(z), is an analytic function of the complex argument z everywhere,

except for the points z = 0, –1, –2, . . .
For Re z > 0,

Γ(z) =
∫ ∞

0
tz–1e–t dt.

For –(n + 1) < Re z < –n, where n = 0, 1, 2, . . . ,

Γ(z) =
∫ ∞

0

[
e–t –

n∑
m=0

(–1)m

m!

]
tz–1 dt.

� Euler formula

Γ(z) = lim
n→∞

n! nz

z(z + 1) . . . (z + n)
(z ≠ 0, –1, –2, . . . ).

� Simplest properties

Γ(z + 1) = zΓ(z), Γ(n + 1) = n!, Γ(1) = Γ(2) = 1.

� Symmetry formulas

Γ(z)Γ(–z) = –
π

z sin(πz)
, Γ(z)Γ(1 – z) =

π

sin(πz)
,

Γ
( 1

2
+ z

)
Γ
( 1

2
– z

)
=

π

cos(πz)
.

� Multiple argument formulas

Γ(2z) =
22z–1

√
π

Γ(z)Γ
(
z +

1
2

)
,

Γ(3z) =
33z–1/2

2π
Γ(z)Γ

(
z +

1
3

)
Γ
(
z +

2
3

)
,

Γ(nz) = (2π)(1–n)/2nnz–1/2
n–1∏
k=0

Γ
(
z +

k

n

)
.

� Fractional values of the argument

Γ
( 1

2

)
=
√

π,

Γ
(

–
1
2

)
= –2

√
π,

Γ
(
n +

1
2

)
=

√
π

2n
(2n – 1)!!,

Γ
( 1

2
– n

)
= (–1)n

2n
√

π

(2n – 1)!!
.

� Asymptotic expansion (Stirling formula)

Γ(z) =
√

2π e–zzz–1/2
[
1 + 1

12 z–1 + 1
288 z–2 + O(z–3)

]
(|arg |z < π).
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� Logarithmic derivative of the gamma function
Definition:

ψ(z) =
ln Γ(z)

dz
=

Γ′
z(z)

Γ(z)
.

Functional relations:

ψ(z) – ψ(1 + z) = –
1
z

,

ψ(z) – ψ(1 – z) = –π cot(πz),

ψ(z) – ψ(–z) = –π cot(πz) –
1
z

,

ψ
(

1
2 + z

)
– ψ

(
1
2 – z

)
= π tan(πz),

ψ(mz) = ln m +
1
m

m–1∑
k=0

ψ
(
z +

k

m

)
.

Integral representations (Re z > 0):

ψ(z) =
∫ ∞

0

[
e–t – (1 + t)–z

]
t–1 dt,

ψ(z) = ln z +
∫ ∞

0

[
t–1 – (1 – e–t)–1

]
e–tz dt,

ψ(z) = –C +
∫ 1

0

1 – tz–1

1 – t
dt,

where C = –ψ(1) = 0.5572 . . . is the Euler constant.
Values for integer argument:

ψ(1) = –C, ψ(n) = –C +
n–1∑
k=1

k–1 (n = 2, 3, . . . )

� Beta function
Definition:

B(x, y) =
∫ 1

0
tx–1(1 – t)y–1 dt,

where Re x > 0 and Re y > 0.
Relationship with the gamma function:

B(x, y) =
Γ(x)Γ(y)
Γ(x + y)

.

10.5. Incomplete Gamma Function

� Definitions. Integral representations

γ(α, x) =
∫ x

0
e–ttα–1 dt, Re α > 0,

Γ(α, x) =
∫ ∞

x

e–ttα–1 dt = Γ(α) – γ(α, x).
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� Recurrent formulas
γ(α + 1, x) = αγ(α, x) – xαe–x,

Γ(α + 1, x) = αΓ(α, x) + xαe–x.

� Asymptotic expansions as x → 0:

γ(α, x) =
∞∑
n=0

(–1)nxα+n

n! (α + n)
,

Γ(α, x) = Γ(α) –
∞∑
n=0

(–1)nxα+n

n! (α + n)
.

� Asymptotic expansions as x → ∞:

γ(α, x) = Γ(α) – xα–1e–x

[ M–1∑
m=0

(1 – α)m
(–x)m

+ O
(
|x|–M

)]
,

Γ(α, x) = xα–1e–x

[ M–1∑
m=0

(1 – α)m
(–x)m

+ O
(
|x|–M

)] (
– 3

2 π < arg x < 3
2

)
.

� Integral functions related to the gamma function:

erf x =
1√
π

γ
( 1

2
, x2

)
, erfc x =

1√
π

Γ
( 1

2
, x2

)
, Ei(–x) = –Γ(0, x).

� Incomplete beta function:

Bx(p, q) =
∫ 1

0
tp–1(1 – t)q–1 dt,

where Re x > 0 and Re y > 0.

10.6. Bessel Functions

� Definition and basic formulas
The Bessel function of the first kind, Jν(x), and the Bessel function of the second kind, Yν(x)

(also called the Neumann function), are solutions of the Bessel equation

x2y′′xx + xy′x + (x2 – ν2)y = 0

and are defined by the formulas

Jν(x) =
∞∑
k=0

(–1)k(x/2)ν+2k

k! Γ(ν + k + 1)
, Yν(x) =

Jν(x) cos πν – J–ν(x)
sin πν

. (1)

The formula for Yν(x) is valid for ν ≠ 0, ±1, ±2, . . . (the cases ν ≠ 0, ±1, ±2, . . . are discussed in
what follows).

The general solution of the Bessel equation has the form Zν(x) = C1Jν(x) + C2Yν(x) and is
called the cylinder function.
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The Bessel functions possess the properties

2νZν(x) = x[Zν–1(x) + Zν+1(x)],
d

dx
Zν(x) =

1
2

[Zν–1(x) – Zν+1(x)] = ±
[ ν

x
Zν(x) – Zν±1(x)

]
,

d

dx
[xνZν(x)] = xνZν–1(x),

d

dx
[x–νZν(x)] = –x–νZν+1(x),(

1
x

d

dx

)n

[xνJν(x)] = xν–nJν–n(x),

(
1
x

d

dx

)n

[x–νJν(x)] = (–1)nx–ν–nJν+n(x),

J–n(x) = (–1)nJn(x), Y–n(x) = (–1)nYn(x), n = 0, 1, 2, . . .

� The Bessel functions for ν = ±n ± 1
2 ; n = 0, 1, . . .

J1/2(x) =

√
2
πx

sin x,

J3/2(x) =

√
2
πx

(
1
x

sin x – cos x

)
,

J–1/2(x) =

√
2
πx

cos x,

J–3/2(x) =

√
2
πx

(
–

1
x

cos x – sin x

)
,

Jn+1/2(x) =

√
2
πx

[
sin

(
x –

nπ

2

) [n/2]∑
k=0

(–1)k(n + 2k)!
(2k)! (n – 2k)! (2x)2k

+ cos
(
x –

nπ

2

) [(n–1)/2]∑
k=0

(–1)k(n + 2k + 1)!
(2k + 1)! (n – 2k – 1)! (2x)2k+1

]
,

J–n–1/2(x) =

√
2
πx

[
cos

(
x +

nπ

2

) [n/2]∑
k=0

(–1)k(n + 2k)!
(2k)! (n – 2k)! (2x)2k

– sin
(
x +

nπ

2

) [(n–1)/2]∑
k=0

(–1)k(n + 2k + 1)!
(2k + 1)! (n – 2k – 1)! (2x)2k+1

]
,

Y1/2(x) = –

√
2
πx

cos x,

Yn+1/2(x) = (–1)n+1J–n–1/2(x),

Y–1/2(x) =

√
2
πx

sin x,

Y–n–1/2(x) = (–1)nJn+1/2(x).

� The Bessel functions for ν = ±n; n = 0, 1, 2, . . .
Let ν = n be an arbitrary integer. The relations

J–n(x) = (–1)nJn(x), Y–n(x) = (–1)nYn(x)

are valid. The function Jn(x) is given by the first formula in (1) with ν = n, and Yn(x) can be
obtained from the second formula in (1) by proceeding to the limit ν → n. For nonnegative n, Yn(x)
can be represented in the form

Yn(x)=
2
π

Jn(x) ln
x

2
–

1
π

n–1∑
k=0

(n – k – 1)!
k!

( 2
x

)n–2k

–
1
π

∞∑
k=0

(–1)k
( x

2

)n+2k ψ(k + 1) + ψ(n + k + 1)
k! (n + k)!

,

where ψ(1) = –C, ψ(n) = –C +
n–1∑
k=1

k–1, C = 0.5572 . . . is the Euler constant, ψ(x) = [ln Γ(x)]′x is the

logarithmic derivative of the gamma function.
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� Wronskians and similar formulas

W (Jν , J–ν) = –
2
πx

sin(πν), W (Jν , Yν) =
2
πx

,

Jν(x)J–ν+1(x) + J–ν(x)Jν–1(x) =
2 sin(πν)

πx
, Jν(x)Yν+1(x) – Jν+1(x)Yν(x) = –

2
πx

.

Here the notation W (f , g) = fg′x – f ′
xg is used.

� Integral representations
The functions Jν and Yν can be represented in the form of definite integrals (for x > 0):

πJν(x) =
∫ π

0
cos(x sin θ – νθ) dθ – sin πν

∫ ∞

0
exp(–x sinh t – νt) dt,

πYν(x) =
∫ π

0
sin(x sin θ – νθ) dθ –

∫ ∞

0
(eνt + e–νt cos πν)e–x sinh t dt.

For |ν | < 1
2 , x > 0,

Jν(x) =
21+νx–ν

π1/2Γ( 1
2 – ν)

∫ ∞

1

sin(xt) dt
(t2 – 1)ν+1/2

,

Yν(x) = –
21+νx–ν

π1/2Γ( 1
2 – ν)

∫ ∞

1

cos(xt) dt
(t2 – 1)ν+1/2

.

For ν > – 1
2 ,

Jν(x) =
2(x/2)ν

π1/2Γ( 1
2 + ν)

∫ π/2

0
cos(x cos t) sin2ν t dt (Poisson’s formula).

For ν = 0, x > 0,

J0(x) =
2
π

∫ ∞

0
sin(x cosh t) dt, Y0(x) = –

2
π

∫ ∞

0
cos(x cosh t) dt.

For integer ν = n = 0, 1, 2, . . . ,

Jn(x) =
1
π

∫ π

0
cos(nt – x sin t) dt (Bessel’s formula),

J2n(x) =
2
π

∫ π/2

0
cos(x sin t) cos(2nt) dt,

J2n+1(x) =
2
π

∫ π/2

0
sin(x sin t) sin[(2n + 1)t] dt.

� Integrals with Bessel functions∫ x

0
xλJν(x) dx=

xλ+ν+1

2ν(λ + ν + 1) Γ(ν + 1)
F

( λ + ν + 1
2

,
λ + ν + 3

2
, ν+1; –

x2

4

)
, Re(λ+ν) > –1,

where F (a, b, c; x) is the hypergeometric series (see Section 10.9 of this supplement),∫ x

0
xλYν(x) dx = –

cos(νπ)Γ(–ν)
2νπ(λ + ν + 1)

xλ+ν+1F
( λ + ν + 1

2
, ν + 1,

λ + ν + 3
2

, –
x2

4

)

–
2νΓ(ν)

λ – ν + 1
xλ–ν+1F

( λ – ν + 1
2

, 1 – ν,
λ – ν + 3

2
, –

x2

4

)
, Re λ > |Re ν | – 1.
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� Asymptotic expansions as |x| → ∞

Jν(x) =

√
2
πx

{
cos

( 4x – 2νπ – π

4

)[M–1∑
m=0

(–1)m(ν, 2m)(2x)–2m + O(|x|–2M )

]

– sin
( 4x – 2νπ – π

4

)[ M–1∑
m=0

(–1)m(ν, 2m + 1)(2x)–2m–1 + O(|x|–2M–1)

]}
,

Yν(x) =

√
2
πx

{
sin

( 4x – 2νπ – π

4

)[M–1∑
m=0

(–1)m(ν, 2m)(2x)–2m + O(|x|–2M )

]

+ cos
( 4x – 2νπ – π

4

)[ M–1∑
m=0

(–1)m(ν, 2m + 1)(2x)–2m–1 + O(|x|–2M–1)

]}
,

where (ν, m) =
1

22mm!
(4ν2 – 1)(4ν2 – 32) . . . [4ν2 – (2m – 1)2] =

Γ( 1
2 + ν + m)

m! Γ( 1
2 + ν – m)

.

For nonnegative integer n and large x,

√
πxJ2n(x) = (–1)n(cos x + sin x) + O(x–2),

√
πxJ2n+1(x) = (–1)n+1(cos x – sin x) + O(x–2).

� Asymptotic for large ν (ν → ∞).

Jν(x) → 1√
2πν

( ex

2ν

)ν

, Yν(x) → –

√
2
πν

( ex

2ν

)–ν

,

where x is fixed,

Jν(ν) → 21/3

32/3Γ(2/3)
1

ν1/3
, Yν(ν) → –

21/3

31/6Γ(2/3)
1

ν1/3
.

� Zeros of Bessel functions
Each of the functions Jν(x) and Yν(x) has infinitely many real zeros (for real ν). All zeros are

simple, possibly except for the point x = 0.
The zeros γm of J0(x), i.e., the roots of the equation J0(γm) = 0, are approximately given by

γm = 2.4 + 3.13 (m – 1) (m = 1, 2, . . . ),

with maximum error 0.2%.

� Hankel functions (Bessel functions of the third kind)

H (1)
ν (z) = Jν(z) + iYν(z), H (2)

ν (z) = Jν(z) – iYν(z), i2 = –1.

10.7. Modified Bessel Functions

� Definitions. Basic formulas
The modified Bessel functions of the first kind, Iν(x), and the second kind, Kν(x) (also called

the Macdonald function), of order ν are solutions of the modified Bessel equation

x2y′′xx + xy′x – (x2 + ν2)y = 0
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and are defined by the formulas

Iν(x) =
∞∑
k=0

(x/2)2k+ν

k! Γ(ν + k + 1)
, Kν(x) =

π

2
I–ν – Iν

sin πν
,

(see below for Kν(x) with ν = 0, 1, 2, . . . ).
The modified Bessel functions possess the properties

K–ν(x) = Kν(x); I–n(x) = (–1)nIn(x), n = 0, 1, 2, . . .

2νIν(x) = x[Iν–1(x) – Iν+1(x)], 2νKν(x) = –x[Kν–1(x) – Kν+1(x)],
d

dx
Iν(x) =

1
2

[Iν–1(x) + Iν+1(x)],
d

dx
Kν(x) = –

1
2

[Kν–1(x) + Kν+1(x)].

� Modified Bessel functions for ν = ±n ± 1
2 , where n = 0, 1, 2, . . .

I1/2(x) =

√
2
πx

sinh x, I–1/2(x) =

√
2
πx

cosh x,

I3/2(x) =

√
2
πx

(
–

1
x

sinh x + cosh x

)
, I–3/2(x) =

√
2
πx

(
–

1
x

cosh x + sinh x

)
,

In+1/2(x) =
1√
2πx

[
ex

n∑
k=0

(–1)k(n + k)!
k! (n – k)! (2x)k

– (–1)ne–x
n∑

k=0

(n + k)!
k! (n – k)! (2x)k

]
,

I–n–1/2(x) =
1√
2πx

[
ex

n∑
k=0

(–1)k(n + k)!
k! (n – k)! (2x)k

+ (–1)ne–x
n∑

k=0

(n + k)!
k! (n – k)! (2x)k

]
,

K±1/2(x) =

√
π

2x
e–x, K±3/2(x) =

√
π

2x

(
1 +

1
x

)
e–x,

Kn+1/2(x) = K–n–1/2(x) =

√
π

2x
e–x

n∑
k=0

(n + k)!
k! (n – k)! (2x)k

.

� Modified Bessel functions ν = n, where n = 0, 1, 2, . . .
If ν = n is a nonnegative integer, then

Kn(x) = (–1)n+1In(x) ln
x

2
+

1
2

n–1∑
m=0

(–1)m
( x

2

)2m–n (n – m – 1)!
m!

+
1
2

(–1)n
∞∑

m=0

( x

2

)n+2m ψ(n + m + 1) + ψ(m + 1)
m! (n + m)!

; n = 0, 1, 2, . . . ,

where ψ(z) is the logarithmic derivative of the gamma function; for n = 0, the first sum is dropped.

� Wronskians and similar formulas.

W (Iν , I–ν) = –
2
πx

sin(πν), W (Iν , Kν) = –
1
x

,

Iν(x)I–ν+1(x) – I–ν(x)Iν–1(x) = –
2 sin(πν)

πx
, Iν(x)Kν+1(x) + Iν+1(x)Kν(x) =

1
x

,

where W (f , g) = fg′x – f ′
xg.
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� Integral representations.
The functions Iν(x) and Kν(x) can be represented in terms of definite integrals:

Iν(x) =
xν

π1/22νΓ(ν + 1
2 )

∫ 1

–1
exp(–xt)(1 – t2)ν–1/2 dt (x > 0, ν > – 1

2 ),

Kν(x) =
∫ ∞

0
exp(–x cosh t) cosh(νt) dt (x > 0),

Kν(x) =
1

cos
(

1
2 πν

) ∫ ∞

0
cos(x sinh t) cosh(νt) dt (x > 0, –1 < ν < 1),

Kν(x) =
1

sin
(

1
2 πν

) ∫ ∞

0
sin(x sinh t) sinh(νt) dt (x > 0, –1 < ν < 1).

For integer ν = n,

In(x) =
1
π

∫ π

0
exp(x cos t) cos(nt) dt (n = 0, 1, 2, . . . ),

K0(x) =
∫ ∞

0
cos(x sinh t) dt =

∫ ∞

0

cos(xt)√
t2 + 1

dt (x > 0).

� Integrals with modified Bessel functions

∫ x

0
xλIν(x) dx =

xλ+ν+1

2ν(λ + ν + 1)Γ(ν + 1)
F

( λ + ν + 1
2

,
λ + ν + 3

2
, ν +1;

x2

4

)
, Re(λ+ν) > –1,

where F (a, b, c; x) is the hypergeometric series (see Section 10.9 of this supplement),

∫ x

0
xλKν(x) dx =

2ν–1Γ(ν)
λ – ν + 1

xλ–ν+1F
( λ – ν + 1

2
, 1 – ν,

λ – ν + 3
2

,
x2

4

)

+
2–ν–1Γ(–ν)
λ + ν + 1

xλ+ν+1F
( λ + ν + 1

2
, 1 + ν,

λ + ν + 3
2

,
x2

4

)
, Re λ > |Re ν | – 1.

� Asymptotic expansions as x → ∞

Iν(x) =
ex

√
2πx

{
1 +

M∑
m=1

(–1)m
(4ν2 – 1)(4ν2 – 32) . . . [4ν2 – (2m – 1)2]

m! (8x)m

}
,

Kν(x) =

√
π

2x
e–x

{
1 +

M∑
m=1

(4ν2 – 1)(4ν2 – 32) . . . [4ν2 – (2m – 1)2]
m! (8x)m

}
.

The terms of the order of O(x–M–1) are omitted in the braces.

10.8. Degenerate Hypergeometric Functions

� Definitions. Basic Formulas
The degenerate hypergeometric functions Φ(a, b; x) and Ψ(a, b; x) are solutions of the degenerate

hypergeometric equation
xy′′xx + (b – x)y′x – ay = 0.
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TABLE S1
Special cases of the Kummer function Φ(a, b; z)

a b z Φ Conventional notation

a a x ex

1 2 2x
1
x

ex sinh x

a a+1 –x ax–aγ(a, x)

Incomplete gamma function

γ(a, x) =
∫ x

0
e–tta–1 dt

1
2

3
2

–x2

√
π

2
erf x

Error function

erf x =
2√
π

∫ x

0
exp(–t2) dt

–n
1
2

x2

2

n!
(2n)!

(
–

1
2

)–n

H2n(x) Hermite polynomials

Hn = (–1)nex2 dn

dxn

(
e–x2)

,

n = 0, 1, 2, . . .–n
3
2

x2

2

n!
(2n+1)!

(
–

1
2

)–n

H2n+1(x)

–n b x
n!

(b)n
L(b–1)

n (x)

Laguerre polynomials

L(α)
n (x) =

exx–α

n!
dn

dxn

(
e–xxn+α

)
,

α = b–1,

(b)n = b(b+1) . . . (b+n–1)

ν+
1
2

2ν+1 2x Γ(1+ν)ex
( x

2

)–ν

Iν(x)
Modified Bessel functions

Iν(x)
n+1 2n+2 2x Γ

(
n+

3
2

)
ex

( x

2

)–n– 1
2
In+ 1

2
(x)

In the case b ≠ 0, –1, –2, –3, . . . , the function Φ(a, b; x) can be represented as Kummer’s series:

Φ(a, b; x) = 1 +
∞∑
k=1

(a)k
(b)k

xk

k!
,

where (a)k = a(a + 1) . . . (a + k – 1), (a)0 = 1.
Table S1 presents some special cases when Φ can be expressed in terms of simpler functions.
The function Ψ(a, b; x) is defined as follows:

Ψ(a, b; x) =
Γ(1 – b)

Γ(a – b + 1)
Φ(a, b; x) +

Γ(b – 1)
Γ(a)

x1–bΦ(a – b + 1, 2 – b; x).

� Some transformations and linear relations
Kummer transformation:

Φ(a, b; x) = exΦ(b – a, b; –x), Ψ(a, b; x) = x1–bΨ(1 + a – b, 2 – b; x).
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Linear relations for Φ:

(b – a)Φ(a – 1, b; x) + (2a – b + x)Φ(a, b; x) – aΦ(a + 1, b; x) = 0,

b(b – 1)Φ(a, b – 1; x) – b(b – 1 + x)Φ(a, b; x) + (b – a)xΦ(a, b + 1; x) = 0,

(a – b + 1)Φ(a, b; x) – aΦ(a + 1, b; x) + (b – 1)Φ(a, b – 1; x) = 0,

bΦ(a, b; x) – bΦ(a – 1, b; x) – xΦ(a, b + 1; x) = 0,

b(a + x)Φ(a, b; x) – (b – a)xΦ(a, b + 1; x) – abΦ(a + 1, b; x) = 0,

(a – 1 + x)Φ(a, b; x) + (b – a)Φ(a – 1, b; x) – (b – 1)Φ(a, b – 1; x) = 0.

Linear relations for Ψ:

Ψ(a – 1, b; x) – (2a – b + x)Ψ(a, b; x) + a(a – b + 1)Ψ(a + 1, b; x) = 0,

(b – a – 1)Ψ(a, b – 1; x) – (b – 1 + x)Ψ(a, b; x) + xΨ(a, b + 1; x) = 0,

Ψ(a, b; x) – aΨ(a + 1, b; x) – Ψ(a, b – 1; x) = 0,

(b – a)Ψ(a, b; x) – xΨ(a, b + 1; x) + Ψ(a – 1, b; x) = 0,

(a + x)Ψ(a, b; x) + a(b – a – 1)Ψ(a + 1, b; x) – xΨ(a, b + 1; x) = 0,

(a – 1 + x)Ψ(a, b; x) – Ψ(a – 1, b; x) + (a – c + 1)Ψ(a, b – 1; x) = 0.

� Differentiation formulas and Wronskian
Differentiation formulas:

d

dx
Φ(a, b; x) =

a

b
Φ(a + 1, b + 1; x),

d

dx
Ψ(a, b; x) = –aΨ(a + 1, b + 1; x),

dn

dxn
Φ(a, b; x) =

(a)n
(b)n

Φ(a + n, b + n; x),

dn

dxn
Ψ(a, b; x) = (–1)n(a)nΨ(a + n, b + n; x).

Wronskian:

W (Φ, Ψ) = ΦΨ′
x – Φ′

xΨ = –
Γ(b)
Γ(a)

x–bex.

� Degenerate hypergeometric functions for n = 0, 1, . . .

Ψ(a, n + 1; x) =
(–1)n–1

n! Γ(a – n)

{
Φ(a, n+1; x) ln x

+
∞∑
r=0

(a)r
(n + 1)r

[
ψ(a + r) – ψ(1 + r) – ψ(1 + n + r)

] xr

r!

}
+

(n – 1)!
Γ(a)

n–1∑
r=0

(a – n)r
(1 – n)r

xr–n

r!
,

where n = 0, 1, 2, . . . (the last sum is dropped for n = 0), ψ(z) = [ln Γ(z)]′z is the logarithmic
derivative of the gamma function,

ψ(1) = –C, ψ(n) = –C +
n–1∑
k=1

k–1,

where C = 0.5572 . . . is the Euler constant.
If b < 0, then the formula

Ψ(a, b; x) = x1–bΨ(a – b + 1, 2 – b; x)

is valid for any x.
For b ≠ 0, –1, –2, –3, . . . , the general solution of the degenerate hypergeometric equation can

be represented in the form
y = C1Φ(a, b; x) + C2Ψ(a, b; x),

and for b = 0, –1, –2, –3, . . . , in the form

y = x1–b
[
C1Φ(a – b + 1, 2 – b; x) + C2Ψ(a – b + 1, 2 – b; x)

]
.
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� Integral representations

Φ(a, b; x) =
Γ(b)

Γ(a) Γ(b – a)

∫ 1

0
extta–1(1 – t)b–a–1 dt (for b > a > 0),

Ψ(a, b; x) =
1

Γ(a)

∫ ∞

0
e–xtta–1(1 + t)b–a–1 dt (for a > 0, x > 0),

where Γ(a) is the gamma function.

� Integrals with degenerate hypergeometric functions∫
Φ(a, b; x) dx =

b – 1
a – 1

Ψ(a – 1, b – 1; x) + C,∫
Ψ(a, b; x) dx =

1
1 – a

Ψ(a – 1, b – 1; x) + C,

∫
xnΦ(a, b; x) dx = n!

n+1∑
k=1

(–1)k+1(1 – b)kxn–k+1

(1 – a)k(n – k + 1)!
Φ(a – k, b – k; x) + C,

∫
xnΨ(a, b; x) dx = n!

n+1∑
k=1

(–1)k+1xn–k+1

(1 – a)k(n – k + 1)!
Ψ(a – k, b – k; x) + C.

� Asymptotic expansion as |x| → ∞.

Φ(a, b; x) =
Γ(b)
Γ(a)

exxa–b

[ N∑
n=0

(b – a)n(1 – a)n
n!

x–n + ε

]
, x > 0,

Φ(a, b; x) =
Γ(b)

Γ(b – a)
(–x)–a

[ N∑
n=0

(a)n(a – b + 1)n
n!

(–x)–n + ε

]
, x < 0,

Ψ(a, b; x) = x–a

[ N∑
n=0

(–1)n
(a)n(a – b + 1)n

n!
x–n + ε

]
, –∞ < x < ∞,

where ε = O(x–N–1).

10.9. Hypergeometric Functions

� Definition
The hypergeometric functions F (α, β, γ; x) is a solution the Gaussian hypergeometric equation

x(x – 1)y′′xx + [(α + β + 1)x – γ]y′x + αβy = 0.

For γ ≠ 0, –1, –2, –3, . . . , the function F (α, β, γ; x) can be expressed in terms of the hypergeo-
metric series:

F (α, β, γ; x) = 1 +
∞∑
k=1

(α)k(β)k
(γ)k

xk

k!
, (α)k = α(α + 1) . . . (α + k – 1),

which certainly converges for |x| < 1.
Table S2 shows some special cases when F can be expressed in term of elementary functions.
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TABLE S2
Some special cases when the hypergeometric function F (α, β, γ; z)

can be expressed in terms of elementary functions

α β γ z F

–n β γ x

n∑
k=0

(–n)k(β)k
(γ)k

xk

k!
, where n = 1, 2, . . .

–n β –n – m x

n∑
k=0

(–n)k(β)k
(–n – m)k

xk

k!
, where n = 1, 2, . . .

α β β x (1 – x)–α

α α + 1
2

1
2 x2 1

2

[
(1 + x)–2α + (1 – x)–2α

]
α α + 1

2
3
2 x2

(1 + x)1–2α – (1 – x)1–2α

2x(1 – 2α)

α –α 1
2 –x2 1

2

[(√
1 + x2 + x

)2α
+

(√
1 + x2 – x

)2α]
α 1 – α 1

2 –x2

(√
1 + x2 + x

)2α–1
+

(√
1 + x2 – x

)2α–1

2
√

1 + x2

α α – 1
2 2α – 1 x 22α–2

(
1 +

√
1 – x

)2–2α

α 1 – α 3
2 sin2 x

sin[(2α – 1)x]
(α – 1) sin(2x)

α 2 – α 3
2 sin2 x

sin[(2α – 2)x]
(α – 1) sin(2x)

α 1 – α 1
2 sin2 x

cos[(2α – 1)x]
cos x

α α + 1 1
2 α x (1 + x)(1 – x)–α–1

α α + 1
2 2α + 1 x

(
1 +

√
1 – x

2

)–2α

α α + 1
2 2α x

1√
1 – x

(
1 +

√
1 – x

2

)1–2α

1
2

1
2

3
2 x2

1
x

arcsin x

1
2 1 3

2 –x2
1
x

arctan x

1 1 2 –x
1
x

ln(x + 1)

1
2 1 3

2 x2
1

2x
ln

1 + x

1 – x

n + 1 n + m + 1 n + m + l + 2 x

(–1)m(n + m + l + 1)!
n! l! (n + m)! (m + l)!

dn+m

dxn+m

{
(1 – x)m+l d

lF

dxl

}
,

F = –
ln(1 – x)

x
, n, m, l = 0, 1, 2, . . .
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� Basic properties
The function F possesses the following properties:

F (α, β, γ; x) = F (β, α, γ; x),

F (α, β, γ; x) = (1 – x)γ–α–βF (γ – α, γ – β, γ; x),

F (α, β, γ; x) = (1 – x)–αF
(
α, γ – β, γ;

x

x – 1

)
,

dn

dxn
F (α, β, γ; x) =

(α)n(β)n
(γ)n

F (α + n, β + n, γ + n; x).

If γ is not an integer, then the general solution of the hypergeometric equation can be written in
the form

y = C1F (α, β, γ; x) + C2x
1–γF (α – γ + 1, β – γ + 1, 2 – γ; x).

� Integral representations
For γ > β > 0, the hypergeometric function can be expressed in terms of a definite integral:

F (α, β, γ; x) =
Γ(γ)

Γ(β) Γ(γ – β)

∫ 1

0
tβ–1(1 – t)γ–β–1(1 – tx)–α dt,

where Γ(β) is the gamma function.
See M. Abramowitz and I. Stegun (1979) and H. Bateman and A. Erdélyi (1973, Vol. 1) for

more detailed information about hypergeometric functions.

10.10. Legendre Functions

� Definitions. Basic formulas
The associated Legendre functions Pµ

ν (z) and Qµ
ν (z) of the first and the second kind are linearly

independent solutions of the Legendre equation:

(1 – z2)y′′zz – 2zy′z + [ν(ν + 1) – µ2(1 – z2)–1]y = 0,

where the parameters ν and µ and the variable z can assume arbitrary real or complex values.
For |1 – z| < 2, the formulas

Pµ
ν (z) =

1
Γ(1 – µ)

( z + 1
z – 1

)µ/2
F

(
–ν, 1 + ν, 1 – µ,

1 – z

2

)
,

Qµ
ν (z) = A

( z – 1
z + 1

) µ
2
F

(
–ν, 1 + ν, 1 + µ,

1 – z

2

)
+ B

( z + 1
z – 1

) µ
2
F

(
–ν, 1 + ν, 1 – µ,

1 – z

2

)
,

A = eiµπ Γ(–µ) Γ(1 + ν + µ)
2 Γ(1 + ν – µ)

, B = eiµπ Γ(µ)
2

, i2 = –1,

are valid, where F (a, b, c; z) is the hypergeometric series (see (see Section 10.9 of this supplement).
For |z| > 1,

Pµ
ν (z) =

2–ν–1Γ(– 1
2 – ν)√

π Γ(–ν – µ)
z–ν+µ–1(z2 – 1)–µ/2F

( 1 + ν – µ

2
,

2 + ν – µ

2
,

2ν + 3
2

,
1
z2

)

+
2νΓ( 1

2 + ν)√
π Γ(1 + ν – µ)

zν+µ(z2 – 1)–µ/2F
(

–
ν + µ

2
,

1 – ν – µ

2
,

1 – 2ν
2

,
1
z2

)
,

Qµ
ν (z) = eiπµ

√
π Γ(ν + µ + 1)

2ν+1Γ(ν + 3
2 )

z–ν–µ–1(z2 – 1)µ/2F
( 2 + ν + µ

2
,

1 + ν + µ

2
,

2ν + 3
2

,
1
z2

)
.
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The functions Pν(z) ≡ P 0
ν (z) and Qν(z) ≡ Q0

ν(z) are called the Legendre functions.
The modified associated Legendre functions, on the cut z = x, –1 < x < 1, of the real axis are

defined by the formulas

Pµ
ν (x) = 1

2

[
e

1
2 iµπPµ

ν (x + i0) + e– 1
2 iµπPµ

ν (x – i0)
]
,

Qµ
ν (x) = 1

2 e–iµπ
[
e– 1

2 iµπQµ
ν (x + i0) + e

1
2 iµπQµ

ν (x – i0)
]
.

� Trigonometric expansions
For –1 < x < 1, the modified associated Legendre functions can be represented in the form

trigonometric series:

Pµ
ν (cos θ) =

2µ+1

√
π

Γ(ν + µ + 1)

Γ(ν + 3
2 )

(sin θ)µ
∞∑
k=0

( 1
2 + µ)k(1 + ν + µ)k

k! (ν + 3
2 )k

sin[(2k + ν + µ + 1)θ],

Qµ
ν (cos θ) =

√
π 2µ Γ(ν + µ + 1)

Γ(ν + 3
2 )

(sin θ)µ
∞∑
k=0

( 1
2 + µ)k(1 + ν + µ)k

k! (ν + 3
2 )k

cos[(2k + ν + µ + 1)θ],

where 0 < θ < π.

� Some relations

Pµ
ν (z) = Pµ

–ν–1(z), Pn
ν (z) =

Γ(ν + n + 1)
Γ(ν – n + 1)

P –n
ν (z), n = 0, 1, 2, . . .

Qµ
ν (z) =

π

2 sin(µπ)
eiπµ

[
Pµ

ν (z) –
Γ(1 + ν + µ)
Γ(1 + ν – µ)

P –µ
ν (z)

]
.

For 0 < x < 1,

Pµ
ν (–x) = Pµ

ν (x) cos[π(ν + µ)] – 2π–1Qµ
ν (x) sin[π(ν + µ)],

Qµ
ν (–x) = –Qµ

ν (x) cos[π(ν + µ)] – 1
2 πPµ

ν (x) sin[π(ν + µ)].

For –1 < x < 1,

Pµ
ν+1(x) =

2ν + 1
ν – µ + 1

xPµ
ν (x) –

ν + µ

ν – µ + 1
Pµ

ν–1(x).

Wronskians:

W (Pν , Qν) =
1

1 – x2
, W (Pµ

ν , Qµ
ν ) =

k

1 – x2
, k = 22µ Γ

(
ν+µ+1

2

)
Γ
(

ν+µ+2
2

)
Γ
(

ν–µ+1
2

)
Γ
(

ν–µ+2
2

) .

For n = 0, 1, 2, . . . ,

Pn
ν (x) = (–1)n(1 – x2)n/2 dn

dxn
Pν(x), Qn

ν (x) = (–1)n(1 – x2)n/2 dn

dxn
Qν(x).

� Legendre polynomials
The Legendre polynomials Pn(x) and the Legendre functions Qn(x) are defined by the formulas

Pn(x) =
1

n! 2n

dn

dxn
(x2 – 1)n, Qn(x) =

1
2
Pn(x) ln

1 + x

1 – x
–

n∑
m=1

1
m

Pm–1(x)Pn–m(x).

Page 774

© 1998 by CRC Press LLC



The polynomials Pn = Pn(x) can be calculated recursively using the relations

P0(x) = 1, P1(x) = x, P2(x) =
1
2

(3x2 – 1), . . . , Pn+1(x) =
2n + 1
n + 1

xPn(x) –
n

n + 1
Pn–1(x).

The first three functions Qn = Qn(x) have the form

Q0(x) =
1
2

ln
1 + x

1 – x
, Q1(x) =

x

2
ln

1 + x

1 – x
– 1, Q2(x) =

3x2 – 1
4

ln
1 + x

1 – x
–

3
2
x.

The polynomials Pn(x) have the implicit representation

Pn(x) = 2–n

[n/2]∑
m=0

(–1)mCm
n Cn

2n–2mxn–2m,

where [A] is the integer part of a number A.
All zeros of Pn(x) are real and lie on the interval –1 < x < +1; the functions Pn(x) form an

orthogonal system on the interval –1 ≤ x ≤ +1, with

∫ +1

–1
Pn(x)Pm(x) dx =

{ 0 if n ≠ m,
2

2n + 1
if n = m.

The generating function is

1√
1 – 2sx + s2

=
∞∑
n=0

Pn(x)sn (|s| < 1).

� Integral representations
For n = 0, 1, 2, . . . ,

Pn
ν (z) =

Γ(ν + n + 1)
πΓ(ν + 1)

∫ π

0

(
z + cos t

√
z2 – 1

)ν
cos(nt) dt, Re z > 0,

Qn
ν (z) = (–1)n

Γ(ν + n + 1)
2ν+1Γ(ν + 1)

(z2 – 1)–n/2
∫ π

0
(z + cos t)n–ν–1(sin t)2ν+1 dt, Re ν > –1,

Note that z ≠ x, –1 < x < 1, in the latter formula.

10.11. Orthogonal Polynomials
All zeros of each of the orthogonal polynomials Pn(x) considered in this section are real and

simple. The zeros of the polynomials Pn(x) and Pn+1(x) are alternating.

� Legendre polynomials
The Legendre polynomials Pn = Pn(x) satisfy the equation

(1 – x2)y′′xx – 2xy′x + n(n + 1)y = 0.

They are outlined in Section 10.10 of this supplement.

Page 775

© 1998 by CRC Press LLC



� Laguerre polynomials
The Laguerre polynomials Ln = Ln(x) satisfy the equation

xy′′xx + (1 – x)y′x + ny = 0

and are defined by the formulas

Ln(x) = ex dn

dxn

(
xne–x

)
(–1)n

[
xn – n2xn–1 +

n2(n – 1)2

2!
xn–2 + · · ·

]
.

The first four polynomials have the form

L0 = 1, L1 = –x + 1, L2 = x2 – 4x + 2, L3 = –x3 + 9x2 – 18x + 6.

To calculate Ln for n ≥ 2, one can use the recurrent formulas

Ln+1(x) = (2n + 1 – x)Ln(x) – n2Ln–1(x).

The functions Ln(x) form an orthogonal system on the interval 0 < x < ∞, with

∫ ∞

0
e–xLn(x)Lm(x) dx =

{
0 if n ≠ m,
(n!)2 if n = m.

The associated Laguerre polynomials of degree n – k and order k are given by

Lk
n(x) =

dk

dxk
Ln(x).

These satisfy the differential equation

xy′′xx + (k + 1 – x)y′x + (n – k)y = 0,

where n = 1, 2, . . . and k = 0, 1, 2, . . .
The generating function is

1
1 – s

exp
(

–
sx

1 – s

)
=

∞∑
n=0

Ln(x)
sn

n!
.

� Chebyshev polynomials
The Chebyshev polynomials Tn = Tn(x) satisfy the equation

(1 – x2)y′′xx – xy′x + n2y = 0 (1)

and are defined by the formulas

Tn(x) = cos(n arccos x) =
(–2)nn!

(2n)!

√
1 – x2 dn

dxn

[
(1 – x2)n– 1

2
]

=
n

2

[n/2]∑
m=0

(–1)m
(n – m – 1)!
m! (n – 2m)!

(2x)n–2m (n = 0, 1, 2, . . . ),

where [A] stands for the integer part of a number A.
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The first four polynomials are

T0 = 1, T1 = x, T2 = 2x2 – 1, T3 = 4x3 – 3x.

The recurrent formulas:

Tn+1(x) = 2xTn(x) – Tn–1(x), n ≥ 2.

The functions Tn(x) form an orthogonal system on the interval –1 < x < +1, with∫ +1

–1

Tn(x)Tm(x)√
1 – x2

dx =

{
0 if n ≠ m,
1
2 π if n = m ≠ 0,
π if n = m = 0.

The Chebyshev functions of the second kind,

U0(x) = arcsin x,

Un(x) = sin(n arcsin x) =

√
1 – x2

n

dTn(x)
dx

(n = 1, 2, . . . ),

just as the Chebyshev polynomials, also satisfy the differential equation (1).
The generating function is

1 – sx

1 – 2sx + s2
=

∞∑
n=0

Tn(x)sn (|s| < 1).

� Hermite polynomial
The Hermite polynomial Hn = Hn(x) satisfies the equation

y′′xx – 2xy′x + 2ny = 0

and is defined by the formulas

Hn(x) = (–1)n exp
(
x2

) dn

dxn
exp

(
–x2

)
.

The first four polynomials are

H0 = 1, H1 = x, H2 = 4x2 – 2, H3 = 8x3 – 12x.

The recurrent formulas:

Hn+1(x) = 2xHn(x) – 2nHn–1(x), n ≥ 2.

The functions Hn(x) form an orthogonal system on the interval –∞ < x < ∞, with∫ ∞

–∞
exp

(
–x2

)
Hn(x)Hm(x) dx =

{
0 if n ≠ m,√

π 2nn! if n = m.

The Hermite functions ψn(x) are introduced by the formula ψn(x) = exp
(
– 1

2 x2
)
Hn(x), where

n = 0, 1, 2, . . .
The generating function:

exp
(
–s2 + 2sx

)
=

∞∑
n=0

Hn(x)
sn

n!
.

� Jacobi polynomials
The Jacobi polynomials Pα,β

n = Pα,β
n (x) satisfy the equation

(1 – x2)y′′xx +
[
β – α – (α + β + 2)x

]
y′x + n(n + α + β + 1)y = 0

and are defined by the formulas

Pα,β
n =

(–1)n

2nn!
(1–x)–α(1+x)–β dn

dxn

[
(1–x)α+n(1+x)β+n

]
= 2–n

n∑
m=0

Cm
n+αCn–m

n+β (x–1)n–m(x+1)m,

where Ca
b are binomial coefficients.

©• References for Supplement 10: H. Bateman and A. Erdélyi (1953, 1955), M. Abramowitz and I. A. Stegun (1964).
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Bateman, H. and Erdélyi, A., Higher Transcendental Functions. Vol. 3, McGraw-Hill Book Co.,

New York, 1955.
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Verlag, Basel–Stuttgart, 1958.
Dwight, H. B., Tables of Integrals and Other Mathematical Data, Macmillan, New York, 1961.
Dzhuraev, A., Methods of Singular Integral Equations, J. Wiley, New York, 1992.
Fock, V. A., Some integral equations of mathematical physics, Doklady AN SSSR, Vol. 26, No. 4–5,

pp. 147–151, 1942.
Gakhov, F. D., Boundary Value Problems [in Russian], Nauka, Moscow, 1977.
Gakhov, F. D. and Cherskii, Yu. I., Equations of Convolution Type [in Russian], Nauka, Moscow,

1978.
Gohberg, I. C. and Krein, M. G., The Theory of Volterra Operators in a Hilbert Space and Its

Applications [in Russian], Nauka, Moscow, 1967.
Golberg, A. (Editor), Numerical Solution of Integral Equations, Plenum Press, New York, 1990.
Gorenflo, R. and Vessella, S., Abel Integral Equations: Analysis and Applications, Springer-Verlag,

Berlin–New York, 1991.
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