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Abstract—Autonomous video surveillance and monitoring 

has a rich history. A new method for detecting multiple 

moving objects has been proposed in this paper. In this we 

developed a new algorithm based on filtering the frames and 

removing the background. In detecting multiple objects there 

are many problems like speed of objects and size of objects. In 

this we developed a robust routine for detecting multiple 

moving objects. This proposed method is proved to be robust 

in various environments and different types of background 

scenes. The experimental results prove the feasibility of 

proposed method. Experiments on real scenes show that the 

algorithm is effective for object detection and tracking. 
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I. INTRODUCTION 

Visual surveillance in dynamic scenes, especially for 

humans and vehicles, is currently one of the most active 

research topics in computer vision. It has a wide spectrum 

of promising applications, including access control in 

special areas, human identification at a distance, crowd flux 

statistics and congestion analysis, detection of anomalous 

behaviours, and interactive surveillance using multiple 

cameras, etc. In general, the processing framework of 

visual surveillance in dynamic scenes includes the 

following stages: modelling of environments, detection of 

motion, and classification of moving objects, tracking, 

understanding and description of behaviours, human 

identification, and fusion of data from multiple cameras. 

We review recent developments and general strategies of 

all these stages. Finally, we analyse possible research 

directions, e.g., occlusion handling, a combination of two 

and three-dimensional tracking, a combination of motion 

analysis and biometrics, anomaly detection and behaviour 

prediction, content-based retrieval of surveillance videos, 

behaviour understanding and natural language description, 

fusion of information from multiple sensors, and remote 

surveillance. 

II. PAPER ORGANIZATION 

This paper is organized as follows. Chapter III discusses 

about the Previous Works.  

Features Extraction is discussed in Chapter IV. 

Experimental results are discussed in Chapter Conclusions 

are driven in Chapter VI. 

III. PREVIOUS WORKS 

Motion detection, tracking, behaviour understanding, 

and personal identification at a distance can be realized by 

single camera-based visual surveillance systems. Multiple 

camera-based visual surveillance systems can be extremely 

helpful because the surveillance area is expanded and 

multiple view information can overcome occlusion. 

Tracking with a single camera easily generates ambiguity 

due to occlusion or depth. This ambiguity may be 

eliminated from another view. However, visual 

surveillance using multiple cameras also brings problems 

such as camera installation (how to cover the entire scene 

with the minimum number of cameras), camera calibration, 

object matching, automated camera switching, and data 

fusion. 

 

Fig 1 General frame work of an automated visual surveillance 

system 
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A. Wavelet Based Detection 

Video tracking systems have to deal with variously 

shaped and sized input objects which often result in a 

massive computing cost of the input images. In this method 

a 2d Discrete Wavelet Transform can be used to 

decompose the image into four sub band images namely 

LL, LH, HL & HH. The DLLBS scheme processes only the 

part of LL band image due to the low computation cost and 

noise reduction issues. 

2-D DWT is used to detect and track moving objects. 

The 2-D DWT can be used to decompose an image into 

four sub band images LL, LH, HL & HH. But it only 

processes the part of LL band image due to the 

consideration of low computing cost and noise reduction 

issues. 

B. Contrast Change (CC) Model 

In CC model objects are detected based on the Contrast 

Change feature in CC model. Contrast Change is not a 

definite feature such as absolute luminance but a relative 

salient feature. It means the effectiveness of CC model is 

decided not by its absolute value but by its relative salience 

in different environments. 

IV. OBJECTS DETECTION & FEATURE EXTRACTION 

In order to detect moving objects in a video we need to 

divide the video into frames. So, a video of multiple 

moving objects is selected. Then the video is divided into 

frames. 

A. Noise Removal 

Here we used a Weiner filter in order to remove the 

noise from the images. Wiener filter is a filter used to 

produce an estimate of a desired or target random process 

by linear time-invariant (LTI) filtering of an observed noisy 

process, assuming known stationary signal and noise 

spectra, and additive noise. The Wiener filter minimizes the 

mean square error between the estimated random process 

and the desired process. The goal of the Wiener filter is to 

compute a statistical estimate of an unknown signal using a 

related signal as an input and filtering that known signal to 

produce the estimate as an output. 

 
Fig 2. Filtered Image 

B. Background Subtraction 

A motion detection algorithm begins with the 

segmentation part where foreground or moving objects are 

segmented from the background. The simplest way to 

implement this is to take an image as background and take 

the frames obtained at the time t, denoted by I (t) to 

compare with the background image denoted by B. Here 

using simple arithmetic calculations, we can segment out 

the objects simply by using image subtraction technique of 

computer vision meaning for each pixels in I(t), take the 

pixel value denoted by P[I(t)] and subtract it with the 

corresponding pixels at the same position on the 

background image denoted as P[B]. 

 

The background is assumed to be the frame at time t. 

This difference image would only show some intensity for 

the pixel locations which have changed in the two frames. 

Though we have seemingly removed the background, this 

approach will only work for cases where all foreground 

pixels are moving and all background pixels are static. A 

threshold "Threshold" is put on this difference image to 

improve the subtraction. 

 

 

Fig 3. Input frame 
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Fig 4. Background subtracted Frame 

 

Fig 5. Input Image 

 

Fig 6. Background subtracted image 

C. Object Labeling 

First an image is taken and is converted to binary image. 

When converted into a binary image the image has some 

unwanted part in it. So we fill the holes of the binary 

image. Then it tends to look as binary image without noise. 

We calculate the background image by averaging the first 5 

images. So in order to label the objects we first detect the 

centroid of the objects, and then calculate the number of 

elements in an array or subscripted array expression. We 

even measure the properties of image regions. 

 

Fig 7. Moving Objects Labelled 

D. Bounding Box 

The labeled difference image is scanned pixel by pixel 

from right to left, left to right, top to bottom, and bottom to 

top to find the bounding box of moving objects. After the 

scanning process is completed, the top left coordinates, 

height, and width of each bounding box is calculated. 

Object identification is the last stage. The RGB color is 

used as the color information of the moving objects. The 

first color information calculated is mean value of each 

color object. The mean value is calculated for each color 

component of RGB space. 

We even applied the Kalman filter to get the predicted 

and actual centroid and velocity. We design the Kalman 

filter using  

kalmanx = centroidx(i) - xcorner 

kalmany = centroidy(i) – ycorner 

Where i is the number of frames in the video. We use the 

former state to predict the new centroid. 

 

Fig 8. Box around moving object 
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Fig 9. Bounding Box around the moving objects 

 

Fig 10. Detected objects 

 

Fig 11. Tracking of moving objects 

V. EXPERIMENTAL RESULTS 

In this section, we did several experiments to prove the 

feasibility of the proposed tracking and identification 

method. We used an entry-level video camera and capture 

card to capture test sequences in different campus, and 

simulated several cases of condition for moving objects, 

such as single object indoors, single object in outdoor 

environment with static background, single object in 

outdoor environment with varied background, and multiple 

objects outdoors. 

 

 

 

In order to test the proposed tracking and identification 

method for multiple objects, we took a video which has 

multiple moving objects. In each instance the no.of objects 

moving are being changed. Even other test video sequences 

are also used during experiments. 

We choose to address the problem of tracking people. 

This is one of the most difficult problems in visual tracking 

because people can meet, form groups, cross-over etc. It is 

clear that simple connected component methods that extract 

several isolated regions and label each region as a person 

will not be adequate in such situations. 

Although there are some pixels misclassified in the 

segmented results, the objects are correctly classified and 

are successfully tracked even when they are subject to 

occlusions. The proposed method successfully tracked both 

persons when they pass across and occluded each other. 

Table 1 

The results of objects identifying & tracking 

S.No 
No.of 

frames 

Moving 

objects 

Objects 

detected 
Rate % 

1 71 10 9 90.26 

2 80 50 49 98.54 

3 152 195 194 99.65 

4 171 200 180 90.89 

5 280 22 20 90.95 

6 120 100 99 99.26 

Although we could find some drawbacks in the proposed 

system, the objects are detected and tracked successfully. 

The proposed method successfully tracked the objects in 

the video. Even if the persons are close to each other it is 

able to detect the persons or objects successfully. The 

above table is used to evaluate the performance of the 

proposed model, where each sequence presents a different 

type of difficulty that a practical task may meet. 

VI. CONCLUSION 

A new method for detecting and tracking multiple 

moving objects is proposed. The moving objects are 

identified by their color and background. The experimental 

results prove the feasibility and usefulness of the proposed 

method. The correct identification rate highly depends on 

the correctness of the moving object detection and feature 

representation. The proposed method has been tested and 

validated by a significant number of experiments.  
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The proposed model has proved to be robust in various 

environments (including indoor and outdoor scenes) and 

different types of background scenes. We showed that the 

proposed method can successfully segment and track 

people through occlusion, using both outdoors and indoors 

video sequences. 
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