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Authors: Tarun Kumar Gauttam, Rekha Agrawal, Sandhya Sharma 

Paper Title: Arbiter Design Using Verilog for Switching to Communicate in Between Multiple Resources 

Abstract:   This project attempts to describe a special type of circuit called an arbiter to be used in a larger design 

called switch to communicate in between multiple resources. The design specification gives results according to 

suggested implementation for the circuit. Finally, possibilities for addition, revision and testing structure for an 

integrated circuit implementation of the arbiter will be proposed. The main contribution of this paper is the design 

and optimization of asynchronous arbiter circuit using CMOS, Bi-cmos and synchronous fast round- robin arbiters 

and the design of On-Chip Scheduler. Scheduler is expressed here in verilog RTL and simulation results are 

presented to indicate the performance. This paper will present design ideas for effectively interfacing to an arbiter 

and investigate coding styles for some common arbitration schemes. When Circuits need to be constructed out of 

several self-timed parts, the arbitration is often required for the asynchronous design. We consider the creation of the 

general purpose arbiter delegating M resources to N clients. Firstly, the task is done for the case of one to three 

resources being offered to one to three clients and preserving capability to allow one to all clients accessing resources 

simultaneously using verilog.  
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Authors: Tejashri S. Gulve, Pranesh Murnal 

Paper Title: Feasibility of Implementing Water Tank as Passive Tuned Mass Damper 

Abstract:   This paper presents analytical investigation carried out to study the feasibility of implementing water 

tank as passive TMD using SAP. Three multi-storey concrete structures, seven and ten storey were taken for the 

study. The water tank was placed at the roof. The mass and frequency of the tank including its water, walls, roof, 

beams and columns were tuned to the optimized values. The behavior of the tank subjected to five earthquake data, 

namely, El-centro, Bhuj, Kobe, Chichi and N-Palm was studied under four conditions, namely building only with 

damping, empty tank with damping, full tank with damping and full tank without damping. The results show if the 

tank is tuned properly it can reduce the peak response of structures subjected to seismic forces. 
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4. 

Authors: Aneel Kumar Hindu, Jiro Takemura, Agha Faisal Habib Pathan 

Paper Title: Influence of Acoustic Excitation on Effluent Concentration of Zinc from Clayey Soils 

Abstract:   The efficiency of soil remediation techniques generally depends upon the contaminant sorption by soil 

and contaminant desorption from soil. Sorption and desorption again depends upon the soil contaminant interaction. 

Generally the desorption of heavy metals from fine grained soils like clay is considered as lengthy and costly 

process, particularly under in-situ conditions. In this research acoustically enhanced column tests were performed to 

evaluate the influence of acoustics to desorb heavy metal contaminant like zinc from fine grained soils like clay, 

considering in-situ stress conditions. The test results show that the sorption of zinc remained significantly higher than 

that of desorption, application of acoustics increased the removal of zinc ions sorbed on solid phase of soil and 

optimum increase in effluent concentration achieved at 1.4 pore volume.   
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Paper Title: High Speed and Gate at 22nm Metal Gate Strained Silicon Technology 

Abstract:   This paper demonstrates a high speed AND gate at 22nm High K metal gate Strained Silicon making use 

of forward body biasing. The simulations are done with hspice simulator with „HP ptm‟ models of Arizona State 

University, USA.  Forward body biasing results in higher speed with shortened propagation time on an average and 

„on an average‟ shortened rise time and fall time. There is deterioration of output voltage if static forward body 

biasing is beyond a limit. The output voltage levels can be at its best inspite of the forward body biasing with the use 

of different circuit configuration, which is a future scope of this research paper. Also the other side effects of forward 

body biasing can be overcome with new techniques The average decrease in rise time and fall time  is   4 % and 

average decrease in propagation delay is   39 % for input low to output low and 13% for input high to output high.  

 

Keywords: 22nm, High Speed AND gate, CMOS AND gate, Forward body biasing, Hi K metal Gate Strained Si, 

ptm models. 
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Paper Title: A Study of Power Quality in Grid Interconnection with DFIG 

Abstract:  A growing number of nations have recognized the economic, social and environmental benefits of 

renewable energy and are enacting tax incentives and other policy measures favorable to renewable technologies. To 

analyze the various aspects of grid interconnection with DFIG using MATLAB. This paper is based on the 

performance of renewable source of energy (wind). This analysis is based on the MATLAB Simulation, With the 

help of this software & using simulation technique analysis of Performance  is done & Power Quality Problems such 

as voltage sag, voltage flicker and unbalance voltage due to fault are also analyzed. This paper shows the power 

electronic grid interconnection supports the variable speed wind power, real and reactive power control, and reduces 

the influences of fluctuations in the wind such as voltage flickers. Nonetheless, it generates other problems due to the 

switching devices of the power converters. One problem of the grid interconnection is harmonic distortions of the 

grid currents and voltages. The harmonic distortions degrade the power quality. This leads to more severe problems 

in the power system such as transformer saturations, failure of protective devices, etc  
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Paper Title: 
Target Detection and Tracking in High-Resolution Aerial Images using Contour-Based Spatial Model 

and Correlation Tracker 

Abstract:   This project aims at developing a contour-based spatial model which can detect geospatial targets 

accurately in high-resolution Aerial images. The detected targets are tracked using target tracking Correlation 

Algorithm. To detect the geospatial targets with complex structures, each image was partitioned into pieces as target 

candidate regions using multiple segmentations at first. Then, the automatic identification of target seed regions is 

achieved by computing the similarity of the contour information with the target template using dynamic 

programming. Finally, the contour-based similarity was further updated and combined with spatial relationships to 

figure out the missing parts. In this way, a more accurate target detection result can be achieved. The detected target 

further has to be monitored for its movements, this is achieved by implementing a correlation based tracking 

algorithm which efficiently tracks the target movements in successive image frames and its 2-D coordinates are 

plotted. The 2-D coordinates gives the observer a view of the Target movements and intentions.  
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Paper Title: A Novel Domino Logic for Arithmetic Circuits 

Abstract:   This paper presents a low power and high speed ripple carry adder circuit design using a new CMOS 

domino logic family called feedthrough logic. Dynamic logic circuits are important as it provides better speed and 

has lesser transistor requirement when compared to static CMOS logic circuits. The proposed circuit has very low 

dynamic power consumption and lesser delay compared to the recently proposed circuit techniques for the dynamic 
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logic styles. Problems associated with domino logic like limitation of non-inverting only logic, charge sharing and 

the need of output inverter are eliminated. The feedthrough logic (FTL) performs a partial evaluation in a 

computational block before its input signals reach a valid level, and performs a quick final evaluation as soon as the 

inputs arrive, leading to a reduction in the delay. The FTL is well suited to arithmetic circuits where the critical path 

consists of a large number of gates. A comparison has been done by simulating the proposed logic style based 10-bit 

ripple carry adder along with previous logic styles based RCAs. The results show that FTL is the simplest, fastest and 

consumes least power.  
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Paper Title: Strained Silicon High-K Metal Gate 22nm CMOS High Speed OR Gate 

Abstract:   This paper demonstrates a high speed OR gate in CMOS technology with strained Silicon Metal gate 

22nm technology node. The CMOS circuit uses forward body bias instead of reverse body bias which results in high 

speed .The excessive increase in forward body bias results in ouput level degradation. The simulations are done with 

HSPICE simulator with Arizona state University‟s (USA) „HP  ptm ‟ model of level54. The average decrease in rise 

and fall time of output voltage is approximately 6% and decrease in propagation delay is  47 % in the forward body 

biased OR cmos gate. The present circuit can further be modified to preserve the output levels to their maximum  

levels inspite of very high Forward body bias in order to have higher speed, and this is the future scope of this paper.  

 

Keywords: 22nm, High Speed AND gate, CMOS AND gate, Forward body biasing, Hi K metal Gate Strained Si, 

ptm models 
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Paper Title: The 8051 Micro-Controller 32 bit Multiplication Using Assembly Language 

Abstract:   Among, the lot many of microcontroller, 8051 is one of the most popular 8-bit microcontroller. Due to it 

can address 128kByte of external memory and has a basic instruction time of 1 microsecond. Assembly language is 

the language, mixture of machine level and higher level programming language called middle language. Thus the list 

of specific instructions selected from those allowed by the microcontroller manufacturer and organized to control 

operation constitute computer software. Here we are using multiplexing instruction for two 32-Bit multi plication 

operation along with other necessary instruction set. This two 32-Bit data will result in (32+32) 64-Bit answer.  

 

Keywords:  Microcontroller, Programming Language, Memory, Assembler, Cross Assembler, Register, Register 

Bank, PSW 
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Paper Title: 
Optimization of Electrical and Non Electrical Factors in EDM for Machining Die Steel Using Copper 

Electrode by Adopting Taguchi Technique 



Abstract:   EDM machining is used for very hard and complex cutting of conducting materials with higher surface 

finish and close dimensions. EDM process parameters are affected by both electrical and non electrical parameters. 

In these paper cutting of hard material high carbon high chromium (HCHcr) D3 steel is done on electro discharge 

machine with copper as cutting tool electrode. This paper presents a work on the performance parameter optimization 

for material removal rate (MRR) and electrode wear rate (EWR). There  are  electrical and non electrical factors 

which influences MRR and EWR such as  voltage ,current  pulse on time , pulse off time , dielectric fluid  material , 

flushing pressure, tool rotation  etc. In theses paper both the electrical factors and non electrical factors has been 

focused which governs MRR, EWR and there optimization. Paper is based on Design of experiment and optimization 

of EDM process parameters .The technique used is Taguchi technique which is a statistical decision making tool 

helps in minimizing the number of experiments and the error associated with it. The research showed that the peak 

current has significant effect on material removal rate.  

 

Keywords:  Electro discharge machine, high carbon high chromium material, material removal rate, Taguchi 

technique, Anova test. 
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Paper Title: E-Generics: a Mobile Application 

Abstract:   Patients believe that branded medicines are more effective than generic ones, but due to high cost of 

branded ones, patients learned to patronize the generic counterparts due to its cheaper cost and with the belief that it 

has the same effects in curing ailments.  Since medical prescriptions are written by doctors with the branded names, 

patients tend to ask for the generic counterpart to the salesclerk or pharmacists when buying in the drugstores or 

pharmacies. In the process, a reference manual is to be consulted by the salesclerk for the proper generic name 

equivalent of the medicines. It is this context that this study had put into a very handy gadget, the cell phone a mobile 

application that can be installed and used offline for reference. An algorithm was used to guide the development of 

the mobile application for easy location of the data from a database using search functions. That is, a ternary search 

tree algorithm was used to search the database developed through SQLite and the mobile application was developed 

using Java Android SDK.  

Therefore, e-Generics will provide patients or anyone who always buy medicines an easy, fast, reliable and handy 

reference as it can be easily installed in android cell phones. 
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Paper Title: Comparison of Bit Error Rate and Signal to Noise Ratio for Multi-User MIMO Wireless Applications 

Abstract:   In this paper, we analyze performance of multi-user(MU)multiple-input multiple-output (MIMO) 

systems which has emerged recently as an important research topic. In the multi-user MIMO system, downlink and 

uplink channels are referred to as broadcast channel (BC) and multiple access channel (MAC), respectively. In 

Broadcast channel data transmission application, the coordinated signal detection on receiver side is mixed with 

interference. It is very essential to avoid this interference by using different transmission methods at transmitter end. 

Due to high capacity, increased diversity, and interference suppression; the multi-user MIMO systems are effectively 

used for broadcast channels applications for efficient data transmission in terms of bit rate at transmitter end and 

getting maximum signal to noise ratio at the receiver end for next-generation wireless applications. In this paper we 

compare bit-error rate (BER) and signal to noise ratio (SNR), obtain simulation results and made comparison among 

different transmission methods which are Channel Inversion (CI), Block Diagnolization(BD), DirtyPaper Coding 

(DPC) and Tomlinson-Harashima Pre-coding (THP) algorithms.   
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Paper Title: 
Experimental investigation of Tool Geometry on Mechanical Properties of Friction Stir Welding of 

AA6061 

Abstract:   AA 6061 has gathered wide acceptance in the fabrication of the light structures required to high strength. 

Compared to the fusion welding processes that are used for joining structural aluminium alloys, friction stir welding 

(FSW) process is an emerging solid state joining process in which the material that is being welded does not melt and 

recast. In this experimental work, an extensive investigation has been carried out on FSW butt joint. Welded joints 

were made with the help of tool made of high speed steel (HSS) alloy steel. Tools were of two different pin profiles 

viz. straight cylindrical, and square. The welded joints were made on aluminum grade AA 6061 plates of 6 mm thick. 

Tests were conducted to determine the tensile strength, percentage elongation and micro hardness.  In my 

investigation, tool rotation and traverse speeds are kept constant i.e. 2000 rpm and 20 mm/min. The variables are 

shape of the tool and having passes one sided and both sided. Cylindrical tool pin profile exhibited superior tensile 

properties compared to other joints, irrespective of tool rotational speed in double pass. The joints fabricated by 

single pass have shown lower tensile strength and also percentage of elongation compared to the joints fabricated by 

double pass and this trend is common for all the tool profiles.  

 

Keywords:  Friction Stir Welding (FSW), Aluminium AA 6061, Tensile strength 
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Paper Title: Smart Biogas Plant 

Abstract:   The project investigates the development of a low cost, efficient, portable biogas plant for the generation 

of energy from discarded kitchen wastes and food waste. The main purpose of the project is to cut down on the 

landfill wastes and generate a reliable source of renewable, decentralized source of energy for the future. Biogas 

generation does not require a complex technology and can be applied globally. Kitchen waste discarded causes 

public health hazards, the project also looks into prevention of various diseases including malaria, typhoid and also 

meets the social concerns in the society. Household digesters represent a boon for urban and rural people to meet 

their energy needs. These digesters help in two ways: one is to reduce waste and the other is to provide valuable 

energy.  
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Paper Title: A Study of Effect of Shear Connector in Composite Beam in Combined Bending and Shear by Ansys 

Abstract:   The use of composite structures is increasingly present in civil construction works. Steel-concrete 

composite beams, particularly, are structures consisting of two materials, a steel section located mainly in the tension 

region and a concrete section, located in the compression cross sectional area , both connected by metal devices 

known as shear connectors. The main functions of these connectors are to allow for the joint behavior of the beam-

slab, to restrict longitudinal slipping and uplifting at the elements interface and to take shear forces. This paper 

presents 3D numerical models of steel-concrete composite beams to simulate their structural behavior, with emphasis 

on the beam-slab interface. Simulations were carried out using version 14.0 ANSYS code, based on the Finite 

Element Method. The results obtained were compared with those provided either by Standards, experimental work or 

found in the literature, and such comparison demonstrated that the numerical approach followed is a valid tool in 

analyzing steel concrete composite beams performance.  
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Paper Title: Steganography Using RSA Algorithm 

Abstract:   Steganography is the art and science of writing hidden messages in such a way that no one, apart from 

the sender and intended recipient, suspects the existence of the message, a form of security through obscurity. It is an 

emerging area which is used for secured data transmission over any public media. In this study a novel approach of 

image steganography based on LSB (Least Significant Bit) insertion and RSA encryption technique for the lossless 

jpeg images has been proposed. In this paper, we present a strategy of attaining maximum embedding capacity in an 

image in a way that maximum possible neighboring pixels are analyzed for their frequencies, to determine the 

amount of information to be added in each pixel. The technique provides a seamless insertion of data into the carrier 

image and reduces the error assessment and artifacts insertion required to a minimal. We justify our approach with 

the help of an experimental evaluation on a prototypic implementation of the proposed model.  
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Paper Title: Modern Trends in Construction 

Abstract:   Recent trends in construction become indispensible in the coming years to emphasize on sustainable 

development. The paper discusses the significance and scope of modern trends in construction techniques as 

foundations, foundation in problematic soil, walls, doors, windows, lintel and shelves, damp proofing, water 

proofing, floors, roofs. The paper emphasizes on using different types of materials in modern trends and for 

effectiveness in infrastructure building for rapid economic growth and development of a nation using recent 

advancements in the field of construction technology.  
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Paper Title: An Experimental Investigation on Structural Behaviour of Beam Column Joint 

Abstract:   Conventional concrete loses its tensile resistance after the formation of multiple cracks. However, 84-88 



fibrous concrete can sustain a portion of its resistance following cracking to resist more loading. The strength of 

concrete is appreciably increased by the crack arresting mechanism of the fibres and the ultimate strength is also 

increased because extra energy is needed to cause fracture of the fibre reinforcing the concrete. Beam-column joints 

have a crucial role in the structural integrity of the buildings. For this reason they must be provided with adequate 

stiffness and strength to sustain the loads transmitted from beam and columns. For adequate ductility of beam-

column joints, use of closely spaced hoops as transverse reinforcement was recommended. In the present study an 

attempt has been made to investigate the behaviour of exterior beam-column joint with different detailing of 

reinforcement, different spacing of connecting ties and with different percentage of steel fibres. 

Initially three specimens (SP1, SP2 and SP3) with different detailing of reinforcement were tested. Then specimen 

SP2 was selected for further investigation based on its structural performance and ease of detailing. Two more 

Specimens were tested with different spacing of ties/stirrups. Finally, to investigate the effect of addition of fibres on 

behaviour of performance of joints, three specimens (SP6, SP7 and SP8) with volume fractions of 0.5%, 1.0% and 

1.5% steel fibres were cast and tested. 

The results obtained from the investigation indicated that addition of steel fibres in the concrete mix improved 

structural performance of beam column joints measured in terms of ultimate load carrying capacity, stiffness, crack 

width, deflection and curvature ductility factor. Steel fibre reinforced concrete is one of the possible alternative 

solutions for reducing the congestion of transverse reinforcement in beam column joints. Thus with the reduction of 

congestion of reinforcement in the joint core helps in the ease of construction difficulties, while maintaining ductile 

behaviour of the frame, With the increase in the percentage of fibres from 0.05% to1.5% in the joint core the 

deflection and curvature at peak load increased. Specimen SP8 containing 1.5% of steel fibre in the joint core have 

higher value of rotation (φ), as compared with conventional specimen SP2.This clearly shows that the congestion of 

reinforcement in the core of beam column joint can be reduced by the addition of steel fibre in the joint core with 

increase in the spacing of hoops/ties. It was also observed in the study that the deflection and curvature also increases 

with the decrease in spacing of hoops/tie. 
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Paper Title: Hardware Implementation of ZUC Stream Cipher 

Abstract:   Stream ciphers are more efficient as compared to block ciphers, when implemented in hardware 

environment, like Field Programmable Gate Array (FPGA). In this paper a high throughput hardware implementation 

of ZUC stream cipher is presented. ZUC is a stream cipher that forms the heart of the 3GPP confidentiality algorithm 

128-EEA3 and the 3GPP integrity algorithm 128-EIA3. This algorithm offers reliable security services in Long Term 

Evolution networks (LTE), which is a candidate standard for the 4G network. A detailed hardware implementation is 

presented in order to reach satisfactory performance results in LTE systems. The design is being coded using VHDL 

language and for the hardware implementation, a XILINX Virtex-5 FPGA is used [1][2]. 
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Paper Title: Watershed Management-A case study of Satara Tanda Village 

Abstract:   Water is the most critical component of life support system. India shares about 16% of the global 

population but it has only 4% of the water resources. The national water policy gives priority to drinking water 

followed by agriculture, industry and power. The single most important task before the country in the field of India‟s 

water resource management is to pay special attention to rainwater conservation, especially which falls on our vast 

rain-fed lands but most of which flows away from it. 

The Marathwada region is declared the drought for this year by state government, to overcome the water scarcity 

watershed management is decided to do near the Sataratanda it is the outskirt region of Aurangabad city. The 

proposed site of watershed management structure bandhara is located on stream flowing near the Sataratanda village. 

The proposed bandhara is design for the conservation of water and recharging into the ground to raise the water table 

of this particular area for the benefits to villagers, fields & farmers. Since last few decades the demand for water had 

rapidly grown and with the increasing population would continue to rise in future. In Maharashtra, the assessment of 

ground water potential and scope for artificial recharge in the overdeveloped watershed is very crucial. The total cost 

of cement bandhara works about 9 lakhs thus the scheme is found economically feasible. The quantity of water store 

in the bandhara basin is 0.74 TCM. 
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Paper Title: Comparison of the Design of Water Treatment Plant by Manual and by Software Method 

Abstract:  The primary objective of any water supply scheme is to provide safe and adequate water supply to the 

area for which it is designed. Water treatment plant is the key component of such a water supply scheme, which 

transforms the raw water into potable water by using the appropriate treatment processes. The selection of treatment 

processes depends upon the raw water quality and the finished water quality objectives. The design of components of 

water treatment plant, construction together with good operation is very essential for water treatment plant. 

In this project an attempt is made to design the conventional Water Treatment Plant of capacity is 100 MLD by 

manually and also by using the software. All the components of water treatment plant are included in this design. The 

results of design obtained by using manual method are compared with results of software method.The comparative 

study shows that which method is very accurate, easy and useful for the design of water treatment plant 
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Paper Title: 
ANN Approach Based On Back Propagation Network and Probabilistic Neural Network to Classify 

Brain Cancer 

Abstract:   This paper presents the artificial neural network approach namely Back propagation network (BPNs) and 

probabilistic neural network (PNN). It is used to classify the type of tumor in MRI images of different patients with 

Astrocytoma type of brain tumor. The image processing techniques have been developed for detection of the tumor 

in the MRI images. Gray Level Co-occurrence Matrix (GLCM) is used to achieve the feature extraction. The whole 
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system worked in two modes firstly Training/Learning mode and secondly Testing/Recognition mode.  

 

Keywords:  Brain Cancer, MRI, Gray Level Co-occurrence Matrix, Texture Features, Back Propagation Network 

and Probabilistic Neural Network. 
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Paper Title: Mode Choice Modelling For Work Trips in Calicut City 

Abstract:   Transportation modelling plays an important role in supporting transportation planning. Work trips are 

centre of focus of urban transportation planning and policy analysis. This may causes congestion in peak hours in the 

urban transportation network. One of the important aspects of transportation modelling is to predict the travel choice 

behaviour. The travel choice behaviour is also referred to as traveller mode choice, which is the most frequently 

modelled travel decision. It involves a specific aspect of human behaviour dedicated to choice decisions. With a 

model, as simplified representation of a part of reality provides a better understanding and interpreting of these 

complex systems. This paper investigates mode choice behaviour of employers in Calicut city. A multinomial logit 

model (MNL) with statistical data processing software SPSS was used for explaining travel patterns and mode choice 

of employees residing in Calicut city. MNL model was developed and identified the factors influencing the mode 

choice of work trips.MNL is widely used model in the discrete choice model and it has many computational 

advantages.   
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Paper Title: Reinforcement-Clustering Technique based on POPTVR FNN for Pattern Classification 

Abstract:  In general, a Fuzzy Neural Network (FNN) is characterized by its learning algorithm and its linguistic 

knowledge representation. However, it does not necessarily interact with its environment when the training data is 

assumed to be an accurate description of the environment under consideration. In interactive problems, it would be 

more appropriate for an agent to learn from its own experience through interactions with the environment, i.e. 

reinforcement learning. In this work, three clustering algorithms are developed based on the reinforcement learning 

paradigm. This allows a more accurate description of the clusters as the clustering process is influenced by the 

reinforcement signal, They are the Reinforce Clustering  

Technique I (RCT-I), the Reinforce Clustering Technique II (RCT-II), and the Episodic Reinforce Clustering 

Technique (ERCT).we have implemented, the integrations of the RCT-I, the RCT-II, and the ERCT within the 

pseudo-outer product truth value restriction (POPTVR), which is a Fuzzy neural network integrated with the truth 

restriction value (TVR) inference scheme in its five layered feed forward neural network. The three reinforcement-

based clustering techniques applied to the POPTVR network are able to exhibit the trial-and-error search 

characteristic that yields higher qualitative performance.  
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Paper Title: Design and Implementation of Arithmetic Coder Used in SPIHT 

Abstract:   In this paper Set Partitioning in Hierarchical Trees (SPIHT) algorithm for image compression is 

proposed with a arithmetic coder thereby it compresses the Discrete Wavelet Transform decomposed images. This 

architecture is advantageous from various optimizations performed at different levels of arithmetic coding from 

higher algorithm abstraction to lower circuit implementation. SPIHT has straightforward coding procedure and 

requires no tables which make a SPIHT algorithm an appropriate one for low cost hardware implementation. In order 

to avoid rescanning the wavelet transformed coefficients a breadth first search SPIHT without lists is used instead of 

SPIHT with lists. With the help of Breadth First search high speed architecture is achieved. Dedicated circuit such as 

common bit detector is used for loop unrolling the renormalization stage of arithmetic coding. Critical path in the 

architecture are shortened by employing Floating point multiplier and carry look ahead adder. Design has been 

implemented on Spartan 6 FPGA.  

 

Keywords:  Arithmetic coding, Common bit detection (CBD) circuit, Discrete wavelet transform (DWT), Set 

Partitioning in Hierarchical Trees (SPIHT). 
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Paper Title: A new Set Partitioning in Hierarchical (SPIHT) Algorithm and Analysis with Wavelet Filters 

Abstract:  Spiht-Set Partitioning in Hierarchical Trees algorithm is widely used as a compression and encoding 

algorithm for satellite image compression and transmission. Though it provides efficient lossless compression with 

high PSNR the associated complexity of algorithm is very high which makes it unfeasible for many practical 

hardware implementations. Based on the SPIHT algorithms, we define two modifications to develop a simpler image 

coding method. The first concept is obtained from the relationship between the bit-planes and the target bit- rate. The 

second concept is obtained by applying different wavelet filters. Based on the above mentioned concepts, we can 

discard the refinement pass and improve the image quality at different target bit-rates. The project implements image 
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codec's based on both the algorithms and compares their performance on the basis of PSNR values. The images used 

are square grayscale images. The programming is done in java platform  
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Paper Title: A Paper on System Stability (First Order and Second Order) Using PID Controller 

Abstract:   PID Controller is used for tuning of three constants (P,I&D).It stabilize the system by reducing 

oscillations and settling time. In the proposed method, new tuning rules based on the exact satisfaction of gain and 

phase margin specifications using proportional-integral (PI) and proportional-integral-differential (PID) type 

controllers are used for unstable first-order plus dead-time (UFOPDT) processes. The tuning rules are given in the 

form of iterative algorithms, as well as in the form of accurate, analytical approximations. Moreover, several specific 

functions, related to the crossover frequencies of the Nyquist plot and to the feasible design specifications for a given 

process, are derived. These functions, which are particularly useful for the general design of PI and PID-type 

controllers for UFOPDT processes are accurately approximated, in order to simplify the tuning procedure. With the 

proposed approximations, the tuning rules require relatively small computational effort and are particularly useful for 

online applications.  
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Paper Title: Comparison of ABC and Ant Colony Algorithm Based Fuzzy Controller for an Inverted Pendulum 

Abstract:   Fuzzy logic is a practical, robust, economical and intelligent alternative for controller design of complex 

systems. Choosing appropriate fuzzy rules is essential for a fuzzy logic controller to perform at the desired level. 

Various evolutionary algorithms are used to find an optimal set of fuzzy rules in the literature. In this paper, an 

artificial bee‟s colony (ABC) optimization algorithm and Ant colony algorithm are used to optimize the fuzzy 

membership functions to control the deviation in pendulum angle and velocity. The proposed control techniques are 

implemented in MATLAB/Simulink  platform and the control performances are evaluated. With the ABC based 

fuzzy, the  inverted pendulum is remaining in the steady position with less error.   

 

Keywords:  Inverted pendulum, angle, velocity, integrated control, ABC algorithm, fuzzy controller, Ant colony 

algorithm. 
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Paper Title: Alternative Way in Reducing Car Cabin Temperature Using Portable Car Cooling System (Car-Cool) 

Abstract:   Until now, car owners especially in ASEAN countries are facing problems where the temperature is too 

hot in the car when they park their cars under the scorching sun. Various problems will arise caused by this situation. 

In this paper, the design and development of portable car cooling system is described briefly. Electrical Motor, 

rechargeable battery, Peltier cell, rotating cloth; these are the components that have been combined in order to 

complete a simple cooling system. Based on the experimental activities‟ result, it is proven that the conducted 

research has a positive impact where it has successfully maintain the temperature inside the car at room temperature. 

For comparison, the temperature inside the car can achieve up to 70°C without the proposed system. Furthermore, the 

simple proposed system provides comfort to users due to its capability in improving the quality of air and moisture in 

the car‟s cabin.   
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Paper Title: A Class of Triple Error Correcting Bch Likes Codes 

Abstract:   In a recent paper, Bracken and Helleseth [2009] showed that one can construct triple-error-correcting 

codes using zero set consisting different zero set than the BCH codes. In this correspondence we present some new 
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triple error correcting code having zeros {𝟏,𝟐𝟐𝒌+𝟏,𝟐𝟒𝒌+𝟏} and {𝟏,𝟐𝟐𝒌+𝟏,𝟐𝟔𝒌+𝟏} where gcd (2k, n) =1 and n be 

odd. 
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Paper Title: Design of ECG Sensor Interface for Biosignal Extraction 

Abstract:   The main objective of this paper is to propose the design of a sensor interface for gathering biosignal. 

This signal is acquired from the patient‟s body by the ECG sensor. The interface includes the instrumentation 

amplifier, bandpass filter, notch filter and the gain amplifier for improving the weak signal captured from the human 

body. The interface designed is intended to be used in supporting remote monitoring devices for the patients living in 

areas with limited access to medical assistance or scarce clinical resources especially in rural areas. The patient 

monitoring systems are expected to use the GSM/GPRS network directly through GSM/GPRS modem instead of 

using additional devices like Personal Digital Assistant (PDA). Since, the network is currently available in remote 

area for access. The design is helpful to improve people‟s quality of life, as well as to allow an improvement in the 

government attendance indices.  
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Authors: Priyank Rajvanshi, Varun Singh Nagar, Priyanka Chawla 

Paper Title: Data Protection in Cloud Computing 

Abstract:   We are in the middle of an insurgency in cloud computing. In short, cloud computing is “a model for 

enabling convenient, on-demand network access to a shared pool of configurable computing resources that can be 

rapidly provisioned and released with minimal management effort or services provider interaction.” 
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Current cloud computing systems pose serious limitation to protecting users' data confidentiality. Since users' 

sensitive data is presented in unencrypted forms to remote machines owned and operated by third party service 

providers, the risks of unauthorized disclosure of the users' sensitive data by service providers may be high. Many 

techniques for protecting users' data from outside attackers are available, but currently there exists no effective way 

for protecting users' sensitive data from service providers in cloud computing. 

Our approach is protecting the confidentiality of users' data from service providers, and ensures that service providers 

cannot access or disclose users' confidential data being processed and stored in cloud computing systems. Our 

approach has three major aspects: 

1) Separating software service providers and infrastructure service providers in cloud computing, 

2) Hiding information of the owners of data, and 

3) Data obfuscation. 

An example to show how our approach can protect the confidentiality of users' data from service providers in cloud 

computing is given and various types of attacks in cloud computing. Service providers neither can see user‟s 

confidential data, nor can modify it. That‟s approach is presented in our paper. 
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Paper Title: Geospatial Technology for Mapping Suitable Sites for Hydro Power Plant 

Abstract:   Hydropower is one possible method of generating electric power close to potential consumers. The 

accessibility of the possible sites which are mostly located in rural and mountainous areas, large amount of data is 

required, consumes huge amount of money and time. Since small hydropower schemes, used to produce electrical 

energy which is benefited for nearby small towns, villages or small industries. Expensive ground investigations must 

be carefully targeted to the areas which are most likely to yield useful sites for hydropower development.  

In order to cope with these problems, the present study proposes the use of Geospatial Technology & Soil Water 

Analysis Tool (SWAT) hydrological model to select the feasible sites of small hydropower projects.  

The study using the above methodology to identifies suitable site in Bennihalla catchment, for small scale 

hydropower development. The hydrological factors yield a map representing an overall feasible potential site for 

small hydropower development. In the present study sub catchment 1 and outlet of the catchment are more suitable 

for small scale hydropower plant.  
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Paper Title: Planning Of Integrated Transport System to Namma Metro at Byapanahalli – A Study 

Abstract:   Mass Rapid Transit is one of the major Transportation system proposed in metropolitan city like 

Bangalore in order to be beneficial in reducing various traffic problems and result in reduction of Travel time etc. 

The efficiency of this system can be increased by attracting more number of Trip makers by a suitable Integrated 

Transport System. Feeder system is one of these techniques proposed for Namma Metro in Bangalore which includes 

Feeder bus (Minibus) operating throughout the radial areas of Metro stations. The present study includes the 

necessity of these buses as par with Public Transport Buses currently operating in these areas with respect to the 

willingness of commuters, Frequency and Travel Time.  
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Paper Title: Pavement Performance Modeling – A Case Study 

Abstract:   Pavement deterioration is a complex process. It involves not only structural fatigue but also many 

functional distresses of pavement. It results from the interaction between traffic, climate, material and time. 

Deterioration is the term used to represent the change in pavement performance overtime. The ability of the road to 

satisfy the demands of traffic and environment over its design life is referred to as performance. Due to the great 

complexity of the road deterioration process, performance models are the best approximate predictors of expected 

conditions. 

In this study main distresses were identified from the selected road stretches. Regression models are then developed 

using SPSS (Statistical packages for social sciences) package. T test is used to check the reliability of the model. 
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Paper Title: A New Technique for enhance Image Protection Using Digital Watermarking 

Abstract:   This paper focuses mainly on the image security sharing techniques for safe transmission purpose. This 

algorithm will be applied to images. We encrypt the secret key with an encryption method based on keys. This work 

presents a method that combines image watermarking and encryption technique for safe image transmission purpose. 

In this method we embed the original image with patient information before encryption by using lossless 

watermarking method then apply encryption algorithm for encryption of embedded image using private key so that 

both image and patient information is completely encrypted . In this paper, Image Watermarking using Least 

Significant Bit (LSB) method has been used for embedding the information. In receiver side when the message is 

arrived then we applied the inverse methods in reverse order to get the lossless original image and patient 

information comparison to other methods. We have applied and showed the results of our method to medical images.  
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Paper Title: 
Role of Computer and Automation in Design and Manufacturing for Mechanical and Textile 

Industries: CAD/CAM 

Abstract:   Luckily, the times when we needed to explain why we need a COMPUTER & CAD are history. 

Manufacturing industry witnessed not only a tremendous modernisation in technology but also adoption of 

information technology & computer science in massive scale. Automobile and fashion designing companies face 

significant challenges to remain competitive in today's industry, including supplying innovative collections at the 

right price, controlling margins, designing personalized garments, enhancing brand image, building customer loyalty 

and expanding business horizons. 

To unleash the creativity of the component designers, Computer Aided Design Technology and Automation is being 

used more and more in mechanical / textile industry (both in automatic and manual machines like power loom and 

handloom). Today, with the introduction of CAD and its many software capabilities, the possibilities are endless. 

These challenges can be faced by combining solutions such as CAD/CAM and 3D technologies with Internet tools to 

provide optimal solutions for meeting all requirements, from collection design to visual merchandising through 

production.  

Automation (CAD/CAM) involves all the processes of conceptualizing, designing, analysing, prototyping and actual 

manufacturing with Computer‟s assistance.  

As Automation can be said as “A process without direct human activity in the process”, so this paper goes through 

the need & necessity of computer (CAD/CAM) in mechanical and textile industry & as a helping tool in both 

industries. 

In this paper, the detail information of CAD/CAM and effect of Automation is being presented. The functions, 

applications & the points above, parameters, necessary for new century are discussed. 
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