
  

  

Abstract—An agent’s ability to perceive the world and its 
physical capabilities impact its communicative modalities. 
Moreover, the sensing and processing (i.e., interpretation) 
abilities of the user determine the channels and dynamics of 
communication that should be utilized by the robot to transmit 
and receive information. In previous work, we proposed an 
ontology-based communication and coordination system for the 
formation of impromptu teams of heterogeneous robots. We 
extend this work to consider the capabilities of both the robot 
and a human user in the production of multimodal 
communicative behaviors to facilitate user needs and 
preferences in an interaction. 

I. INTRODUCTION 
S humans, we know that our abilities to sense the world 
and our physical capabilities to interact with the world 

shape the way we ground concepts and communicate them 
[1]. The capabilities and sensing modalities of a robotic 
agent have analogous impact on its abilities to communicate. 
This is evident in the coordination of impromptu teams of 
heterogeneous robots [2]. Moreover, the characteristics of a 
human user influence the way that the robot should interact; 
specifically, the sensing and processing (i.e., interpretation) 
abilities of the user determine the channels and dynamics of 
communication that should be utilized by the robot to 
transmit and receive information. 

Verbal and nonverbal modalities make up what can be 
considered “typical” human communication. However, there 
are some populations whose circumstances impair such 
social interaction [3]. For example, children with autism 
spectrum disorder (ASD) tend to avoid eye contact and, thus, 
often miss communicated intentions and emotions expressed 
in the face and body; the early-to-moderate stages of 
Alzheimer’s disease often limit a patient’s vocabulary; post-
stroke rehabilitation patients frequently have reduced motor 
activity, thus limiting social expressiveness. We consider the 
capabilities of both the robot and the user in the production 
of multimodal communicative behaviors to facilitate the 
specific preferences and needs of the user in an interaction. 
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II. BACKGROUND 
In previous work, we presented an ontology-based 

symbolic communication protocol and Agent Interaction 
Manager for coordinating impromptu teams of 
heterogeneous robots [2]. Ontological reasoning provides a 
sense of meaning to information. By representing a robot’s 
abilities, perceptions, and goals as symbols relating to 
concepts in ontologies, a robot is able to meaningfully share 
its symbols with other agents via network communication. 

Tejada et al. [4] and Browning et al. [5] discuss 
mechanisms for humans to coordinate with homogeneous 
and heterogeneous robots, respectively. Each of the 
proposed techniques incorporates a traditional computer 
interface for communication. However, humans rely on 
verbal and nonverbal modalities, such as speech and body 
language, to convey information. Likewise, a social robot 
should utilize similar modes of communication. 

III. APPROACH 
We revisit our ontology-based Agent Interaction Manager 

(AIM) [2], and extend it for interactions with humans. In the 
previous implementation, robots communicated concepts 
over a network using the AIM protocol; however, the 
channels utilized in human interaction require the robot to 
communicate concepts via verbal and nonverbal modalities. 

A. AIM Server—Agent Profiles and Templates 
At initialization, a robot AIM client (Fig. 1a) uses the 

AIM protocol to communicate its concepts to an AIM server 
(Fig. 1b). These concepts define the ontologies necessary to 
form the robot’s agent profile—an ontology generated 
dynamically using the concepts expressed by the robot [2]. 

In the presence of another agent, the robot sends an AIM 
message requesting the instantiation of a new profile unique 
to the agent. This profile is initialized using an agent 
template, a generic representation of the concepts and 
modalities utilized by a category of agent. For example, if 
the robot identifies the agent as another robot, then the local 
area network is an assumed medium for communication; 
however, if the agent is identified as human, then verbal and 
nonverbal modalities are assumed, as well as some 
understanding of concepts represented by the ontologies. 
AIM is then responsible for maintaining the profiles of all 
known agents, recognizing common concepts and modalities 
between them. This is inspired by computational models for 
the theory of mind [6], and has implications with regard to 
special-needs populations, such as children with ASD [3]. 
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B. AIM Client—Agent Model and Interfaces 
 The agent model refers to the agent’s knowledge 

representation of the world, as well as necessary meta-
knowledge to communicate concepts to AIM through agent 
interfaces. An agent interface converts the representation 
with respect to an interaction modality into ontological 
concepts that can be exchanged in the AIM server (Fig. 1a). 

In AIM, information is presented in a structured form, 
similar to a descriptive sentence, containing a subject, a 
predicate, and an object [2]. By enforcing this strict syntax, 
concepts can be broken down and related to the traits of 
others. This embedded grammar can be used to produce an 
interface for verbal communication (e.g., text-to-speech [7]). 

A robot must utilize its own embodiment to communicate 
to a human. There are two types of nonverbal behavior: 
speech-independent and speech-dependent [8]. 

Speech-independent nonverbal communication requires 
that the robot physically convey the essence of a concept. 
For example, facial expressions can be used to express 
emotion; deictic gestures, such as eye gaze or pointing, can 
be used to indicate a point of interest; shape-related gestures 
can be used to illustrate the form of an object [9]. Balch & 
Parker [10] suggest that agents exchange concepts in three 
ways: (1) iconically, expressed physically similar to the 
concept itself; (2) indexically, establishing connections 
between iconic representations; and (3) symbolically, 
providing semantic relationships among all three 
representations. We are investigating physical 
manifestations of these representations. 

Speech-dependent nonverbal communication requires that 
the robot produce socially expressive behaviors that 
compliment the verbal channel. Lee & Marsella [11] 
describe a rule-based NonVerbal Behavior Generator 
(NVBG) that converts the function of a communicative act 
(i.e., speech content and emotion) to “coverbal” (i.e., 
synchronized verbal and nonverbal) behaviors for embodied 
conversational agents; a “behavior realizer” is then used to 
carry out the coverbal act. We are in the process of 
integrating NVBG and implementing behavior realizers for a 
variety of anthropomorphic and non-anthropomorphic robots 
(http://robotics.usc.edu/interaction/?l=Laboratory:Facilities). 

IV. IMPLEMENTATION 
A series of agent templates and interfaces will be 

validated on various typically-developed/unaffected user 
groups, and then extended to focus on special needs 
populations, such as children with ASD, people with 
Alzheimer’s disease, and post-stroke rehabilitation patients, 
in an effort to improve or optimize human task performance. 
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Fig. 1: The Agent Interaction Manager (a) client and (b) server. 
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