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ABSTRACT 

Network congestion and signal quality degradation are the 
major problems of the Global System for Mobile 
communication (GSM) most especially as the number of 
customers increases. They are issues that constantly and 
continuously demand for further researches to improve 
network performance. Congestion in various systems has 
always been tackled with various attempts, all of which falls 

in either the congestion avoidance category or congestion 
management category. Congestion avoidance has however 
been adjudged the best scheme for controlling network 
congestion and this is the approach employed in this research 
work. The conventional GSM network calls congestion 
control methods such as Token Bank, Automatic Call 
Gapping among which Call Admission Control (CAC) is the 
best, was selected for this work. Dynamic load balancing 

technique was combined with CAC to re-route calls that 
would have been dropped to another less busy cell within the 
Base Station Controller (BSC) area.  Dijkstra shortest path 
algorithm was used to find the shortest route to which calls 
can be transferred among the collocated base station cells. The 
combined algorithms were implemented on JAVA platform 
using real life call data record (CDR) collected from 
Globacom Nigeria Limited. New Call Blocking and Handoff 

Call Dropping Probabilities (NCBP and HCDP) were used to 
measure the performance results. The two probabilities were 
computed for both CAC only and the combined scheme. The 
results obtained showed that there is significant reduction in 
the values of both NCBP and HCDP by 71.43% and 100% 
respectively, of cells considered for the new combined 
scheme when compared with that of the CAC only. This 
indicates that the new scheme has further reduced the values 

of the NCBP and HCDP which enabled the cells to 
accommodate more calls thereby increasing the efficiency of 
the network performance. 

General Terms 

Network System Performance Management  

Keywords 

Congestion control,  Call Admission Control, Load Balancing, 
NCBP, HCDP. 

1. INTRODUCTION 
The Global System for Mobile (GSM) communication has 
become a household term in our present world. This is due to 
the fact that communication in the life of man is so important 
and the use of the GSM network is not being limited to the 
rich alone but to all human beings be it rich, poor, old or 
young. This accounts for the ever-growing demand for GSM 
communications by people in the real sense of it as reported 

by the GSM Association which could make congestion 

inevitable [1]. The problem of network congestion is a 
network managerial issue that affects the quality of service 
(QoS) rendered by a network, apart from the fact that over-

utilization of a node in a network can lead to resources’ short 
span or malfunctioning. Therefore congestion control is of 
utmost importance for the sustainability of the system and the 
development of a congestion control measure in this system 
should be a good effort in the right direction. 

Several attempts had been made to forestall and manage the 
congestion in mobile networks like the GSM network which 
includes channel borrowing, cell-splitting, cell sectoring, 

development of micro-cells, dynamic channel allocation and 
deployment of soft handover schemes [2],[3],[4]. The 
techniques of controlling congestion employed so far in all 
systems have always in a general view, being focused on two 
principles. These principles are either to reject excessive 
traffic to prevent overload from occurring or diverting excess 
load if overload occurs. All the proposed techniques in the 
literatures had therefore been centered on these two 

principles. Attempt is made to use a combined scheme 
consisting of load balancing technique with a known efficient 
Call Admission Control (CAC) scheme in order to reduce the 
rate of network congestion and signal quality degradation 

2. LITERATURE REVIEW 
Load balancing as a system performance management 
technique had been applied in so many areas and to several 
systems in order to stabilize them. It had been applied to the 
assignment of tasks to processor in a multiprocessing 
computing environment. [5],[6]. Other areas of application of 
load balance include database state machine [7], robotic 
control system, [8] homogeneous and heterogeneous 
distributed system, managing peer-to-peer system 

[9],[10],[11],[12] and channel sharing scheme in mobile 
networks [13], 
[14],[15],[16],[17],[12],[18],[19],[20],[21],[22],[23],[24].  

In a more specific term with regard to calls as the traffic load, 
there exists various techniques of call congestion control 
among which are the Automatic Call Gapping (ACG) and the 
Token Bank (TB) [25]. The idea of the Automatic Call 
Gapping (ACG) is to reduce call attempt rate by allowing only 
one call attempt per a specified gap interval. This call attempt 

reduction occurs when the ACG mechanism is activated due 
to congestion and last for specified gap duration; possibly the 
congestion period. The Token Bank (TB) on the other hand is 
used for input regulation to protect an entity from becoming 
overloaded. It uses the parameters of token bank capacity C 

and the token bank rate . Tokens are generated periodically 

by an infinite source at a rate  into the bank.  The token bank 

is associated with each source that generates call requests and 
when the token bank is full, then tokens are blocked and lost. 
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If the TB is not empty then a call request is passed and a token 
is removed from the TB, otherwise the call request is dropped 
[25],[26]. 

Another most important and widely accepted existing 
technique of controlling congestion in GSM network is the 

Call Admission Control (CAC). It is a provisioning strategy 
used to limit the number of call connections into the networks 
in order to reduce the network congestion, call dropping and 
provide the desired Quality of Service (QoS) to users of the 
network [27],[28]. [29] proposed a scheme that combined 
admission control with Bandwidth adaptation to enhance the 
QoS provisioning. The scheme blocked a new call if the 
number of ongoing calls is greater than or equal to a stated 

threshold value or there is no bandwidth available in the given 
cell to accommodate the new call. However the incoming 
handoff calls is prioritized regardless of the number of 
ongoing calls or its requested bandwidth and if necessary 
bandwidth adaptation is performed. Their results showed that 
the handoff call dropping probability (HCDP) is near zero (i.e. 
0.00208) and the new call blocking probability (NCBP) is 
greatly reduced. 

The proposed congestion control scheme of [30] uses the 
buffer management technique to accept handoff calls 
temporarily in case there is no free channel to reduce the 
HCDP under the notion of guard channel principle. Their 
scheme blocked incoming calls when there is no free channel. 
The work of [31] was very similar to that of [29]. They 
combined bandwidth reallocation policy with adaptive call 
admission control. The significant difference between the two 

is that in the work of [31]; the bandwidth of all the ongoing 
calls are adjusted on the arrival of any incoming calls or at the 
completion of an ongoing call. The bandwidth is either 
degraded to accommodate new calls or upgraded in the event 
of service departure to enhance call services. Their scheme 
was proposed for cellular multimedia services and was 
combined with load balancing in this work. 

3. DESIGN METHODOLOGY 
The Combined Scheme was designed to incorporate a known 
Adaptive Call Admission Control (CAC) scheme of [31], and 
a load balancing strategy to further minimize the New Call 
Blocking Probability (NCBP) and the Handoff Call Dropping 
Probability (HCDP). The input to the system (i.e. calls) is 
made to pass through the CAC part of the combined scheme 

where calls are either rejected or accepted based on bandwidth 
availability which depends on the condition of the network 
system.  

The first part of the CAC scheme which implemented the 
work of [31] which contains three (3) algorithms, namely: the 
Adaptive CAC (Ad_CAC), the UpgradeBW and the 
DegradeBW algorithms as shown in figures 1 – 3 below. 

The Adaptive CAC dynamically control the admission of calls 

in the network system by setting and resetting the bandwidth 
of the network to a level strong enough to sustain the 
processing of calls. It triggers the DegradeBW algorithm in an 
event of accepted call and the UpgradeBW algorithm when 
there is an outgoing handoff call or a call completion in the 
given cell. 

The second part is the load balancing section illustrated as 
part of figure 4 in form of algorithm and its flowchart is 
depicted in figure 5 which has three phases of information 
policy, selection policy and the migration policy as usual for 
all load balancing strategy. The selection policy of the 

combined scheme proposed uses an implementation of 
Dijkstra shortest path algorithm [32] to find the most suitable 
BTS (or cell) to transfer call to. The suitability here refers to 
the closest cell to the source. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 1: Algorithm for the Adaptive Call Admission Control  

            (Ad_CAC) Scheme of Sanabani et al (2006) 
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 Fig  2: Algorithm for Degrade Bandwidth of     

                            Sanabani et al (2006) 

 

 

 

      Fig 3: Algorithm for Upgrade Bandwidth of 

                 Sanabani et al (2006) 

 

      Fig 4: The Combined Scheme algorithm 

4. SYSTEM IMPLEMENTATION 

The combined scheme was implemented on JAVA platform. 
The input to the simulation experiments was obtained through 
real life network sample data collected from Globacom Nigeria 
Limited, Victoria Island, Lagos - Nigeria. A group algorithm 
and programming (GAP) package was used to analyze the data 
collected with the maximum and minimum call durations of 800 
and 0 seconds respectively were incorporated into the JAVA 
program which then generated similar data randomly for 

processing. Other input data variables (e.g. inter arrival times of 
calls) were generated randomly using Java random number 
generator. A thousand (1000) calls were simulated for each cell 
in each BSC area and load balancing is done within each Base 
Station Controller (BSC) comprises of seven (7) cells. This was 
conducted using two BSCs in the simulation. 

 

 

      

 

 

 

 

 

 

Call( ) { 
   if (CALL-TYPE = ‘Handoff’){ 

   accept call into the Ad_CAC 
   } 
   if (success) { 
    return 
    }else 
   if (failure) { 
     call NetworkLB 
   }else 

   if (CALL-TYPE = ‘New Call’) { 
     accept into the Ad_CAC 
    } 
  if (success) { 
     return 
    }else 
  if (failure) { 
     call NetworkLB 
   } 

} 
 
NetworkLB(){ 
   check all cells in the BSC area 
   if (less busy cell){ 
      process call 
    }else 
   if(every cell is busy){ 

      drop call 
   } 
} 
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Fig 5: The Flowchart of Combined Scheme 

5. RESULTS OBTAINED 

There are two (2) sets of results from the implementation of the 
design.  The first result was obtained from the CAC only 
scheme while the second was from the combined scheme. The 
results incorporated the computation of the New Call Blocking 
Probability (NCBP) and the Handoff Call Dropping Probability 
(HCDP) in which comparison was made between the two sets 
of results. 

 

 

6. PERFORMANCE EVALUATION 

The simulation results showed that the NCBP in the two (2) 
schemes are very close, although the new combined scheme 
still performed better in several cells than the CAC only 
scheme. The HCDP was greatly reduced with the use of the 
combined scheme when compared with that of the CAC only 
scheme. Figures 6a-d illustrate the new call blocking probability 
of [31] and combined scheme for BSC at step 0 and 1 in run 1 
and 2 while figures 7a – d describe hand off call probability of 

[31] and combined scheme for BSC at step 0 
and 1 in run 1 and 2. 
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         Fig 6(a): New Call Blocking Prob. Graphs          Fig 6(b): New Call Blocking Probability Graphs for       

for BSC 0, at run 1.                                           BSC 1 at run 1.      
     

 

 

        Fig 6(c): New Call Blocking Prob. Graphs                               Fig 6(d): New Call Blocking Prob.      

for BSC 0, at run 2.              Graphs for BSC 1 at run 2. 

 

 

 

      Fig 7(a): Handoff Call Blocking Probability                                         Fig 7(b): Handoff Call Blocking Probability Graphs for   

                       Graphs for BSC 0 at run 1.                                                                    BSC 1 at run 1. 

   

0

0.005

0.01

0.015

0.02

0.025

0.03

9 9 5 11 11 8 9

H
C

D
P

Cell No

Sanabani et 
al(2006)

Combinedd 
Scheme

0
0.005
0.01

0.015
0.02

0.025
0.03

0 1 2 3 4 5 6

H
C

D
P

Cell No

Sanabani et al 
(2006)

Combined 
Scheme

0

0.005

0.01

0.015

0.02

0.025

0.03

0 1 2 3 4 5 6

N
C

B
P

Cell No

Sanabani et 
al(2006)

Combined 
Scheme

0
0.005
0.01

0.015
0.02

0.025
0.03

0 1 2 3 4 5 6

N
C

B
P

Cell No

Sanabani et 
al(2006)

Combined 
Scheme

0
0.005
0.01

0.015
0.02

0.025
0.03

0.035

0 1 2 3 4 5 6

N
C

B
P

Cell No

Sanabani et 
al(2006)

Combined 
Scheme

0
0.005
0.01

0.015
0.02

0.025
0.03

0.035

0 1 2 3 4 5 6

N
C

B
P

Cell No

Sanabani et 

al(2006)

Combined 

Scheme



International Journal of Computer Applications (0975 – 8887) 
Volume 14– No.3, January 2011 

52 

 

     Fig 7(c): Hand off Call Blocking Probability                          Fig 7(d): Hand off Call Blocking  Prob. Graphs  

                    Graphs for BSC 0 at run 2.                                                      for BSC 1 at run 2. 

 

In addition to the fact that the two call level factors of NCBP 
and HCDP had been further minimized by the combined 
scheme, it also satisfied the three requirements of a congestion 
control algorithm, namely: robustness, fairness and reaction 
time, as noted in [25].  

The combined scheme satisfied the requirement of ‘reaction 

time’ because it quickly reacts to overload condition using its 
DegradeBW component of the algorithm to adjust the network 
system condition. It is however robust due to the fact that it 
keeps the network system in control for a long time with fewer 
numbers of calls dropped. This directly shows an increase in the 
efficiency of the system and further stabilizes the network 
performance. The scheme also maintain fairness to all calls 
used as load element in the sense that priority is given to the 

ongoing calls (most importantly the handoff calls) over the 
newly established calls which are yet to enter the system.    

 

7. CONCLUSION AND FUTURE    

            WORKS 
This paper proposes a combined scheme which uses a load 
balancing strategy to aid an efficient adaptive call admission 
control scheme. The better performance exhibited by the 
combined scheme when compared to the CAC only scheme is a 
clear evidence that the addition of the load balancing strategy 

had further strengthened the adaptive CAC. This has reduced 
the value obtained in the NCBP and HCDP significantly. This 
work can be further enhanced by extending it to calls 
processing in the cells in other BSC areas in a Mobile 
Switching Centre (MSC) area. Also the network in focus is 
homogeneous and an extension of this work can be made for 
heterogeneous networks.  
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