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A broad discussion of priors can be found in (Bernardo \& Smith, 1994; Kass \& Wasserman, 1996) including objectivity, reference priors, priors for some specific distributions, a number of paradoxes, and connections with cross validation. Good examples of methods can be found in (Gelman, Carlin, Stern, \& Rubin, 1995). Another source of general discussion is papers by Jaynes collected in (Rosenkrantz, 1983). Ockham's razor is discussed from several perspectives in (Barron \& Cover, 1991; Jefferys \& Berger, 1992; Blumer, Ehrenfeucht, Haussler, \& Warmuth, 1987; Cover \& Thomas, 1991; Wallace \& Freeman, 1987). Objectivity is also discussed in (Berger, 1988, 1985). General principles for priors are discussed in (Bernardo \& Smith, 1994; Kass \& Wasserman, 1996). Paradoxes are discussed in (Jaynes, 1980, 1973; Diaconis \& Freedman, 1986; Bernardo \& Smith, 1994). An introduction to eliciting probabilities is given in (Morgan \& Henrion, 1990; Heckerman \& Jimison, 1989). The use of measure theory for priors is given in (Wootters, 1981). Overfitting or the bias-variance dilemma is discussed in (Geman, Bienenstock, \& Doursat, 1992).

Standard priors for specific distributions, and conjugate priors are discussed in (Box \& Tiao, 1973; Bernardo \& Smith, 1994; DeGroot, 1970). Priors for feed-forward neural networks, an extensive research topic, are discussed in (Nowlan \& Hinton, 1992; MacKay, 1992; Buntine \& Weigend, 1991; Wolpert, 1994; Neal, 1996, 1994; MacKay, 1995). Priors for Bayesian networks are discussed in (Heckerman, Geiger, \& Chickering, 1994; Buntine, 1991b; Spiegelhalter, Dawid, Lauritzen, \& Cowell, 1993). Priors for class probability trees are discussed in (Buntine, 1991a; Wallace \& Patrick, 1993). General methods for dealing with priors, empirical Bayes, hierarchical priors, ML-II priors, etc., are discussed in (Bernardo \& Smith, 1994; Berger, 1985).
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