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“It ain’t what you don't know that gets you into trouble. It’s what 
you know for sure that just ain’t so.” - Mark Twain 1835-1910. 

 
Abstract. This paper states that systems engi-
neering is a discipline characterized by debates 
based on subjective opinions, with participants 
talking past each other, a lack of listening and a 
number of myths. The opinions expressed in this 
paper are based on some of the findings from 
research into the nature of systems engineering 
that began in 1994. The paper discusses seven 
myths of systems engineering and shows the 
nature of the myth and the reality, and explains 
how and why each myth arose.  

INTRODUCTION 

In the second session of the Academic Forum at 
the 2009 International Symposium in Singapore, 
the state of systems engineering as a discipline 
was compared to the state of:  

 electrical engineering before Ohm’s law was 
postulated,  

 electrical engineering before Maxwell’s 
equations were stated, when engineers built 
motors by winding coils but had no theory 
upon which to predict the behaviour of the 
motor before powering it up for the first time 

 chemistry before the periodic table of ele-
ments was discovered, and 

 medicine in the 1800’s before medical sci-
ence provided a theory of why some medi-
cations work and why some don’t. 

Namely systems engineering is in its early 
stages. A discipline in these stages is character-
ized by debates based on subjective opinions, 
with participants talking past each other, a lack of 

listening, contradictory and confusing informa-
tion and a number of myths. This paper addresses 
some of those myths and the opinions expressed 
in this paper are based on findings from research 
into the nature of systems engineering that began 
in 1994. These partial findings are grouped herein 
as seven myths of systems engineering. The pa-
per shows the nature of each myth, the reality, 
and explains how and why each myth arose. The 
myths discussed are: 

 Myth 1: There are Standards for systems 
engineering.  

 Myth 2: The “V” model of the systems en-
gineering process 

 Myth 3: Follow the systems engineering 
process and all will be well 

 Myth 4: Complexity needs new tools and 
techniques 

 Myth 5: Systems of systems are a different 
class of problem and need new tools and 
techniques 

 Myth 6: Changing requirements are a cause 
of project failure so get the requirements up 
front.  

 Myth 7: The systems engineering process. 

Consider each myth and corresponding real-
ity. 

MYTH 1: THERE ARE STANDARDS FOR 
SYSTEMS ENGINEERING.  

While (MIL-STD-499, 1969) (EIA 632, 1994) 
(IEEE 1220, 1998) and ISO/IEC 15288 (Arnold, 



  

2002) are commonly thought of as systems en-
gineering standards, the reality is that the ap-
proved Standards used in systems engineering 
cover systems engineering management and the 
processes for engineering a system; that is they 
do not seem to actually apply to systems engi-
neering. Thus: 

 Mil-STD-499 covers systems engineering 
management (MIL-STD-499, 1969). 

 Mil-STD-499A covers engineering man-
agement (MIL-STD-499A, 1974) dropping 
the word ‘systems’ from the title. 

 The draft (MIL-STD-499B, 1993) and 
MIL-STD-499C (Pennell and Knight, 2005) 
Standards contain the words “systems engi-
neering” in their titles but the Standards were 
never approved. 

 ANSI/EIA-632 covers processes for engi-
neering a system (ANSI/EIA-632, 1999). 

 The IEEE 1220 Standard is for the applica-
tion and management of the systems engi-
neering process (IEEE 1220, 1998). 

 The ISO/IEC 15288 Standard lists processes 
performed by systems engineers (Arnold, 
2002) and hence may be considered as being 
applicable to the role of the systems engineer 
rather than to the activities known as systems 
engineering. In addition, many of the activi-
ties in ISO/IEC 15288 also overlap those of 
project management. 

The lack of coverage of early stage systems 
engineering in the standards and the Capability 
Maturity Model Integration (CMMI) may be seen 
in Table 1 which contains data extracted from 
Table 5 in (Honour and Valerdi, 2006) and rear-
ranged in chronological order (based on the issue 

date of MIL-STD-499, not the draft 
MIL-STD-499C since the contents of MIL-STD 
499A and MIL-STD-499B don’t differ from 
MIL-STD 499C in this respect). The top row in 
Table 1 has been added in this paper to show that 
MIL-STD 499 and ANSI EIA 632 do not cover 
the conceptual activities in the early stages of the 
system lifecycle. While the CMMI, the draft 
MIL-STD-499C Standard and ISO 15288 do 
address the mission/purpose definition activities 
to some extent they also do not cover the con-
ceptual activities in the early stages of systems 
engineering process. This recognition also ap-
peared in a survey of [the then] current systems 
engineering processes in (Bruno and Mar, 1997) 
and in (Fisher, 1996)’s list of the engineering and 
systems engineering activities assigned to the 
systems engineering organization/team  based on 
the (MIL-STD-499B, 1993)/(EIA 632, 1994) 
Standards.  

Studies have shown that the cost of a system is 
determined in its early stages. A typical example 

Figure 1 Committed lifecycle costs vs. time 
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shown in Figure 1 is a Defense Acquisition 
University study quoted in the INCOSE systems 
engineering handbook (Haskins, 2006) page 2.6 
of 10). The figure shows that 70% of costs of a 
system are committed by activities in the early 
stage of systems engineering, yet the Standards 
ignore those early stages and so seem to be fo-
cused on the wrong end of the system lifecycle. 

. The United States Department of Defense 
Architecture Framework (DODAF) (DoDAF, 
2004) was designed to be used to “provide cor-
rect and timely information to decision makers 
involved in future acquisitions of communica-
tions equipment”. Volume i contains 83 pages of 
definitions, guidelines, and background; volume 
ii contains 249 pages of product descriptions. The 
Deskbook contains 256 pages of supplementary 
information to framework users. The underlying 
data model comes with 696 pages and over 1200 
data elements. The degree of micromanagement 
is phenomenal and expensive. Even a limited 
subset of the required information took 45,000 
man-hours to produce (Davis, 2003). A chart 
mapping the degree of micromanagement in the 
standards over time (as measured by the thickness 
of the document) is shown in Figure 2 which 
roughly corresponds to the same curve as the cost 
to fix a defect as a function of the time the defect 
is discovered. As stated above, the early stages of 
systems engineering to the left of the vertical axis 
in Figure 2 is not covered by the standards. While 
(DOD 5000.2-R, 2002) pages 73-74 ) does call 
out some of the early stage activities, those ac-
tivities are called out as part of the separate 
seemingly independent Cost as an Independent 
Variable (CAIV) process which takes place be-
fore the DOD 5000.2-R systems engineering 
process begins. CAIV is to be performed by In-
tegrated Product and Process Development 
(IPPD) activities which involve organizing the 
different functions to work concurrently and 
collectively so that all aspects of the life cycle for 
the various concepts are examined and a balanced 
concept emerges (DOD IPPD, 1998). In broad 
terms, the objectives of the IPPD concept explo-
ration phase are fourfold:  
1. to perform concept studies to investigate 

different solutions,  
2. to evaluate these different concepts,  
3. to perform tradeoff studies, and  
4. to define the requirements for the remainder 

of the acquisition program.  

So, the United States Department of Defense 
moved early stage systems engineering out of 
systems engineering into CAIV and the activities 
were to be performed by IPPD teams rather than 
by systems engineers. The DOD paradigm re-
sulted in textbooks such as (Martin, 1997) page 
95), (Eisner, 1997) page 9), (Wasson, 2006) page 
60) which comply with (DOD 5000.2-R, 2002), 
pages 83-84) and consider requirements as one 
input to the systems engineering process.  

Standards continue to appear yet we need to 
stop legislating processes, the micromanagement 
of processes and the production of lists of boxes 
to be ticked and start educating Type V systems 
engineers who can solve problems (Kasser, et al., 
2009); see Myth 3.  

MYTH 2: THE “V” MODEL OF THE 
SYSTEMS ENGINEERING PROCESS  

The V diagram is often described as a depiction 
of the systems engineering process.  

Consider the typical representation of the water-
fall model shown in Figure 3 and representation 
of the V model in Figure 4 (Caltrans, 2007). Note 
that if the last two boxes in the waterfall are 
moved up to the corresponding levels as the first 
two boxes in the waterfall, the result is a V. The V 
is the waterfall just drawn differently!  

 
Figure 2 Degree of micromanagement in the US 
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Figure 3 The Waterfall model 



  

The reality is that the “V” is a rearranged 
waterfall (Royce, 1970) view for use as a man-
agement tool showing the relationship between 
design activities and test activities (Forsberg and 
Mooz, 1991). Practitioners tend to forget or are 
unaware that the V is a three dimensional view 
and in its two-dimensional representation it is 
only an overview of some of the aspects of the 
project cycle relating development to test and 
evaluation (T&E) at the various phases of the 
system lifecycle while abstracting out all other 
information.  

A literature search in systems and software 
engineering found the first mention of the V 
diagram in (Rook, 1986) where it was introduced 
as a software project management tool illustrating 
the concept of verification of the proc-
ess-products at established milestones. The 
original figure shown in Figure 5 was captioned 
“the stages in software development confidence”. 
The figure was drawn to show that the interme-
diate process products produced at each phase of 
the software development were to be verified 
against previous baselines before starting work 
on the subsequent phase.  

The V diagram seems to have been intro-
duced to the systems engineering community by 
(Forsberg and Mooz, 1991) also as a project 
management tool not as a systems engineering 
tool. Both originators state that the simplistic 
view of the product development cycle is not to 
be interpreted as a waterfall namely that each 
phase is to be completed before the next begins. 

They agree that explanatory work on subsequent 
phases is often required before a phase is com-
plete and there is a third dimension involved. 
(Forsberg and Mooz, 1991) include a representa-
tion of that third dimension in their paper and one 
of their figures, extracted from their paper is 
shown in Figure 6. 

The dark side of the V 
The use of the V view as a process model also 
perpetuates the following undesired issues. 

 Lack of prevention of defects. 
 Failure to consider changes to customer 

needs during development of the solution 
system. 

Lack of prevention of defects. When the V 
diagram is used in a simplistic manner to depict 
the relationship between development and T&E 
there seems to be no place in the diagram for the 
prevention of defects. While the development 
team implements the system, the test team is busy 
planning the tests. A definition of a successful 
test is one that finds defects1 (Myers, 1979). This 
is because if no defects are found, the result is 
ambiguous, because either there are no defects or 
the testing was not good enough to detect any 
defects. The lack of prevention of defects esca-
lates costs. (Deming, 1986) page 29) wrote 

                                                 
1 As opposed to the goal of the system development 
team which is to produce a defect free system. 

 
Figure 4 Example of the V Model (Caltrans, 2007) 
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“Quality comes not from inspection, but from 
improvement of the production process”. He also 
wrote “Defects are not free. Somebody makes 
them, and gets paid for making them” (Deming, 
1986) page 11). If the test team can identify de-
fects to test for, why can’t they hold a workshop 
or other type of meeting to sensitize the devel-
opment team to those defects and hence prevent 
them from being built into the system? Such 
workshops in postgraduate courses at university 
of Maryland University Collage (1997-1999) and 
the University of South Australia (2000-2006) 
have sensitized students to the problems caused 
by poorly written requirements (Kasser, et al., 

2003).  

Failure to consider changes to customer needs 
during development of the solution system. 
The V is a redrawn waterfall and suffers from the 
same defect, namely lack of consideration of 
changes in customer needs. Some attempt how-
ever is sometimes made to include the effect of 
these changes by drawing two V’s in series.  

MYTH 3: FOLLOW THE SYSTEMS 
ENGINEERING PROCESS AND ALL WILL 

BE WELL 

According to the (United States Department of 

 
Figure 6 The three dimensions to the V diagram (Forsberg and Mooz, 1991) 

 
Figure 5 The V diagram for Software Development (Rook, 1986)  

(Black background in original figure) 



  

Defense 5000 Guidebook 4.1.1), “The successful 
implementation of proven, disciplined systems 
engineering processes results in a total system 
solution that is-- 
 Robust to changing technical, production, 

and operating environments; 
 Adaptive to the needs of the user; and 
 Balanced among the multiple requirements, 

design considerations, design constraints, 
and program budgets”.  

The reality in the literature is that excellence 
comes from people not process. The much quoted 
(CHAOS, 1995) study fails to mention process or 
lack thereof as a major contribution to project 
success or failure.  

The literature is full of advice as to how to 
make projects succeed; typical examples are 
(Peters and Waterman, 1982; Peters and Austin, 
1985; Peters, 1987; Rodgers, et al., 1993; Har-
rington, 1995) which in general tend to ignore 
process and focus on people. Systems engineers 
focus on developing processes for organizations – 
namely the rules for producing products. Com-
panies don’t want employees who can follow 
rules; they want people who can make the rules 
(Hammer and Champy, 1993) page 70). The 
contribution of good people in an organization 
was recognized in the systems engineering lit-
erature about 50 years ago, namely “Manage-
ment has a design and operation function, as does 
engineering. The design is usually done under the 
heading of organization. It should be noted first 
that the performance of a group of people is a 
strong function of the capabilities of the indi-
viduals and a rather weak function of the way 
they are organized. That is, good people do a 
fairly good job under almost any organization 
and a somewhat better one when the organization 
is good. Poor talent does a poor job with a bad 
organization, but it is still a poor job no matter 
what the organization. Repeated reorganizations 
are noted in groups of individuals poorly suited 
to their function, though no amount of good or-
ganization will give good performance. The best 
architectural design fails with poor bricks and 
mortar. But the payoff from good organization 
with good people is worthwhile.”(Goode and 
Machol, 1959) page 514). Excellence is in the 
person not the process. Again the focus should be 
on developing Type V engineer leaders (Kasser, 
et al., 2009) rather than on developing processes. 

MYTH 4: COMPLEXITY NEEDS NEW 
TOOLS AND TECHNIQUES 

Systems engineering has not delivered on its 
promise to meet the challenge of complexity as 
documented by Chestnut who wrote “Charac-
teristic of our times are the concepts of complex-
ity, growth and change” (Chestnut, 1965) page 1) 
and “in a society which is producing more people, 
more materials, more things, and more informa-
tion than ever before, systems engineering is 
indispensable in meeting the challenge of com-
plexity” (Chestnut, 1965) page vii). There is a 
growing dichotomy in the literature on the subject 
of complex systems. On one hand there is litera-
ture on the need to develop new tools and tech-
niques to manage them and on the other hand, 
there is literature on techniques such as aggrega-
tion which mask the underlying complexity to 
ensure that only the pertinent details for the par-
ticular situation to deal with the issues are con-
sidered. Examples from each side of the di-
chotomy found in a literature review of com-
plexity in the systems engineering field are:  

 (Jenkins, 1969) who defined systems engi-
neering as ‘the science of designing complex 
systems in their totality to ensure that the 
component subsystems making up the system 
are designed, fitted together, checked and 
operated in the most efficient way”. 

 (Maier and Rechtin, 2000) who recommend 
that the way to deal with high levels of com-
plexity is to abstract the system at as high a 
level as possible and then progressively re-
duce the level of abstraction. 

 (Bar-Yam, 2003) who proposed that “com-
plex engineering projects should be managed 
as evolutionary processes that undergo con-
tinuous rapid improvement through iterative 
incremental changes performed in parallel 
and thus is linked to diverse small subsystems 
of various sizes and relationships. Con-
straints and dependencies increase complex-
ity and should be imposed only when neces-
sary. This context must establish necessary 
security for task performance and for the 
system that is performing the tasks. In the 
evolutionary context, people and technology 
are agents that are involved in design, im-
plementation and function. Management’s 
basic oversight (meta) tasks are to create a 
context and design the process of innovation, 
and to shorten the natural feedback loops 
through extended measures of performance.” 
Bar-Yam  



Proceedings of the Systems Engineering Test and Evaluation Conference, Adelaide, Australia, 2010. 
           Page 7 of 13 
 

  

 quoted the (CHAOS, 1995) study sug-
gesting that the systemic reason for the 
challenged project is their inherent com-
plexity. That might be one finding, 
however, the general finding from the 
Chaos study that the systemic reason for 
the challenged projects is poor manage-
ment!  

 Cited own prior work “for all practical 
purposes adequate testing of complex 
engineered systems is impossible” 

 Suggested evolutionary process for en-
gineering large complex systems. 

The reality is that there seem to be two types of 
complexity as follows: 

 Real world complexity - in which elements 
of the real world are related in some fashion, 
and made up of components. This complexity 
is not reduced by appropriate abstraction it is 
only hidden. 

 Artificial complexity – arising from either 
poor aggregation as (Maier and Rechtin, 
2000) point out, or elements of the real world 
that, in most instances, should have been ab-
stracted out when drawing the internal and 
external system boundaries, since they are 
not relevant to the purpose for which the 
system was created. It is this artificial com-
plexity that gives rise to complication in the 
manner of Rube Goldberg or W. Heath 
Robinson 2 . For example, in today’s para-
digm, complex drawings are generated that 
contain lots of information3 and the observer 
abstracts information as necessary from the 
drawings. The natural complexity of the area 
of interest is included in the drawings. Hence 
the system is thought to be complex.  

Dealing with complexity means using ab-
straction and elaboration (Hitchins, 2003) pages 
93-95) coupled with domain knowledge to de-
velop an understanding of the situation, namely 
interrelationships among the system components 
and knowing which are pertinent to the situation 
and which can be safely ignored. For example, 
the space transportation system (space shuttle) 
and the international space station are both com-
plex systems. However, when considering the 

                                                 
2 Cartoonists in the USA and UK who drew cartoons 
of complicated systems designed to perform simple 
functions. 
3 DoDAF OV diagrams can be wonderful examples of 
complexity. 

problem of docking one to the other all aspects of 
the situation can be abstracted out except for the 
relative velocities, distance and alignments (yaw 
and pitch).  

Perhaps the existence of the dichotomy is due 
to the observation that “the classification of a 
system as complex or simple will depend upon 
the observer of the system and upon the purpose 
he has for considering the system” (Jackson and 
Keys, 1984). Bar-Yam seems to drawing con-
clusions from poor engineering and management. 
He is correct in writing “that for all practical 
purposes adequate testing of complex engineered 
systems is impossible”, However the continuum 
systems thinking perspective indicates that Bar 
Yam’s statement only applies to the architectures 
in use today, there should be other architectures 
that would allow adequate testing. His suggestion 
for an evolutionary process has been applied to 
all types for systems since antiquity. The concept 
of establishing baselines and then using a “build a 
little, test a little” approach is well established in 
all areas of activity. 

MYTH 5: SYSTEMS OF SYSTEMS ARE A 
DIFFERENT CLASS OF PROBLEM AND 
NEED NEW TOOLS AND TECHNIQUES 

There is a dichotomy on the issue similar to the 
dichotomy on complexity. The earliest reference 
to system of systems was (Jackson and Keys, 
1984) who wrote that a problem solver needs a 
methodology for [selecting the appropriate 
methodology for] solving a problem which has 
nothing to do with the use of the term in modern 
systems engineering.  

 (Allison and Cook, 1998) defined a system 
of systems as “a system made up of elements that 
are not acquired or designed as a single system 
but are acquired over time and are in continuous 
evolution” they categorized system of systems are 
permanent, such as airlines and national Defence 
forces, and temporary, ephemeral or virtual ex-
amples of such as multi-national peace keeping 
forces and project teams. (Cook, 2001) stated that 
“the term system of systems in its permanent 
sense has come to mean a set of interdependent 
systems evolving at different rates, each at a dif-
ferent phase of their individual system lifecycles”. 
(Sillitto, 2008) stated that “physically, a system of 
system looks just like a (big, spread-out) system 
with the following characteristics:  

 Managerial and operational independ-
ence of the elements 

 The elements have purpose and viability 



  

independent of the system of systems 
 procured asynchronously, different 

budgets 
 Not necessarily specified to be compati-

ble 
 May be competing against each other for 

budget and resources 
 Emergent properties created by action at 

a distance through sharing information, 
 system of systems is continually operat-

ing (or ready to operate), 
 Key attributes are agility and depend-

ability, 
 System projects must be integrated into 

the “live” system of systems during op-
erations.” 

This description would apply to the Allied 
convoys in the North Atlantic Ocean in World 
War II. Optimizing those convoys was a problem 
that was solved using Operations Research4. 

Other uses of the term “system of systems” 
describe an exploded view of a system containing 
several layers in the hierarchy of systems in a 
single drawing, where one person’s subsystem is 
another person’s system is another person’s sys-
tems of systems depending on the viewpoint. 

The reality. On the other side of the dichotomy 
there is recognition that systems exist within a 
hierarchy of systems in the context of adjacent 
systems and one person’s system is another per-
son’s subsystem. The characteristics of systems 
of systems described above are the characteristics 
of systems in Layer 3 of Hitchins’ five layers of 
systems engineering (Hitchins, 2000). The prob-
lems being addressed are those that Operations 
Research was set up to address in the 1940s and 
the tools and techniques exist and have existed 
for the last 50 years. Tools for systems engi-
neering in the 1950s and 1960s were (Chestnut, 
1965; Au and Stelson, 1969): 

 Probability 
 Single thread – system logic 
 Queuing theory 
 Game theory 
 Linear programming 
 Group dynamics 
 Simulation 
 Information theory 

These tools were mainly used in the early 
stages of systems engineering. Since these early 

                                                 
4 Operational Analysis in the UK. 

stages of systems engineering had been ignored 
in the standards, and the text books followed the 
standards, over time tools for systems engineer-
ing (Eisner, 1988; Jenkins, 2005) devolved to: 

 PowerPoint 
 Databases (e.g. DOORS and CORE) 
 Word processors 
 Spreadsheets 
 Drawing tools (e.g. Visio) 
 Etc. 

The myth arose when systems engineers edu-
cated and practicing in the Layer 2 United States 
DOD systems engineering paradigm (DOD 
5000.2-R, 2002) lacking the tools of the 1950s 
and 1960s attempted to tackle Layer 3 problems. 
Complexity is in the eye of the beholder (Jackson 
and Keys, 1984); yes, it is a new class of problem 
to the Layer 2 systems engineers, and no, current 
operations research tools and techniques that deal 
with “systems of systems” might need to be 
modified, but new tools do not need to be de-
veloped; such tools do indeed exist and have 
existed for more than 50 years. 

MYTH 6: CHANGING REQUIREMENTS 
ARE A CAUSE OF PROJECT FAILURE SO 

GET THE REQUIREMENTS UP FRONT  

The myth arose from (1) the failure to capture the 
entire problem/need and create the full set of 
matching specifications for the solution system in 
the early phases of systems engineering, and (2) 
overlooking the fact that requirements change 
continuously and failure to manage that change is 
the cause of project failure. There is thus confu-
sion between the original uncaptured require-
ments and those requirements that arise due to 
changes.  

The reality is that requirements may be catego-
rized by those that exist at the time the solution 
system is specified and those that come into ex-
istence while the system is being realized. Defi-
nitely elicit and elucidate the known requirements 
in the early stage systems engineering activities. 
However, plan to use available tools and tech-
niques such as configuration management, stage 
gates and engineering change processes to man-
age changes in requirements. 

MYTH 7: THE SINGLE SYSTEMS 
ENGINEERING PROCESS 

According to the (United States Department of 
Defense 5000 Guidebook 4.1.1), “The successful 
implementation of proven, disciplined systems 
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engineering processes results in a total system 
solution that is-- 
 Robust to changing technical, production, 

and operating environments; 
 Adaptive to the needs of the user; and 

 Balanced among the multiple requirements, 
design considerations, design constraints, 
and program budgets”.  

(Arnold, 2000) quotes (MIL-STD-499B, 1993) 
and (IEEE 1220, 1998) stating “a single process, 
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• Risk Management
• Configuration Mgmt
• Interface Management
• Data Management
• Performance Based Progress
• Performance Measurement

– SE Master Schedule
– Tech Perf Measurement
– Technical Reviews

Verification

Requirements Loop

Design Loop

Requirements Analysis

Process Input

PROCESS OUTPUT  

Figure 9 ANSI/EIA-632 Egg diagram 

 

Figure 8 IEEE 1220 Systems Engineering Process 

 

Figure 7 The SIMILAR process (Bahill and Gissing, 1998) 



  

standardizing the scope, purpose and a set of 
development actions, has been traditionally as-
sociated with systems engineering”.  

The reality is that there is no single widely 
agreed upon systems engineering process (SEP) 
since over the years, the SEP has been stated in 
many different ways, including: 

 The (EIA 632, 1994) and (IEEE 1220, 1998) 
processes shown in Figure 9 and Figure 8; 

 Lists of processes in ISO/IEC 15288 (Arnold, 
2002); 

 The waterfall process (Royce, 1970); 
 The V model version of the SEP; 
 The spiral process, incremental and evolu-

tionary models; 
 State, Investigate, Model, Integrate, Launch, 

Assess and Re-evaluate (SIMILAR) (Bahill 
and Gissing, 1998) shown in Figure 7; 

 System Lifecycle functions as typically 
shown by (Blanchard and Fabrycky, 1981) in 
Figure 10; 

 A systems engineering approach to address-
ing a problem (Hitchins, 2007). 

Consequently, given the conflicting and 
contradictory information in the various versions 
of the SEP, the SEP concept is difficult to explain 
and, teaching has focused on using the waterfall 
and V models since they are simple to explain 
(Biemer and Sage, 2009) pages 152 and 153).  

(Kasser and Hitchins, 2010) identify that from the 
big picture perspective, there seem to be two 
interdependent meta-SEPs, one for ‘planning’ 
and one for ‘doing’ or realizing the solution sys-
tem: 

The unique ‘doing’ SEP is constructed for the 

realization of a specific system. When designing 
the unique SEP for the realization of a system in 
the areas of the Hitchins-Kasser-Massie- 
Framework (HKMF) for understanding systems 
engineering (Kasser, 2007) to be inhabited by the 
unique SEP, systems engineers use knowledge 
based on experience and the activities functions 
and processes which can be found in the proc-
esses and Standards listed above and in the lit-
erature as building blocks. The activities to be 
performed in the unique SEP will depend on the 
work that has and has not been done at the point 
in the system lifecycle in which the process is 
constructed. 

The second meta-SEP is the ‘planning’ 
process used by the systems engineer to create the 
unique SEP. Since this process is a problem 
solving activity, it ought to, and does, map into 
the problem solving process. 

(Kasser and Hitchins, 2010) explain the con-
flicting and contradictory information in the 
various versions of the SEPs by viewing them as 
different unique subsets of the meta-SEPs ap-
propriate to their situation. Consequently, there is 
a single SEP, but it is different for every system 
development project.  

SUMMARY 

This paper has stated that systems engineering is 
currently a discipline characterized by debates 
based on subjective opinions, with participants 
talking past each other, a lack of listening and a 
number of myths. The paper discussed seven 
myths of systems engineering and showed the 
nature of each myth and the reality, and explained 
how and why each myth arose. 

 

Figure 10 System Lifecycle functions (Blanchard and Fabrycky, 1981) 
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CONCLUSION 

This paper has documented some findings about 
the current state of systems engineering. These 
findings are based on research into the history 
and practice of systems engineering. The findings 
of the research should provide food for thought 
and assist educators to improve the teaching of 
systems engineering. 
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