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Authors: M.S. Pavithraa, C.Balakrishnan 

Paper Title: Fake Data Termination in Wireless Sensor Networks 

Abstract: Wireless sensor networks are specified ad-hoc networks. They are characterized by their limited 

computing power and energy constraints because they are generally limited in memory, power and computational 

ability. Thus they can only transmit data to a limited distance. The major challenges of wireless sensor networks are 

security. This paper proposes a study of security in this kind of network. Here a list of attacks with their specificities 

and vulnerabilities are presented. Based on the location information presence of fake data can be identified. Here a 

solution to terminate this fake information is discussed. 

 

Keywords:  Ad-hoc networks, sensor networks, attacks, security. 
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Authors: G. Umarani Srikanth, M. Akilandeshwari 

Paper Title: 
Computational Intelligence Routing For Lifetime Maximization in Heterogeneous Wireless Sensor 

Networks 

Abstract:  In wireless sensor networks, sensor nodes are typically power-constrained with limited lifetime, and thus 

it is necessary to know how long the network sustains its networking operations. Heterogeneous WSNs consists of 

different sensor devices with different capabilities.  One of major issue in WSNs is finding the coverage distance and 

connectivity between sensors and sink. To increase the network lifetime, this paper proposed Swarm Intelligence, 

routing technique called Ant Colony Optimization (ACO). Ant colony optimization algorithm provides a natural and 

intrinsic way of exploration of search space of coverage area. Ants communicate with their nest-mates using 

chemical scents known as pheromones, Based on Pheromone trail between sensor devices the shortest path is found. 

By finding the coverage distance and sensing range, the network lifetime maximized and reduces the energy usage. 

Extensive Java Agent Framework (JADE) multi agent simulator result clearly provides more approximate, effective 

and efficient way for maximizing the lifetime of heterogeneous WSNs. 

 

Keywords:   wireless sensor networks (WSNs), Ant colony optimization (ACO), connectivity, coverage, network 

lifetime, JADE. 
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Authors: G.V Krishna Reddy, N.Chikkanna, B.Uma Maheswar Gowd 

Paper Title: A Novel Method to Reduce the Thermal Contact Resistance 

Abstract: In this research work, a novel method is designed to reduce the thermal contact resistance at the interface 

between the heat sink and the computer processor. One of the major problems in using high conducting materials or 

greases as the thermal interfacial materials is, the circuitry inside the processor which is lying near the interfacial 

wall will get shorted and the some of the transistor may not function as intended thus leading to the failure of the 

processors. Hence low electrically conducting interfacial materials are preferred. Usually for most of the materials, 

the electrical and thermal conductivities are proportional to each other. However, the drawback in using the low 

electrically or thermally conducting materials is, it cannot remove the heat generated from the high speed processors 

fast enough thus increasing the temperature of the processor. With the raise in temperature, the performance of the 

processor drops down. To avoid this, low conducting grease is applied to the processor first in the order of 5 microns 

and highly conducting grease is applied between the processor (over the low conducting grease) and the heat sink. 

The performance of the two layers of the grease is measured in this work and compared with a single layer of the 

grease. 

 

Keywords: Thermal interfacial materials, grease, aluminum foils, thermal contact resistance, thermal conductivity, 

electronics cooling. 
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4. 

Authors: G.V.Krishna Reddy, Chikkanna, B.Uma Maheswar Gowd 

Paper Title: Experimental Evaluation of Thermal Resistance of Composites 

Abstract: In this paper thermal contact resistance is measured for different kinds of composite materials. The gaps at 

contact surface between two highly conducting materials are filled with the interstitial material. The interfacial gap is 

maintained by applying pressure on the surface by using shim, until certain thickness has been obtained. Shims of 

multiple sizes are used obtain different sizes of the gaps. Samples of the interface materials like Silicone grease, 

Eupec grease, Unial grease, graphite foil, silicone foil, aluminum foils, etc were tested.  Also these samples with 

different material compositions were experimented. The measured thermal resistance values are compared with the 
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theoretical values of thermal resistance for all the materials tested. In other words, the thermal conductivities 

published by their respective manufacturers are validated. It is found that thermal resistance is least for foils 

compared to grease or grease filled with powder. Also of all the foils tested, aluminum yielded the best results as far 

as the thermal resistance is concerned. 

 

Keywords: Thermal interfacial materials, grease, aluminum foils, thermal contact resistance, thermal conductivity, 

electronics cooling.. 
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5. 

Authors: K. Karthika, C. Arunachal Aperumal 

Paper Title: Mining in Navigation-Pattern using Content-Based Image Retrieval 

Abstract: Research has been devoted in the past few years to relevance Feedback as an effective solution to improve 

performance of Content-based image retrieval (CBIR). In this paper, we propose a color image pattern for further 

use, which reduce the iteration og image. To achieve the high efficiency and effectiveness of CBIR we are using two 

type of methods for feature extraction like SVM (support vector machine) and NPRF (navigation-pattern based 

relevance feedback).By using svm classifier as a category predictor of query and database images, they are exploited 

at first to filter out irrelevant images by its different low-level, concept and key point-based features. Thus we may 

reduce the size of query search in the db and enhanced by using texture based in which we combine GLCM and 

CCM. 

 

Keywords:  GLCM, CCM, SVM, content based image retrieval. 
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Paper Title: 
Modified Disc Model for Over-Speed Burst Margin with Thermal Load and Disc Speed Corrections 

and Compared with FE Model   

Abstract: The present work was focused on modification of the disc model for over speed burst margin with thermal 

load and disc speed correction and verify the same with FE model. Hoop stress, radial stress and burst margin were 

carried out at different speed and thermal loading conditions using both finite element and mathematical model. 

Investigations are performed based on non-linear problem employing linear analysis tool ANSYS 12.0. A non-linear 

finite element method was utilized to determine the stress state of the disc / blade segment under operating 

conditions.  In both cases (FE and mathematical model)  the numerical burst rotation rate, associated with the loss of 

stability of the structure, is found to be in good agreement with the  each other. 
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Paper Title: A Novel Approach of Frequency offset Estimation for OFDM System 

Abstract:  Orthogonal frequency division multiplexing(OFDM)has recently attracted vast research attention from 

both academia and industry and has become a part of new emerging standards for broadband wireless access. 

Synchronization at receiver end represents one of the most challenging issues and plays a major role in physical layer 

design.This paper presents design and implementation of a Channel estimation algorithm which successfully 

achieves minimization of Timing and Frequency offsets at receiver end. Also it has been synthesized and simulated 

on Virtex 6 device. 
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Paper Title: Intergroup Conflict Handling Modes in Communication Management 

Abstract: The paper aims to analyses the types of conflicts that generally occur during the lifecycle of a project. 

Particularly if the project belongs to the field of Information Technology where computation plays the 

indistinguishable part throughout the lifecycle, conflicts are unavoidable; rather they can be resolved with a good 

mindset and good managerial skills. All people can benefit, both personally and professionally, from learning conflict 

management skills. Typically we respond to conflict by using one of five modes: Compromising, Collaborating, 

Competing, Avoiding, Accommodating. The study examined the intergroup conflict between R&D managers and 

non - managers in four corporate companies, as well as the relationship between each of the five conflict-handling 

modes: competition, accommodation, sharing, collaboration, and avoidance, with the following variables: 

1) Conflict frequency, 

2) Job satisfaction, and 

3) Job performance 
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Paper Title: Performance of Rotating Biological Contactor for Treating Segregated Grey Water for Reuse 

Abstract:  The laboratory model of two-stage Rotating Biological Contactor (RBC) which was used in the present 

study is a modified one, with a provision to vary the speed of rotating blades. Grey wastewater was used to study the 

performance of the modified rotating biological contactor. The reactor had four rotating blades in each stage, having 

the size of 300 mm x100 mm x 10 mm, attached perpendicular to the shaft.  The experiment was conducted for 

different influent COD loads and different speeds of rotating blades. Among the different speeds of rotational blades 

in treating grey water, the rotational speed of 3 rpm was found to yield better percent removal of COD at 95.07% as 

maximum, where as against the rotational speeds of 4.5 and 6 rpm, the treatment efficiency is 95.04% and 94.96% 

respectively.  
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Paper Title: Cross Neighbourhood Kernel Filtering for Speckle Noise Removal in Ultrasound Images 

Abstract:   Ultrasound imaging is the most popular, non-invasive and inexpensive diagnostic tool in clinical imaging 

for treatment planning and therapy. Due to noise and artefacts present, pre-processing of these images is difficult 

which leads to poor image processing and analysis. In this paper, an improved frost filter with kernel of cross 

neighbourhood is proposed for denoising and performance analysis for different neighbourhood kernels is carried out 

using peak signal to noise ratio and mean square error. 
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Authors: Ruchi Gupta, Pramod Kumar Sethi 

Paper Title: A Reliable And Scalable Multicast Model (RSM2) 

Abstract:    Multicasting is the ability of a communication network to accept a single message from an application 

and to deliver copies of the message to multiple recipients at different location[1]. With the emergence of mobile 

users, many existing Internet -protocols, including those with multicast support, need to be adapted in order to offer 

support to this increasingly growing class of users. Our research in multicasting, as to design a Multicast Model, 

which provides reliability & scalability with best path for data delivery. Reliability means guaranteed Delivery of 

packets.  Scalability means capability to serve growing needs .In this context , A few concepts of  Proactive routing 

technique are  used  to make available this model in Infrastructured wireless also. Minimum Spanning path is used to 

deliver the packets, to reduce the cost & delay. 
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Paper Title: 
Multi-agent System for Control of Robots inspired on the Distributed Activity and Hormonal 

Regulation of Humans 

Abstract: Robotics is an emerging field with great activity. Robotics is a field that presents several problems 

because it depends on a large number of disciplines, technologies, devices and tasks. Its expansion from perfectly 

controlled industrial environments toward open and dynamic environment presents a many new challenges. New 

uses are, for example, household robots or professional robots. To facilitate the low cost, rapid development of 

robotic systems, reusability of code, its medium and long term maintainability and robustness are required novel 

approaches to provide generic models and software systems who develop paradigms capable of solving these 

problems. For this purpose, in this paper we propose a model based on multi-agent systems inspired by the human 

nervous system able to transfer the control characteristics of the biological system and able to take advantage of the 

best properties of distributed software systems. Specifically, we model the decentralized activity and hormonal 

variation. 
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Services. . 
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Paper Title: Proposed Low-Power FPGA Architecture Using an Autonomous Fine-Grain Power Gating 

Abstract: FIELD-PROGRAMMABLE gate arrays (FPGAs) are widely used to implement special-purpose 

processors. FPGAs are economically cheaper for low quantity production because its function can be directly 

reprogrammed by end users. FPGAs consume high dynamic and standby power compared to custom silicon devices. 

This paper presents a low power field-programmable gate array (FPGA) based on lookup table (LUT) level fine-

grain power gating with small overheads. The activity of each LUT can be easily detected using the proposed power 

gating technique by exploiting features of asynchronous architectures. In this paper, the novel Logic Block utilizing 

the LUT with autonomous power gating has been proposed and the developed model has been simulated and 

synthesized in a selected target device. Also the power analysis has been carried out and it has been found that using 

the proposed fine-grain power gating method, the FPGA consumes only 34 uW. 
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Paper Title: Automated Wireless Meter Reading System for Monitoring and Controlling Power Consumption 

Abstract:  The use of wireless automation in almost all the fields of power, gas and water generation, distribution 

and billing has come of age. Here with the inclusion of wireless communication with the automation may lead to 

paradigm change in the current trend. The design presents a new methodology for avoiding the high construction and 

maintenance costs in the existing meter reading technology. Apart the use of wireless meter reading with network 

technologies has become need of the day. The designed system avoids the human intervention in Power 

Management. The Consumer has to pay the bill in time, if couldn’t, the power connection may be disconnected 

automatically from the remote server. It displays the corresponding billing information on LCD and data is sent to 

the server through the GSM Module. The ARM7 based hardware system consists of a processor core board and the 

peripheral board. The entire programming for microcontroller operation is based on Embedded C Language. This 

system provides efficient meter reading, avoiding the billing error and reduces the maintenance cost. This paper also 

addresses advantages of implementing the GSM communication module and design detail and discusses the 

advanced security of the data communications. 

 

Keywords:    Wireless meter reading, GSM, ARM7 (LPC 2148) Microcontroller. 

 

References: 
1. Li Xiaoguang Hu, “Design of an ARM-Based Power Meter Having WIFI Wireless Communication Module” IEEE 2009. 
2. B. S. Koay, etc, "Design and implementation of Bluetooth energy meter", Proceedings of the Joint Conference of the Fourth International 

Conference on Information, vol. 3, pp.1474-1477, Dec. 2003. 

66-69 



3. Petri Oksa, Mikael Soini, “Considerations of Using Power Line Communication in the AMR System”, 2006 IEEE International 

Symposium on 26-29, pp.208-211, Mar. 2006 
4. S. Battermann and H. Garbe, “Influence of PLC transmission on the sensitivity of a short-wave receiving station,” IEEE Power Line 

Communications and Its Applications, pp.224-227, Apr. 2005. 

5. Chih-Hung Wu, etc, “Design of a Wireless ARM Based Automatic Meter Reading and Control System”, Power Engineering Society 

General Meeting, 2004. IEEE 6-10, Vol.1, pp.957-962, June 2004 

6. Yu Qin, “The Research and Application of ARM and GPRS Technology in Remote Meter Reading Terminal Equipment”, A Thesis 

Submitted in Partial Fulfilment of the Requirements for the Degree of Master of Engineering, 2007 
7. Honestar Electronics Co., Ltd, “Single-phase bidirectional Power/Energy IC-CS5460A”, Jan.2003. 

8. L. Shiwei, etc, "Design of an automatic meter reading system," Proceedings of the 1996 IEEE IECON 22nd International Conference on 

Industrial Electronics, pp.631-636, Aug. 1996 
9. Liting Cao, Jingwen Tian and Dahang Zhang, “Networked Remote Meter-Reading System Based on Wireless Communication 

Technology” in International Conference on Information Acquisition, 2006 IEEE. 

10. Liting Cao, Wei Jiang, Zhaoli Zhang “Automatic Meter Reading System Based on Wireless Mesh Networks and SOPC Technology” in 
International Conference on Intelligent Networks and Intelligent Systems, 2009 IEEE. 

11. P. Zerfos, X. Meng, S. Wong, V. Samanta, and S. Lu, “A study of the short message service of a nationwide cellular network,” in ACM 

SIGCOMM Internet Measurement Conf., Oct. 2006.  

15. 

Authors: Indu Hariyale, Vina Gulhane 

Paper Title: 
Development of an Embedded Web Server System for Controlling and Monitoring of Remote Devices 

Based on ARM and Win CE 

Abstract: The paper presents the design of an embedded Web server system, which is based on ARM920T 

processor. The server is implemented in VB with ASP. After the successful development of server it is transplanted 

on ARM processor. WIN CE is installed on ARM processor. This is because Win CE can be reduced and 

transplanted. The method used to transplant the web server on the embedded WIN CE platform, After the successful 

development of the embedded web server system it will be used for controlling and monitoring of remote devices. 

The remote device can be any electrical device. RF module is used for wireless communication between server and 

remote devices.AVR ATmega324 is used to control the wireless communication. AT each remote device RF module 

communicates with server via AVR ATmega8. 

 

Keywords:   Embedded web server; ARM, AVR, VB, ASP. 

 

References: 
1. Srinivas Raja, G. Srinivas Babu, “Design of Web based  Remote Embedded Monitoring system” International Journal  of  Technology and 

Engineering system(IJTES),Jan-March 2011-Vol.2,No.2. 

2. Fang Hongping, Fang KangLing, “The Design of       Remote Embedded Monitoring System based on   Internet” Internationa Conference 

on Measuring         Technology and Mechatronics Automation,,2010. 

3. Young-tao ZHOU, Xiao-hu CHEN,XU-ping WANG ,Chun-      jiang YAO, “Design of equipment Remote Monitoring System Based on 

Embedded Web”, International conference on Embedded software and Symposium(ICESS2008), 2008. 
4. Zhan mei-qiong , Ji chang-peng “Research and   Implementation of Embedded Web Server”,International Conference on MultiMedia and 

Information Technology,        2008. 

5. Liu Yang, Linying Jiang , Kun Yue ,Heming Pang, “Design  and Implementation of the Lab Remote Monitoring System        Based on 
Embedded Web Technology” International Forum  on Information Technology and Applications, 2010 

6. Guoling Liu, Xiaozhu Wang, He Jiang, Runian Geng ,“Research on Embedded Remote Communication Mode”,      978-1-4244-6349-7/10, 

IEEE 2010 . 

7. Wang Xinxin，Chen Yun and Yan Ruzhong,     “Implementation of the Web-based Mechanical and Electrical      Equipment Remote   

Monitoring System”, Computer      Engineering, (31):231-233 ,2005 . 
8. Xu Wei, “The Research of Embedded Database of Mass  Storage Technology”, microcomputer Information, (in Chinese). (24):119-120 

2008. 

9. Zhang Quan-gui, “Embedded Internet and the application in  the monitoring and control system, Information Technology”, vol. 28 no. 4, 
pp52-54,2004.  

70-75 

16. 

Authors: Reddy Bharath Kumar D, CH.Nagaraju 

Paper Title: A Novel Data Collection Scheme in Wireless Sensor Networks Using MASP 

Abstract:  In wireless sensor networks the energy efficiency can be improved with path constrained sink mobility. 

But collecting data from the nodes deployed randomly by the mobile sink as limited communication time due to 

constant speed of the mobile sink in the path constrained approach. This affects the amount of data collected and the 

energy consumption of the network. To overcome this issue, a novel data collection scheme called MASP is 

proposed. MASP is implemented as a two phase communication protocol base on zone partition. Our results are 

validated and simulated using OMNET++.  . 
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Paper Title: Applications of Wireless Sensor Network By Avoiding Congestion 

Abstract:   Wireless Sensor Networks (WSNs) have emerged as an important new area in wireless technology. In 

many real-life environment applications of WSN’s, data is generated continuously and it should reach the sink node 

without delay and loss. Congestion is the one of the main problem in Wireless sensor networks. Congestion detection 

and Avoidance in WSN’s is a critical issue, it will not only affect transmission reliability, but also causes 

transmission delay and will waste valuable energy resources. The data flowing through the WSN have great impact 

on the link load. The way of handling the data against the congestion is tough task. Queue occupancy is an accurate 

indicator of congestion. In this paper we propose the scheme that detects efficiently congestion by using queue 

occupancy parameter of a node. If queue length of any node has reached maximum threshold level then data should 

not be transmitted through that node for certain time period to avoid congestion. It overcomes the congestion by 

selecting alternative neighboring node which does not cause congestion and transmit the data reliably and fastly to 

the destination (sink node) without delay and loss. 

 

Keywords: Wireless network, Sensor, Congestion detection, Congestion avoidance, Low level, High level, 

Congestion notification (CN) bit, Alternative node selection and Queue occupancy. 
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Paper Title: A Review on Mobile Agent Security 

Abstract: Mobile agents are enjoying a lot of popularity and are destined to influence research in distributed systems 

for the years to come. Thus far, technology has been instrumental in disseminating new design paradigms where 

application components are not permanently bound to the hosts where they execute. Mobile agents are gaining in 

complexity as they evolve and are now widely used in e-commerce. All phases of a business transaction, such as 

negotiating and signing contracts can be done using mobile agents. In this paper, we provided a brief introduction to 

the recent researches & developments associated with the field of mobile agents, highlighting various security 

threats, also touching the weakest hot-spots of the field which need to be nurtured. 

 

Keywords:  Intelligent agent, Mobility, Security, Security Threats.  
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Authors: Rinku Rajankar, R.W. Jasutkar 

Paper Title: Fuzzy Approach to Mobile Cloud Computing 

Abstract:  In a world that sees new technological trends bloom and fade on almost a daily basis, one new trend 

promises more longevity. This trend is called mobile cloud computing, and it will change the way we use computer 

and the Internet. The increased degree of connectivity and the increasing amount of data has led many providers and 

in particular data centers to employ larger This raises a bottleneck to efficiently access the data. In this paper we 

introduce idea of improving accessibility of Cloud using if then concept of Fuzzy. In the developing process of 

various servers proposed work make use of Microsoft’s latest windows Azure cloud computing platform.   
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Paper Title: Hardware -in-the-Loop Search –Based Testing Approach to Embedded Systems 

Abstract: The complexity of embedded systems is ever increasing while high system quality is being demanded at 

the same time. With the continuously growing software and system complexity in electronic control units and 

shortening release cycles, the need for efficient testing grows. In order to perform testing of electronic control units 

in practice search-based hardware-in-the-loop test environments are used to run the system under test in a simulation 

environment under real-time conditions.  The potential of applying search-based testing approach to the functional 

testing has been demonstrated in various test cases. The focus was mainly on simulating the system under test in 

order to evaluate test cases. However, in many cases only the final hardware unit is available for testing. This paper 

present an approach in which evolutionary functional testing is performed using an actual electronic control unit for 

test case evaluation. An extensive case study has been carried out to access its capabilities. We demonstrate the use 

of evolutionary testing for functional testing in an industrial setting by applying the developed solution to test 

functioning of serial production of an automation-system electronic control unit. 

 

Keywords: Evolutionary Algorithm (EA), Functional Testing, Hardware-in-the-loop-Testing (HiL), Automation-

System (AS)  
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Paper Title: 
Performance Evaluation of Parking Guidance and Management  System using Wireless Sensor 

Network 

Abstract: To deal with the parking guidance system issue related to the parking lots, this   paper   proposes   a   

vision of improvements in parking   guidance   and information system based on wireless sensor network.  This 

system consists of parking space monitoring nodes (senor nodes), parking status display unit (PSDU), Micro Control 

Unit (MCU) and Central Co-ordinator. The guiding nodes transmit the information of vehicle entrance through   

wireless   sensor   network. Micro Control Unit sends information to sensor nodes as well as PSDU which shows the 

parking status and also display the nearest parking lot. All the process can be monitored by the central co-ordinator. 

The preliminary test results show that the performance of this WSN based system can effectively satisfy the needs 

and requirements of the existing parking systems. Also it minimizes the time consumed for finding the free parking 

lot as well as nearest parking lot. 

Keywords: Wireless Sensor Network (WSN), Parking Status Display Unit (PSDU), Micro Control unit (MCU), 

Advanced Virtual RISC (AVR).  
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Paper Title: 
Implementation of Priority Based Scheduling and Congestion Control Protocol in Multipath Multi-

Hop WSN 

Abstract: :- Congestion Control and data fidelity is the most important goal in wireless sensor network. Wireless 

sensor network is the event based system. When the event occurred, multiple sensor nodes sense the same event and 

are active for transmitting the information. Transfer rate could  be varied due to multiple events occurred 

simultaneously. This increases too much data traffic in the network, load becomes heavy this lead to network 

congestion.  Congestion causes packet drop, low throughput, increasing queuing delay, retransmission of packets this 

causes consumption of additional energy and wastage of communication resources . In this paper, we implemented  a 

priority based scheduling and congestion control protocol (PBSCCP) using multipath multihop routing in wireless 

sensor network . This new scheme is alleviated congestion in network , increases the throughput and packet delivery 

ratio and also minimize delay . This scheme is also increased network efficiency based on delivery of packets . 

 

Keywords: Congestion Control, Packet delivery ratio, priority of packets, network efficiency, priority based 

scheduling and congestion control protocol , data fidelity 
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Paper Title: Novel Image Compression Technique WithImproved Wavelet Method 

Abstract: :-  Image compression is minimizing the size in bytes of a graphics file without degrading the quality of 

the image to an unacceptable level. The reduction in file size allows more images to be stored in a given amount of 

disk or memory space. It also reduces the time required for images to be sent over the Internet or downloaded from 

Web pages. . This would imply the need for a compression scheme that would give a very high compression ratio 

very high compression ratio usually comes with a price. This refers to the quality of the image. Wavelet method for 

compression gives better vision and quality. In our case we are taking the Modified Haar wavelet transformation 

(MFHWT) method with SVD. This research work will not only compress the images but also take care for the loss of 

information. 
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Paper Title: Clustered Time Synchronization Algorithm for Wireless Sensor Networks 

Abstract: A Time Synchronization algorithm based on Cluster for WSN was Proposed for WSN ( Wireless Sensor 

Network)  -(CTS) Clustered Time Synchronization algorithm for WSN. This algorithm consist of two phases: In the 

Cluster-Inter Synchronization phase- It adopt pair-wise  packet exchange mechanism to achieve time synchronization  

between the Base station and cluster heads through establishing a hierarchical topology structure. In the Cluster-Intra 

Synchronization phase  - It used reference broadcast mechanism to achieve time synchronization between the cluster 

heads and cluster members. The purpose of this algorithm is to set the logical clock of the cluster heads and cluster 

nodes with global time. The simulation result shows that this algorithm has better synchronization accuracy and 

lower power consumption and better synchronization precision as compared to Reference Broadcast Synchronization 

(RBS), Timing-Sync Protocol for Sensor Networks (TPSN) algorithms 

 

Keywords:  Sensor Networks, Time Synchronization, Malicious   nodes, Battery, clustered synchronization, delay , 

energy, cluster, reference broadcast. 
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Paper Title: Genetic K-Means Algorithm – Implementation and Analysis 

Abstract: K-means algorithm is most widely used algorithm for unsupervised clustering problem. Though it is 

accepted but it has some problems which make it unreliable. Initialization of the random cluster centres, number of 

clusters and terminating condition play a major role in quality of clustering achieved. This paper empirically analyses 

a derived form [Krishna &Narasimha, 1999] of K-means using Genetic algorithm approach. The new algorithm 

prevents algorithm to converge towards local minima by considering a rich population of potential solutions. A tool 

that implements this algorithm is presented in the paper. The time complexity and execution expectation is also tested 

over an exhaustive set of data of different dimensions. 

 

Keywords:   K-Means clustering, Genetic Algorithm, Local Minima, Optimization. 
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Paper Title: Allocation of Greenhouse Gas (GHG) Emission for Japanese Electric Utility Post Kyoto Protocol 

Abstract: In May 2011, the Japanese Government decided not to participate in the new reduction agreement which 

will take place after the end of Kyoto Protocol. The Japanese Government believes the new reduction agreement is 

not capable of tackling the global Greenhouse Gas (GHG) emission problem unless all large GHG emitting countries, 

such U.S and China, participate. Although the Japanese Government has decided not to participate in this new 

reduction agreement, it still undertook initiatives to set up its new emission reduction targets. From the latest revision 

of the Strategic Energy Plan in 2010, Japan has committed to reduce its GHG emission level by 25% compared to its 

1990 level, conditional on other industrialized countries making similar reduction effort. Although the target has 

been established, it did not specify the allocation of the GHG emission reduction target to each General Electric 

Utility (GEUs) in Japan. In this research we began with an analysis of electricity demand forecasting and relate GHG 

emission of Japanese Electric Utility Post Kyoto Protocol by Artificial Neural Networks (ANN) methodology. Then 

based on these forecasting results, we allocated the target emission allowance to each Japanese General Electric 

Utility (GEUs) in 2013-2016 based on two most common allocation approaches, namely the Grandfathering 

Approach and the Output-based Benchmarking Approach. In the conclusion, we analyzed the trends and necessary 

actions that the Japanese electric utility need to undertake to achieve its emission target under different allocation 

approach.  
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Paper Title: A Biometric ECG Identification using LNF in Wireless Body Area Sensor Network 

Abstract:  Wireless body area sensor networks low-power integrated circuits, and wireless communications have 

enabled the design of low-cost, miniature, lightweight, and intelligent physiological sensor nodes. These nodes, 

capable of sensing, processing, and communicating one or more vital signs, can be seamlessly integrated into 

wireless personal or body networks (WPANs or WBANs) for health monitoring. These networks promise to 

revolutionize health care by allowing inexpensive, non-invasive, continuous, ambulatory health monitoring with 

almost realtime updates of medical records via the Internet. This paper proposes a power and area efficient 

electrocardiogram (ECG) acquisition and signal processing application sensor node for wireless body area networks 

(WBAN). This sensor node can accurately record and detect the QRS peaks of ECG waveform with high-frequency 

noise suppression. analog front end integrated circuit (IC) and digital application. This ECG sensor node is 

convenient for long-term monitoring of cardiovascular condition of patients, and is very suitable for on-body WBAN 

applications.we minimize the other signal such as the ECG signal along with a bunch of noise is in analog form. In 

we use the Low Noise Filter (LNF) to filter the noise from the ECG Signals. 
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Paper Title: Image Fusion Using Improved Contourlet Transform Technique 

Abstract:   Image fusion is the process by which two or more images are combined into a single image retaining the 

important features from each of the original images. The fusion of images is often required for images acquired from 

different instrument modalities or capture techniques of the same scene or objects .Several approaches to image 

fusion can be distinguished, depending on whether the images are fused. The purpose of image fusion is to combine 

information from several different source images to one image, which becomes reliable and much easier to be 

comprehended by people (Youcef and Amrane,2003). Image fusion can be broadly defined as the process of combing 

multiple input images or some of their features into a single image without the introduction of distortion or loss of 

information. The objective of image fusion is to combine complementary as well as redundant information from 

multiple images to create a fused image output. Therefore, the new image generated should contain a more accurate 

description of the scene than any of the individual source image and is more suitable for human visual and machine 

perception or further image processing and analysis tasks. 
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Paper Title: Image Denoising Using Curvelet Transformation Using Log Gabour Filter   

Abstract In this we propose a new method to reduce noise in digital image. Image corrupted by Gaussian Noise is 

still a classical problem. In images to reduce the noise or to improve the quality of image peak signal to noise ratio 

(PSNR) is compared. Higher the PSNR better the quality of the image.In this paper we explain the method curvelet 

Transformation using log gabor filter Experimental results show that our method gives comparatively higher peak 

signal to noise ratio (PSNR), are much more efficient and have less visual artifacts compared to other methods. 
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Paper Title: Design and Implementation of an Stegnography Algorithm Using Color Transformation 



Abstract: In a computer, images are represented as arrays of values. These values represent the intensities of the 

three colors R(ed) G (reen) and B (lue), where a value for each of the three colors describes a pixel. Through varying 

the intensity of the RGB values, a finite set of colors spanning the full visible spectrum can be created. In an 8-bit gif 

image, therecan be 28 = 256 colors and in a 24-bit bitmap, there can be 224 = 16777216 colors. Large images are 

most desirable for steganography because they have the most space to hide data in. The best quality hidden image is 

normally produced using a 24-bit bitmap as a cover image. Each byte corresponding to one of the three colors and 

each three-byte value fully describes the color and luminance values of one pixel. The cons to large images are that 

they are cumbersome to both transfer and upload, while running a larger chance of drawing an “attacker’s” attention 

due to their uncommon size.  Our main focus to introduce the stegnography using color transformation. 
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Paper Title: SQL Injection Detection and Prevention Using Input Filter Technique 

Abstract:  SQL injection attacks, a class of injection flaw in which specially crafted input strings leads to illegal 

queries to databases, are one of the topmost threats to web applications. A number of research prototypes and 

commercial products that maintain the queries structure in web applications have been developed. But these 

techniques either fail to address the full scope of the problem or have limitations. Based on our observation that the 

injected string in a SQL injection attack is interpreted differently on different databases, in this paper, we propose a 

novel and effective solution to solve this problem. It has been proposed to detect various types of SQLIA. This 

method checks the attribute value for single quote, double dash and space provided by the user through the input 

fields. When attacker is making SQL injection he should probably use a space, single quotes or double dashes in his 

input. Depending on the no of space, double dash and single quote the count value of the input field (having default 

count as1) will get increased by 1 respectively. The fixed count value and the dynamically generated count value of 

the input parameters are then compared. If both the count values are same, there is no SQLIA and if they vary that 

means some SQL code has been injected through the input fields. Finally such attempt will be recorded separately 

and will be blocked to access the database. 
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Authors: Pankita A Mehta, Vivek Pandya 

Paper Title: Impacts of DG on Distribution Losses 

Abstract:   This paper shows the results obtained in the analysis of the impact of distributed generation (DG) on 

distribution losses. The main objective has been to determine if DG whether increments or decrements distribution 

losses, based on the penetration level and dispersion of DG and on the different DG technologies. Different scenarios 

with several penetration levels and dispersion of DG have been studied. The special characteristics of different DG 

technologies have been taken into account. The considered technologies are: combined heat and power (CHP), wind 

turbines, photovoltaics and some theoretical ones. Real radial distribution feeders have been used. 
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Paper Title: Reversible Watermarking: A comparative Study 

Abstract: Considering the age of reversible watermarking which is just a decade to count, it has fetched enormous 

attention of researchers to boast of. Due to many researches in this field, it has become very difficult to judge an 

algorithm for a specific application. So a definite need arises to compare these algorithms on some criteria. In this 

paper, we present a comprehensive and competitive study of three basic algorithms which are reversible 

watermarking using data compression, Tian’s difference expansion and histogram bin shifting. We have compared 

these algorithms based on criteria like PSNR, embedding capacity and processing time. 
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Paper Title: Reducing the Particle Fracture in Dissimilar Friction Welds by Introducing Silver Interlayer   

Abstract:  The present work discusses about the introduction of silver interlayer in dissimilar friction welding 

process. The characteristics of silver interlayer influenced friction weld are compared with the silver free dissimilar 

friction welding process. Particle fracture occurs commonly in welding process. It leads to poor quality of welds and 

decreases the strength of the weld. The introduction of silver interlayer reduces the particle fracture. Hence, the 

friction welding process with silver interlayer produces more efficient welds. 
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Paper Title: 
Performance Analysis of Dispersion in Optical Communication link Using Different Dispersion 

Compensation Fiber (DCF) Models 

Abstract:   Fiber-optic dispersion   and   its effect   on   optical transmission system are analyzed. The most 

commonly used dispersion compensation fiber (DCF) technology is studied in this    article. Three schemes (pre-

compensation, post compensation, mix-compensation of dispersion compensation) of dispersion   compensation   

with   DCF   are   proposed.  In  this  study,  we  propose  three  DCF  compensation scheme,  pre-compensation,  

under-compensation  and mix compensation  scheme.  Simulation studies show that mix compensation scheme is the 

best. It can greatly reduce the influences   of   the   fiber   nonlinearity   and   increase   the transmission distance 

greatly. The simulation model of the WDM based on the Optisystem is presented according to the above principle.  

The simulation  results  such  as  Q  factor  and  BER  are  given  and  deeply  analyzed. It is found that mix- 

compensation performance is the best. And the input fiber power is taken about 16 dB, the corresponding BER 

performance is better. 
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Paper Title: Segmentation Using Outlier Based Adaptive Thresholding 

Abstract:    Image segmentation plays an important role in image analysis as a frequent pre-processing step, which 

divides the image into set of different segments. Thresholding is an easy yet efficient method for image 

segmentation, while dividing different objects with distinct gray levels. Finding an effective threshold is especially 

complicated task in the segmentation. In this paper, for efficient threshold selection fuzzy methodology used which 

produces better segmentation results than other methodologies. It was observed that at different background intensity 

levels favourable results were obtained. 
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Paper Title: Effect of Cyclic Prefix on OFDM System 

Abstract:  Orthogonal Frequency Division Multiplexing (OFDM), because of its resistance to multipath fading, has 168-170 



attracted increasing interest in recent years as a suitable modulation scheme for commercial high-speed broadband 

wireless communication systems. OFDM can provide large data rates. Orthogonal frequency division multiplexing 

(OFDM) is one of the Multi-Carrier Modulation (MCM) techniques that transmit signals through multiple carriers. 

These carriers (subcarriers) have different frequencies and they are orthogonal to each other. There are different 

parameters which alters the performance of OFDM system. This thesis analyzes OFDM system and the effect of 

cyclic prefix and length of cyclic prefix on OFDM system. Besides, compare the performance of the system with and 

without cyclic prefix and with different RSF(Repeated Symbol Fraction).BER performance of the OFDM system is 

carried out with emphasis on the cyclic prefix and RSF. The simulation results show how a tradeoff is needed 

between reduction in multi-path effects and Transmission efficiency. 
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Paper Title: Use of Honeypots to Increase Awareness regarding Network Security 

Abstract: Honeypots are closely monitored decoys that are employed in a network to study the trail of hackers and 

to alert network administrators of a possible intrusion. Honeypots are a relatively new technique for achieving 

network security. While other techniques for securing networks e.g. IDS, Firewall etc are made to keep the attackers 

out, for the first time in the history of network security there is a technique which intends to keep the attackers ‘in’ 

thus allowing the researchers to gain more insight into the workings of an attacker. With the rapid development of 

Internet and the advent of the network socialization, network security has been more concerned in the technologies. 

Among the main network security technologies are firewall, intrusion detection techniques, access control, etc., 

which are based on the known facts and attack mode and adopt passive defensive approach. The current commonly-

used intrusion detection technology of passive defense, based on model matching, needs to update the intrusion 

detection rule library, otherwise omission of the latest attack will occur in the process. To eliminate the shortcomings 

of detection system being unable to update feature library, the users should adopt a proactive defense honeypot 

technology to automatically update its att ack signature to reduce the miss probability of int rusion detection system. 

Honeypot is a newly-developing area of network security. It lures the intruder to attack it by constructing a system 

with security vulnerability and then record the intrusion methods, motives, and tools of the intruder in the intruding 

process. By analyzing the intrusion information, we can get the content of the newest techniques of the intruder and 

find the system vulnerability. And the virtual honeypot can prevent the host computer from attacking. 
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Paper Title: Image Segmentation With Modified K-Means Clustering Method 

Abstract:  Image segmentation is used to recognizing some objects or something that is more meaningful and easier 

to analyze In this paper we are focus on the the K means clustering  for segmentation of the image. K-means 

clustering is the most widely used clustering algorithm to position the radial basis function (RBF)  centres. Its 

simplicity and ability to perform on-line clustering may inspire this choice. However, k-means clustering algorithm 

can be sensitive to the initial centres and the search for the optimum centre locations may result in poor local minima. 

Many attempts have been made to minimise these problems In this paper two updating rules were suggested as 
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alternatives or improvements to the standard adaptive k-means clustering algorithm. The updating methods are 

proposed to give better overall RBF network performance rather than good clustering performance. However, there is 

a strong correlation between good clustering and the performance of the RBF network. The sensitivity of the RBF 

network to the centre locations will also be studied.Thus we will test the modified K means different set of images.   
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Paper Title: Aerodynamic Performance Analysis of A Flat plate Hawt 

Abstract:   Composite material design has almost become routine due to the palpable advantages like considerable 

weight saving and opportunity to adapt the structure to the given set of design requirements. Pollution free  electricity 

generation, low operation and maintenance costs, quick installation, commissioning capability, free renewable energy 

are the added advantages of wind electric generators. This paper also addresses the design parameters of composite 

wind turbine blades. The key factors for proper utilization of wind power and designing wind energy conversion 

systems are the performance characteristics of available wind energy conversion system and the availability of wind 

resources. The performance characteristics depend on the aerodynamic, mechanical and electrical subsystems 

whereas the wind resources depend on the weather conditions of the region. The goal in designing a wind turbine is 

to attain highest possible output under specified atmospheric conditions and profit from better structural model using 

suitable composite material and optimization techniques in manufacturing. Determining optimal shape of the blade 

and optimal composite material is complex one, as the mathematical description of aerodynamic load is complex and 

it should satisfy both the constraints and objectives of the problem. This paper incorporates the performance and 

design aspects, siting requirements, classification of wind electric conversion systems, choice of rotors and 

generators, environmental aspects and optimization concepts of wind turbine rotors. 
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Paper Title: BBTool: A Tool to Generate the Test Cases 

Abstract:    Software testing (ST) is an important phase of a software development life cycle (SDLC). During ST, 

software are verified and validated by the software testers to check whether it meets the stakeholder’s expectations or 

not. It is time consuming process to check each and every condition of the software during ST, if we check it 

manually. Therefore, to reduce the time of software testing, an effort has been made to reduce the time of testing. In 

this paper, we have proposed BBTool, i.e. Black Box Tool, to generate the test cases. Straight line problem is 

employed to show the validity of BBTool. 
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Paper Title: Competitive Analysis of Digital Image Watermarking Techniques 

Abstract: - :- Digital Image Watermarking, in recent times has seen a huge surge of professional work due to the 

skyrocketing usage of digital media. In this paper we present a competitive survey of existing watermarking 

techniques. This paper surveys the features and concepts pertaining to the two popular watermarking algorithm types 

and analyzes them to evaluate with metrics such as Time complexity, PSNR values and similarity measure of 

watermarks based on implementation i.e.  A) Spatial based techniques (under which we analyzes LSB modification, 

correlation based and CDMA based techniques) and b) Transform based techniques (DCT and DWT based 

techniques). We have also studied the effects of different types of noises on each method. 
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Paper Title: Power Generation Using Bio-Mass Power Plant 

Abstract: Technologies to produce electricity from biomass through combustion are state of the art. There are many 

applications with different power generation principle (steam turbine, steam screw type engines, ORC turbines) in 

operation. Caused by the logistic frame conditions of biomass production, storage and transportation as well as the 

possibility to use the thermal energy for community heating, decentralized power plants are the most economically 

solutions. Similar statuses have the bio-chemical conversion technologies (e.g. biogas technologies) or the physical-

chemical conversion technologies like the production of plant oils and the power generation of the liquid/gaseous 

fuels in internal combustion engines. All these technologies are highly developed and reached readiness for 

marketing in Europe as well as in Asian countries. 
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Paper Title: Safety Preventive Maintenance In Nuclearpower Plant 

Abstract: Safety analysis of a nuclear power plant for postulated initiating events (PIEs) is an essential part of the 

design process, both as a regulatory requirement and also to generate performance requirement of safety system. A 

wide variety of computer codes have been developed in-house at Nuclear Power Corporation of India Limited 

(NPCIL) for safety analysis of Indian Pressurized Heavy Water Reactors (PHWRs). The applications and validation 

of these codes are discussed in this article. In addition to the conventional ‘deterministic’ safety analysis approaches, 

probabilistic safety assessment (PSA) techniques are also being applied in Indian PHWRs to gain additional insights 

Passing of steam trap becomes a major concern for all power plants due to high-enthalpy energy loss as well as 

wastage of costly DM water. On the other hand, if steam trap does not do its intended function, then it may lead to 

the damage of turbine and pipelines. Unfortunately, most power plants do not have a proper condition monitoring or 

preventive maintenance programmed for steam trap to know its healthiness. 
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