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#### Abstract

The methods of computer algebra are considered as modern trend in doing physical sums. It has been given a general classification of computer algebra systems. The system of analytical calculations and their application for solving various problems of the theoretical physics are stated in details.
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## 1. Introduction

In solving the broad class of physical sums, especially the sums of statistic physics, physical kinetics, quantum chemistry, astrophysics, etc. by methods of perturbation theory appears the necessity of performing large amounts of monotonous lengthy analytical calculations. Formally, most of these problems can be solved with any preassigned precision. In fact, in the vast majority of cases, accounting of the third and higher orders of perturbation theory leads to a need of performing such a large amount of analytical calculations that it is not possible to do them manually for such a foreseeable time. In addition, by a high professional skill he possesses, is not immune from basic errors while performing such calculations, (no matter how skilled he is). Therefore, quite long time ago the methods and the systems of analytical solution of such tasks have begun to develop by using electronic computers
(Gerdt, V. P. et al., 1980) (the methods of computer algebra).
Computer algebra (CA) is engaged in elaboration, analyses, realization (implementation) and using of algebraic algorithms in various trends of scientific activity (Gerdt, V. P. et al., 1980).

Computer algebra uses the methods of common algebra, mathematical analysis, the theory algorithms, mathematical theory of complexity, graph theory, etc. It works out the constructive methods for solving tasks, estimates the complexity of these methods and analysis the efficiency of implementation in computer systems. CA offers the opportunity to solve the raising tasking the analytical form which has not faced with such problems of numerical programming as errors of rounding, the problem of convergence and stability problems. The main problems of these process of the calculations are more often factorial large time of working of algorithms, interim expansion of expressions during calculations and problem of size of output expression.

Practical tools of computer algebra are the systems of analytical calculations that represent a programmed package which allows to transforming the symbol and stringing information.
At present CA systems cover a wide range of solving problems can be divided into three main class (Gerdt, V. P. et al., 1980): specialized systems, general purpose systems and universal systems.

Such powerful universal systems of computer algebra as Maple (Kirsanov, M. P., 2010; Ponomaryov, O. P. et al., 2000), Mathematica (Dyakonov, V. P., 2001a), Reduce, MathCad (Artamonova, et al., 1999), MatLab (Lazarev, Yu., 2005; Porshnev, S., 2003; Gander, V. \& Grzhebichek, I., 2005) and a number of others are widely known. The universal system has a vast set of the various functions for accomplishment of analytical and numerical calculations, solving the algebraic and differential equations, graphic output of results and many other transformations. They are able to solve the very different tasks including their numerical solution, related to various fields of science, but at the same time it is limited by the speed and amount of data processed. As a rule the universal systems are not suited to solving complex special problems. Therefore, in most cases, it is required working out the specialized systems of analytical calculations, targeting a specific area of knowledge (often even for a single task or class of tasks) and is capable to perform lengthy and bulky procedures of analytical transformations (reduction of collecting forms, integration and differentiation by using tables of integrals and derivatives, etc.).
To general purpose systems refer MACSYMA, AXIOM and other systems. To specialized systems refer such systems as CALEY and GAP the specialized systems for calculations in the group theory, MACAULEY, CoCoA, Singular the systems of the varying degrees of versatility for calculations in the polynomial ring, SCHOONSHIP a specialized system for computing in the high energy physics, muMATH and its successor DERIVE the systems which are widely used in the educational process (in particular, in Austria the license for the installation the DERIVE system has been acquired for all secondary schools) and many others (Pankratyev, E. V., 2010). The specialized systems differ from general purpose systems by higher performance, but their range of application is limited.

For the same tasks the system may promote several options of execution. Any system of computer algebra is not free from the local errors and the user must remember about the way to control of their computing. It is a necessary, in a sense, to be able to monitor the process of implementing the transformation. Also you need to have an idea about the method of presenting the data in computer algebra systems (Devenport, D. et al., 1991).

The systems of analytical calculations can be classified according to the subject matter of the solving tasks: systems for numerical calculations, tabular processors, matrix systems, systems for statistical calculations, etc. (Dyakonov, V. P., 2001b), each of them may refer to one of the above classes.

The mathematical tools of modern theoretical and mathematical physics (Booblik, V. V., 2007) includes such complex and in practice often very bulky mathematical objects as a system of nonlinear algebraic and differential equations, Lee's algebra and superalgebras, grassmann algebras and supermanifolds, bundles with Riemann-Cartan connections and gauge connections, structures of the noncommutative geometry, quantum algebras and groups (The analytical calculations by the electronic computer and their appliance in theoretical physics, 1985). Operations with many of these objects are nonassociative and noncommutative. Therefore, for solving the sums of these branch of knowledge using of the universal systems of analytical calculations appears to be non-effective and often impossible in general. Necessity in realization of colossal volume of analytical calculations when solving the sums for the visible period of time demands working out the specialized systems of analytical calculations with flexible and optimal algorithm.

Working out of analytical calculations with using electronic computers and methods of transportation numerical,
symbolic and graphic information with the help of a computer is for a long period of time (approximately since 50th of the last century). Necessity in their development appeared with demand of solving bulky mathematical sums in different branches of science and technics. First of all they are the problems of the heavenly mechanics, quantum mechanics, static physics, quantum chemistry and other branches of science. The detailed classification of system, related to the 70th, is represented in the survey (Gerdt, V. P. et al., 1980). In the following years in connection with great increasing of possibilities of computer technics the working out the system of the analytical calculations and methods of CA obtained important development.

The aim of the present work is to give a short survey of the modern state of researchers in the development of systems of the analytical calculations (including the works of the authors) and their using in solving different sums of the theoretical physics.

## 2. Analytical Systems in the Sums of Mechanics and Heavenly Mechanics

In mechanics as in many branches of the applied researches more often the complex mathematical models of the investigated objects are considered. The researcher has to clash with necessity to operate by bulky analytical expressions when formating a model and then under its analyses. These difficulties may be so great that get narrow the model class, that may be compared and analysed at the first steps of research.

In connection (Pochtarenko, M. V., 1984) with it some more often met in practice the sums of mechanics are made algorithmic and created a package of the applied programs DYNAMICS of processing of symbol information for solving such sums.
For solving problem-oriented sums of mechanics such complexes of CA are used as NASRTAN, ANSYS, COSMOS, MSC. ADAMS, APM WINMACHINE. They are convenient for the most complex calculations. The shortage of these packages is their orientation for discreet conception of incoming and outgoing information about the object of investigation.

In the packages of the object-oriented language of programming and modern surroundings of visual projecting program there are fitted systems of analytical calculation, realizing the symbol calculations. The representative of such packages is the program complex (PC) KIDIM developed at the department of the theoretical mechanics NTU HPI (Practical work in theoretical and analytical mechanics with using electronic computer, 2002, Andreev, Yu. M. et al., 2004; Lavinsky, D. V. et al., 2007). In the scientific work (Yermilov, A. N., 1989) the analytical solving of the Potts model is started in details including its simplex presentation.

In the heavenly mechanics (HM) one of the most important problem is the construction of the analytical theory of movement of heavenly bodies: planets, satellites, artificial Earth satellites (Sputniks), space stations, etc. For its construction it is necessary to solve the system of differential equations, describing moving of a body. Only in trivial cases the decision can be found in closed aspect. The most general approach to the construction of the analytical theory of heavenly bodies is the theory of perturbation. Considering that movement of bodies in HM, as a rule, almost periodical, the decision more often find in the row by trigonometrically functions, the arguments of which depend linearly from time, and coefficients of row are the polynomials by small parameters of the given tusk (sum). Such rows are called the Puason's rows. The high exactness, requiring in HM, leads to the necessity to take into account hundreds, thousands and even a dozen of thousands of members in Puason's rows and connected with them expansions. Therefore, as early as in 1985 (Davis, M. S., 1958) astronomers were interested in application of electronic computers for the analytical calculations and in a year the first program (Herget, P. \& Musen, P., 1959) was published by IBM-650 for the analytical transformations of the Puason's rows. Later on quite a number of programs as well as CAB were worked out especially for calculations in HM (Gerdt, V. P. et al., 1980; Barton, D. \& Fitch, J. P., 1972; Jeffrys, W. H., 1971).

## 3. The Analytical Systems in Quantum Mechanics and Quantum Chemistry

The overwhelming majority of the quantum mechanics problem, as a rule, has not exact analytical solution. The part of these sums is solved by either using simplified mathematical models which do not reflect' the whole completeness of the problem, or with using slowly coinciding rows of the theory of perturbation. With the development of CA it was possible to solve considerably more wide class of sums (Banshchikov, A. V. et al., 2008).
The most natural and exact method of researching the evolutional sums of the quantum mechanics is the solution of the non-stationary Schrodinger's equation because the calculation of the wave function gives the most possible description of the quantum system.

For example, for quantum chemistry the systems of the CA are the powerful tool of the standard analytical trans-
formations, connected with the calculation of the matrix elements from the operator's products of birth and destruction. The main calculating difficulty here is in reduction of such product (often a great amount of operators) to normal form on the basis of commutative correlations. The most suitable CAB for implementation of the analytical transformations of the given type is the system SCHOONSCHIP (Strubbe, H., 1974). On the basis of this system the special program has been worked out, permitting to calculate quickly and effectively the matrix elements from the operator's product of birth and destruction for the phermion fields (Gerdt, V. P. et al., 1980).

Among the most important achievements of the quantum-chemical calculations of the abilities of the molecular system it is possible to distinguish the construction of the surface of the potential energy (Stepanova, N. F., 1996). The development of the methods of CA improves and optimize the modelling of the abilities of hard bodies, liquid, solution, calculation of the characteristics of processes on the surface, evaluation of the parameters of the molecular systems, striking into holes of the frame joints, inert and reactionary matrix.

## 4. The System of Analytical Calculations in Statistical Mechanics, Physical Kinetics and Physics of Plasma

The use of perturbation theory allows analytical treatment of a number of problems in statistical physics, physical kinetics and the theory of non-ideal plasma. Computer algebra systems in their turn provide means of automation of the lengthy steps in deriving analytical expressions for the physical quantities one is interested in.
Here we will discuss one particular problem arising in the theory of non-ideal plasma physics, that is the calculation of electronic equilibrium distribution function of weakly non-ideal plasma. To effectively solve the problem at hand we also provide the details of computer algebra system specifically designed for the solution of this class of problems.
The expressions for equilibrium distribution functions of plasma species in weakly non-ideal (here, we restrict ourselves to the pair-collision approximation) plasma could be readily obtained as the solutions of Boltzmann kinetic equation. Of particular interest is electronic distribution function (Chapman, S. \& Cowling, G., 1960). The approximate analytical solution of the corresponding Boltzmann equation could be conveniently obtained with the use of Chapman-Enskog method (Klimontovich, Yu. L., 1975; Polak, L. S., 1971; Ferziger, J. H. \& Kaper, H. G., 1972; Lifshitz, E. M. \& Pitaevskii, L. P., 1960). The non-linear integro-differential equation:

$$
\begin{equation*}
\mathbf{v}_{\mathbf{k}} \frac{d f_{k}}{d \mathbf{r}}+\frac{e_{k} \mathbf{E}}{m_{k}} \frac{d f_{k}}{d \mathbf{v}_{\mathbf{k}}}=\sum_{j} \iiint\left[f_{k}\left(\mathbf{v}_{\mathbf{k}}^{\prime}\right) f_{j}\left(\mathbf{v}_{\mathbf{j}}^{\prime}\right)-f_{k}\left(\mathbf{v}_{\mathbf{k}}\right) f_{j}\left(\mathbf{v}_{\mathbf{j}}\right)\right] g_{k j} b d b d \varphi d \mathbf{v}_{\mathbf{j}} \tag{1}
\end{equation*}
$$

is solved with the help of Chapman-Enskog's procedure, consisting in the expansion of the first order correction (correction of the order $l / L \ll 1$, where $l$ is the electronic mean free path and $L$ is the characteristic length scale of the problem) to leading-order Maxwellian electron distribution function in a series of orthogonal Sonin-Lager's polynomials. The substitution of this ansatz in the above integro-differential equation and subsequent integration over the particle velocities leads to the infinite system of linear algebraic equations (Ferziger, J. H. \& Kaper, H. G., 1972):

$$
\begin{equation*}
3 \delta_{n 0}\left[\frac{\partial \ln \left(n_{e} T\right)}{\partial \mathbf{r}}-\frac{e \mathbf{E}}{T}\right]-\frac{15}{2} \delta_{n 1} \frac{\partial \ln T}{\partial \mathbf{r}}=-\sum_{r=0}^{\infty} L_{r n}^{e} \mathbf{P}_{\mathbf{r}}^{(\mathbf{e})} \tag{2}
\end{equation*}
$$

Here, in $(1,2) e_{k}, m_{k}, \mathbf{v}_{\mathbf{k}}, f\left(\mathbf{v}_{\mathbf{k}}\right)$ stand for electrical charge, mass, velocity and distribution function for particles of sort $k, g_{k j}$ is the relative velocity of the colliding particles $k$ and $j, b$ stands for impact parameter, $\varphi$-azimuthal scattering angle and $\mathbf{E}$ is the intensity of electric field. Velocities marked by primes correspond to the velocities of particles after collision, $T$ denotes plasma temperature, $n_{e}$-electron concentration and $\delta_{k n}$ stands for Kroneker's symbol.

In general, the solution of this infinite system of linear algebraic equations is obtained by truncating the above series and taking into account only a number of first terms of the expansion. Careful examination of the integrals entering expressions for the coefficients of our infinite system of linear algebraic equations shows, that one needs to know the transport cross-sections (discussed below) at high orders. But the most difficult part consists in calculation of multiple bracket integrals (1). Nevertheless, this truncated system of equations could be solved analytically - the only problem is that the solution procedure should be definitely automated. The use of general-purpose computer algebra systems for this task (we are having in mind to account for as more terms in the above mentioned expansion as possible) is not feasible, so here we will present the details of custom computer algebra system written in Visual Basic, specifically designed to solve this kind of problems.

### 4.1 The Analytical Calculation of the Transport Cross-sections

The description of collision processes is provided by corresponding collision cross-sections. According to the classical mechanics the differential cross-section for electron-electron ( $e-e$ ) and electron-ion ( $e-i$ ) scattering is given by:

$$
\begin{equation*}
d \sigma=2 \pi b d b=2 \pi b(\chi)\left|\frac{d b}{d \chi}\right| d \chi \tag{3}
\end{equation*}
$$

where $b$-is the impact parameter, which in the case of Coulomb and short-range Coulomb (here we are accounting for the Debye screening) potentials (srCP) is given by:

$$
\begin{align*}
b & =\frac{e^{2}}{m v^{2}} \operatorname{ctg} \frac{\chi}{2}  \tag{4}\\
b & =\frac{r_{c p}}{\left(1+\xi^{2} \tan ^{2}(\chi / 2)\right)^{1 / 2}} \tag{5}
\end{align*}
$$

Here $\xi=r_{c p} / b_{0} \pm 1, b_{0}=e^{2} / \mu v^{2}, \chi$-scattering angle, $\mu$-reduced mass, $v$-the relative velocity of particles and $b_{0}$ is the impact parameter, corresponding to the scattering angle equal to 90 degrees. The minus sign in the expressions for $\xi$ corresponds to the scattering of opposite charges, while the plus sign to the scattering of similar charges. Differentiation of expressions (4) and (5) with respect to scattering angle $\chi$ and substitution of the resulting expressions in (3) leads to

$$
\begin{equation*}
d \sigma=\pi \frac{e^{2}}{m v^{2}} \frac{\cos (\chi / 2)}{\sin ^{3}(\chi / 2)} d \chi \tag{6}
\end{equation*}
$$

- for Coulomb potential and

$$
\begin{equation*}
d \sigma=\pi r_{c p}^{2} \xi^{2} \frac{\tan ^{2}(\chi / 2) d \chi}{\cos ^{2}(\chi / 2)\left(1+\xi^{2} \tan ^{2}(\chi / 2)\right)^{2}} \tag{7}
\end{equation*}
$$

- for short-ranged Coulomb potential.

In the limit $\xi \gg 1$, the main contribution into cross-section comes from the small angle scattering and Equation (7) transforms into Rutherford formula (Kudryavtsev, E. V. \& Ionov, V. P., 1961). The transport cross-section at n's order is given by the following expression (Vyzhol, Yu. A. \& Fedoseeva, E. V., 1998):

$$
\begin{equation*}
\sigma_{t}^{n}=2 \pi \int_{0}^{\pi} b(\chi)\left|\frac{d b}{d \chi}\right|\left(1-\cos ^{n} \chi\right) d \chi \tag{8}
\end{equation*}
$$

The order of the transport cross-section used is influenced by the mass correlation of the colliding particles. Momentum transmission under collision of light and heavy particles is determined by the transport section of the first order, while for the collision of particles with the same mass, such as electron-electron scattering, one needs to account for high-order cross-sections. Integrating (8) with $n=1$ in the case of $(e-i)$ and $(e-a)$ collisions we get:

$$
\begin{equation*}
\sigma_{t_{e i}}^{1}=2 \pi b_{0}^{2} \ln \left[\left(\frac{r_{D}}{b_{0}}\right)^{2}+1\right] \tag{9}
\end{equation*}
$$

- for Coulomb potential and

$$
\begin{equation*}
\sigma_{t e i}^{1}=2 \pi r_{c p}^{2}\left\{\frac{\xi^{2}}{\left(\xi^{2}-1\right)^{2}} \ln \xi^{2}-\frac{1}{\xi^{2}-1}\right\} \tag{10}
\end{equation*}
$$

- for short-ranged Coulomb potential.

The difficulties appear in the case of the transport cross-sections for the colliding particles with the same mass (electron-electron $(e-e)$ collisions). In this case, the transport cross-section of the first order $\sigma_{t_{e e}}^{1}$ vanishes, as the average momentum transfer is zero here. Non-vanishing contributions are provided by transport cross-sections of even orders $n=2,4,6, \ldots$. The analytical expressions for these transport cross-sections could be easily obtained with the help of any general-purpose computer algebra system. Let us illustrate how this could be done with MathCad. First, one needs to substitute Equations (6) or (7) into Equation (8). As a result one obtains the following expressions for the transport cross-sections in the case of Coulomb and short-range Coulomb potentials:

$$
\begin{equation*}
\sigma_{t}^{(2 n)}=\pi b_{0}^{2} \int_{\chi_{\min }}^{\pi} \frac{\cos (\chi / 2)}{\sin ^{3}(\chi / 2)}\left(1-\cos ^{2 n} \chi\right) d \chi \tag{11}
\end{equation*}
$$

$$
\begin{equation*}
\sigma_{e e}^{2 n}=\frac{2 \pi r_{c p}^{2} \xi^{2}}{\xi^{2}-1}\left(\frac{\xi^{2}-1}{2 \xi^{2}}-\frac{1}{\left(\xi^{2}-1\right)^{2 n}} \int_{2}^{2 \xi^{2}} \frac{\left(\xi^{2}+1-z\right)^{2 n}}{z^{2}} d z\right) \tag{12}
\end{equation*}
$$

Now, with the use of MathCad functions expand and factor, the transport cross-sections of $2^{\text {nd }}$ and $4^{\text {th }}$ orders in the case of Coulomb potential take the form:

$$
\begin{gather*}
\sigma_{t_{e e}}^{2}=4 \pi b_{0}^{2}\left\{\ln \left[\left(\frac{r_{D}}{b_{0}}\right)^{2}+1\right]-\frac{\left(\frac{r_{D}}{b_{0}}\right)^{2}}{\left(\frac{r_{D}}{b_{0}}\right)^{2}+1}\right\}  \tag{13}\\
\sigma_{t_{e e}}^{4}=\frac{8}{3} \pi b_{0}^{2}\left\{3 \ln \left[\left(\frac{r_{D}}{b_{0}}\right)^{2}+1\right]-\frac{5\left(\frac{r_{D}}{b_{0}}\right)^{6}+6\left(\frac{r_{D}}{b_{0}}\right)^{4}+3\left(\frac{r_{D}}{b_{0}}\right)^{2}}{\left(\left(\frac{r_{D}}{b_{0}}\right)^{2}+1\right)^{3}}\right\} \tag{14}
\end{gather*}
$$

Similar, the expressions for transport cross-sections of $6^{\text {th }}$ and $8^{\text {th }}$ orders in the case of short-range Coulomb potential are given by:

$$
\begin{gather*}
\sigma_{t e e}^{6}=\frac{8}{5} \pi r_{c p}^{2} \xi^{2}\left\{\frac{15\left(\xi^{2}+1\right)^{5}}{\left(\xi^{2}-1\right)^{7}} \ln \xi-\frac{23 \xi^{8}+48 \xi^{6}+98 \xi^{4}+48 \xi^{2}+23}{\left(\xi^{2}-1\right)^{6}}\right\}  \tag{15}\\
\sigma_{t e e}^{8}=\frac{32}{105} \pi r_{c p}^{2} \xi^{2}\left\{\frac{105\left(\xi^{2}+1\right)^{7}}{\left(\xi^{2}-1\right)^{9}} \ln \xi-\frac{8\left(22 \xi^{12}+71 \xi^{10}+218 \xi^{8}+218 \xi^{6}+218 \xi^{4}+71 \xi^{2}+22\right)}{\left(\xi^{2}-1\right)^{8}}\right\} \tag{16}
\end{gather*}
$$

Both numerical and analytical solutions of the kinetic equation, with the exception of so called $\tau$-approximation, when the collision integral is expressed as $S t f_{e}=\frac{f_{e}-f_{e}^{0}}{\tau}$, turn out to be difficult to solve problems. On one hand we are always dealing with the functions of several variables, depending from a number of macroscopic parameters, such as plasma temperature, composition and so on. On the other hand, approximate analytical solutions for distribution functions always involve a large number of routine analytical transformations for expressions having dozens and hundred thousands of terms. It is precisely this problem of huge number of terms, which one encounters in the calculation of bracket integrals. To deal with this problem we first worked out the complete algorithm for the whole process of obtaining approximate analytical solution to the Boltzmann kinetic equation, starting from original bracket integrals and ending with the expressions, which could be calculated numerically, and second-we designed a custom computer algebra system implementing it. Proceeding this way allows us considerably reduce the dimension of integration space, such that the remaining integrals could be easily calculated numerically.

### 4.2 Analytical Calculation of Bracket Integrals

In procedure (2), the most laborious task is the calculation of the bracket integrals

$$
\begin{array}{r}
L_{r n}^{e}=-\frac{2}{n_{e}} \sum_{j} \iiint \int f_{e}^{0} f_{j}^{0} \mathbf{v}_{\mathbf{e}} S_{n}^{3 / 2}\left(\frac{m_{e} v_{e}^{2}}{2 T}\right) g_{e j} b\left|\frac{d b}{d \chi}\right| d \chi d \varphi d \mathbf{v}_{\mathbf{e}} d \mathbf{v}_{\mathbf{j}} \\
{\left[\mathbf{v}_{\mathbf{e}}^{\prime} S_{r}^{3 / 2}\left(\frac{m_{e} v_{e}^{\prime 2}}{2 T}\right)-\mathbf{v}_{\mathbf{e}} S_{r}^{3 / 2}\left(\frac{m_{e} v_{e}^{2}}{2 T}\right)+\mathbf{v}_{\mathbf{j}}^{\prime} S_{r}^{3 / 2}\left(\frac{m_{j} v_{j}^{\prime 2}}{2 T}\right)-\mathbf{v}_{\mathbf{j}} S_{r}^{3 / 2}\left(\frac{m_{j} v_{j}^{2}}{2 T}\right)\right]} \tag{17}
\end{array}
$$

To integrate with respect to the angles in (17), it is convenient to change from the laboratory frame of reference to the frame of reference related to the center of mass of the colliding particles; then, the bracket integral takes the form

$$
\begin{gather*}
L_{r n}^{e j}=-\frac{16}{\pi} n_{j}\left(\frac{m_{e}}{2 T}\right)^{5 / 2}\left(\frac{m_{j}}{2 T}\right)^{3 / 2} \int_{0}^{\infty} g^{3} d g \int_{0}^{\infty} G^{2} d G \exp \left[-\frac{1}{2 T}\left(\left(m_{e}+m_{j}\right) G^{2}+\frac{m_{e} m_{j}}{m_{e}+m_{j}} g^{2}\right)\right] \int_{0}^{\pi} b\left|\frac{d b}{d \chi}\right| d \chi \int_{0}^{\pi} \sin \theta^{\prime} d \theta^{\prime} \\
\int_{0}^{2 \pi} d \varphi\left(\mathbf{G}-M_{j} \mathbf{g}\right) S_{n}^{3 / 2}\left(\frac{m_{e}}{2 T}\left(\mathbf{G}-M_{j} \mathbf{g}\right)^{2}\right)\left[\left(\mathbf{G}-M_{j} \mathbf{g}^{\prime}\right) S_{r}^{3 / 2}\left(\frac{m_{e}}{2 T}\left(\mathbf{G}-M_{j} \mathbf{g}^{\prime}\right)^{2}\right)-\left(\mathbf{G}-M_{j} \mathbf{g}\right) S_{r}^{3 / 2}\left(\frac{m_{e}}{2 T}\left(\mathbf{G}-M_{j} \mathbf{g}\right)^{2}\right)\right. \\
\left.+\left(\mathbf{G}+M_{e} \mathbf{g}^{\prime}\right) S_{r}^{3 / 2}\left(\frac{m_{j}}{2 T}\left(\mathbf{G}+M_{e} \mathbf{g}^{\prime}\right)^{2}\right)-\left(\mathbf{G}+M_{e} \mathbf{g}\right) S_{r}^{3 / 2}\left(\frac{m_{j}}{2 T}\left(\mathbf{G}+M_{e} \mathbf{g}\right)^{2}\right)\right] \tag{18}
\end{gather*}
$$

where $\mathbf{G}$ and $\mathbf{g}$ are the velocity of the center of mass and the relative velocity of the colliding particles and $S_{n}^{3 / 2}(x)$ is the Sonin polynomial of degree $n$ and order 3/2. The further calculation of integrals (18) in the general form for an arbitrary ratio of the masses of the colliding particles is a tedious task. For that reason, we first perform the calculations for two limiting cases when the masses of the colliding particles are very different from each other and when the colliding particles have the same mass. Then, we generalize the results for the case of the arbitrary ratio of the masses.

### 4.3 Calculation of the Collision Integral for Light and Heavy Particles

For the specific cases of electron atomic $(e-a)$ and electron-ionic $(e-i)$ collisions, the calculation is considerably simpler because the ratio of the masses is small: $\frac{m_{e}}{m_{i}} \sim \frac{m_{e}}{m_{a}} \ll 1$. Taking into account the fact that weak external perturbations do not distort the Maxwell distribution of the ionic and atomic components, we obtain from (18), upon integrating with respect to the angles $\theta^{\prime}, \varphi$ and the absolute values of the center of mass velocity G , one can show that the bracket collision integral for the light and heavy particles has the general form

$$
\begin{equation*}
L_{r n}^{e j}=16 n_{j} \sqrt{\frac{T}{2 \pi m_{e}}} \int_{0}^{\infty} y^{5} e^{-y^{2}} \sigma_{e j}^{1}\left(y^{2}\right) S_{r}^{3 / 2}\left(y^{2}\right) S_{n}^{3 / 2}\left(y^{2}\right) d y \tag{19}
\end{equation*}
$$

The Sonin polynomial $S_{r}^{3 / 2}\left(y^{2}\right)$ is (see Lifshitz, E. M. \& Pitaevskii, L. P., 1981)

$$
\begin{equation*}
S_{s}^{r}(x)=\frac{1}{s!} e^{x} x^{-r} \frac{d^{s}}{d x^{s}} e^{-x} x^{r+s}, \tag{20}
\end{equation*}
$$

where $r$ is a real number and $s$ is a nonnegative integer. For example,

$$
\begin{equation*}
S_{r}^{0}=1, S_{r}^{1}(x)=r+1-x \tag{21}
\end{equation*}
$$

The condition for orthogonality of these polynomials for the given index r and various indexes $s s^{\prime}$ is

$$
\begin{equation*}
\int_{0}^{\infty} e^{-x} x^{r} S_{r}^{s}(x) S_{r}^{s^{\prime}}(x) d x=\frac{\Gamma(r+s+1)}{s!} \delta_{s s^{\prime}} \tag{22}
\end{equation*}
$$

It is seen from (19) that the coefficients $L_{r n}^{e j}$ form a symmetric matrix; that is $L_{r n}^{e j}=L_{n r}^{e j}$. In the general case, integrals in (19) depend on the temperature and concentration of particles as parameters.

### 4.4 Calculation of the Collision Integrals for Particles of the Same Mass

Consider the bracket integrals in the case when the colliding particles have the same mass using electron-electron collisions as an example. Since the momentum exchanged between the particles is zero in this case, the terms containing cross sections of odd orders $2 k-1$ in the collision integral vanish. The bracket integral characterizing the collision of identical particles of other kinds has exactly the same form; only the mass of the electron and the transport cross sections for electron-electron scattering of various orders are replaced by the mass and the transport cross sections for scattering of particles of the corresponding kind. The coefficients $L_{r n}^{e e}$ also form a symmetric matrix; in addition, $L_{0 n}^{e e}=L_{n 0}^{e e},(n=0,1,2, \ldots)$, which is also characteristic of the bracket integrals of any two particles of the same mass because these integrals are obtained in the general form without taking into account the specific interaction potential. We calculate the coefficients $L_{r n}^{e e}$ using $L_{11}^{e e}$ as an example. Substituting the Sonin polynomial of the first degree $S_{1}^{3 / 2}(x)=5 / 2-x$, the expressions for the cross sections for electron-electron collisions (see Vyzhol, Yu. A. et al., 1997), and taking into account the equality of masses of the colliding particles, we obtain

$$
\begin{align*}
L_{11}^{e e}= & -\frac{16}{\pi} n_{e} \int_{0}^{\infty} g^{3} d g \int_{0}^{\infty} G^{2} d G \exp \left[-\frac{m_{e} G^{2}}{T}-\frac{m_{e} g^{2}}{4 T}\right] \int_{0}^{\pi} b\left|\frac{d b}{d \chi}\right| d \chi \int_{0}^{\pi} \sin \theta^{\prime} d \theta^{\prime} \int_{0}^{2 \pi} d \varphi\left(\mathbf{G}-\frac{\mathbf{g}}{2}\right) \\
& \times\left[\frac{5}{2}-\frac{m_{e}}{2 T}\left(\mathbf{G}-\frac{\mathbf{g}}{2}\right)^{2}\right]\left\{\left(\mathbf{G}-\frac{\mathbf{g}^{\prime}}{2}\right)\left[\frac{5}{2}-\frac{m_{e}}{2 T}\left(\mathbf{G}-\frac{\mathbf{g}^{\prime}}{2}\right)^{2}\right]-\left(\mathbf{G}-\frac{\mathbf{g}}{2}\right)\left[\frac{5}{2}-\frac{m_{e}}{2 T}\left(\mathbf{G}-\frac{\mathbf{g}}{2}\right)^{2}\right]\right. \\
& \left.+\left(\mathbf{G}+\frac{\mathbf{g}^{\prime}}{2}\right)\left[\frac{5}{2}-\frac{m_{e}}{2 T}\left(\mathbf{G}+\frac{\mathbf{g}^{\prime}}{2}\right)^{2}\right]-\left(\mathbf{G}+\frac{\mathbf{g}}{2}\right)\left[\frac{5}{2}-\frac{m_{e}}{2 T}\left(\mathbf{G}+\frac{\mathbf{g}}{2}\right)^{2}\right]\right\} \tag{23}
\end{align*}
$$

Making the change of variables in (14) and performing elementary algebraic transformations of the integrand, we obtain

$$
\begin{gather*}
L_{11}^{e e}=\frac{32}{\pi} n_{e} \sqrt{\frac{T}{m_{e}}} \int_{0}^{\infty} y^{3} e^{-y^{2}} d y \int_{0}^{\infty} x^{2} e^{-x^{2}} d x \int_{0}^{\pi} b\left|\frac{d b}{d \chi}\right| d \chi \int_{0}^{\pi} \sin \theta^{\prime} d \theta^{\prime} \int_{0}^{2 \pi} d \varphi\left[\frac{5}{2}-\frac{x^{2}+y^{2}}{2}+x y \cos \theta^{\prime}\right] \times \\
\left\{x^{2} y^{2}\left(\cos ^{2} \theta^{\prime}-\cos ^{2} \eta\right)-x y^{3}\left(\cos \theta^{\prime}-\cos \chi \cos \eta\right)\right\} \tag{24}
\end{gather*}
$$

Here, $\eta$ is the angle between the velocities $\mathbf{g}^{\prime}$ and $\mathbf{G}, \mathbf{g}^{\prime}$ is the relative velocity of the colliding particles after the collision, and $\mathbf{G}$ is the velocity of the center of mass of the two-particle system. Since the collisions are elastic, we have $\left\|g^{\prime}|=| g\right\|$, where $\mathbf{g}$ is the relative velocity of the particles before the collision. For the scalar product, we have $g^{\prime} G=g G \cos \eta$, where $\cos \eta=\cos \chi \cos \theta+\sin \chi \sin \theta \cos \varphi$. Integrating with respect to $\varphi$ and $\theta$ and transforming the integrand, we obtain

$$
\begin{equation*}
L_{11}^{e e}=\frac{128}{3 \pi} n_{e} \sqrt{\frac{T}{m_{e}}} \int_{0}^{\infty} y^{7} e^{-y^{2}} d y \int_{0}^{\pi} b\left|\frac{d b}{d \chi}\right|\left(1-\cos ^{2} \chi\right) d \chi \int_{0}^{\infty} x^{4} e^{-x^{2}} d x \tag{25}
\end{equation*}
$$

The last integral in (25) is easily calculated, and we finally obtain

$$
\begin{equation*}
L_{11}^{e e}=8 n_{e} \sqrt{\frac{T}{\pi m_{e}}} \int_{0}^{\infty} y^{7} e^{-y^{2}} \sigma_{t_{e e}}^{2}\left(y^{2}\right) d y \tag{26}
\end{equation*}
$$

where $\sigma_{t_{e e}}^{2}\left(y^{2}\right)$ is the second-order transport cross section for electron-electron scattering. Thus, using the coefficient $L_{11}^{e e}$ as an example, we see that the integrals for electron-electron collisions can be reduced to a double integral.

For electron-electron interactions, no general formula of form (19) can be obtained; therefore, one has to calculate each bracket integral individually. As the indexes $r$ and $n$ in the bracket integral $L_{r n}^{e e}$ grow, the number of required analytical transformations grows as a factorial. For $r, n \leq 4$, the results of such calculations are presented in (Kudryavtsev, E. V. \& Ionov, V. P., 1961). When $r, n>4$, it is impossible to carry out these calculations manually. For that purpose, we developed a system of analytical computations; the main characteristics of this system are discussed in the next section.

### 4.5 Calculation of the Collision Integrals for Particles of Arbitrary Masses

Consider the general case when the ratio of the masses of the colliding particles is arbitrary. Assume that two particles of the kinds $k$ and $j$ of masses $m_{k}$ and $m_{j}$, respectively, collide. Define the quantity $\mu=\sqrt{m_{j} / m_{k}}$. Then, from the relations $M_{j}=m_{j} /\left(m_{e}+m_{j}\right) ; M_{e}=m_{e} /\left(m_{e}+m_{j}\right)$, we obtain

$$
\begin{equation*}
M_{j}=\mu^{2} /\left(1+\mu^{2}\right), M_{k}=1 /\left(1+\mu^{2}\right) \tag{27}
\end{equation*}
$$

The quantity $\mu$ varies in the range $[1, \infty)$; the lower limit of this range corresponds to the collision of particles of the same mass; the upper limit corresponds to the collision of light particles with heavy ones. Using the results of paragraphs 4.3 and 4.4 and applying method of mathematical induction we will get the general expression of the bracket integral of arbitrary order $L_{r n}^{k j}$; the calculation of this integral is reduced to the cases considered in the preceding sections:

$$
\begin{equation*}
L_{r n}^{k j}(\mu)=\frac{\mu^{2 r-1}\left(\mu^{2}-1\right)}{\left(\mu^{2}+1\right)^{(2 r+1) / 2}} L_{r n}^{k j}(\mu=\infty)+\frac{\mu^{2 r-1}}{\left(\mu^{2}+1\right)^{(2 r+1) / 2}} L_{r n}^{k j}(\mu=1) \tag{28}
\end{equation*}
$$

### 4.6 Analytical Calculation of Bracket Integrals on a Computer

Now, we consider an implementation of a computer system for analytical calculation of bracket integrals for colliding particles of the same mass. To calculate such integrals, one has to calculate the expressions

$$
\begin{equation*}
L_{r n}^{e e}=-\frac{16}{\pi} n_{e} \sqrt{\frac{T}{m_{e}}} \int_{0}^{\infty} x^{2} e^{-x^{2}} d x \int_{0}^{\infty} y^{3} e^{-y^{2}} d y \int_{0}^{\pi} b\left|\frac{d b}{d \chi}\right| d \chi \int_{0}^{\pi} \sin \theta d \theta \int_{0}^{2 \pi} d \varphi S_{n}^{3 / 2}\left(\frac{x^{2}}{2}-x y \cos \theta+\frac{y^{2}}{2}\right) \times B \tag{29}
\end{equation*}
$$

where

$$
B=S_{r}^{3 / 2}\left(\frac{x^{2}}{2}-x y \cos \eta+\frac{y^{2}}{2}\right)\left[x^{2}-x y(\cos \eta+\cos \theta)+y^{2} \cos \chi\right]-S_{r}^{3 / 2}\left(\frac{x^{2}}{2}-x y \cos \theta+\frac{y^{2}}{2}\right)\left[x^{2}-x y \cos \theta+y^{2}\right]
$$

$$
\begin{equation*}
+S_{r}^{3 / 2}\left(\frac{x^{2}}{2}+x y \cos \eta+\frac{y^{2}}{2}\right)\left[x^{2}+x y(\cos \eta-\cos \theta)+y^{2} \cos \chi\right]-S_{r}^{3 / 2}\left(\frac{x^{2}}{2}+x y \cos \theta+\frac{y^{2}}{2}\right)\left[x^{2}+y^{2}\right] \tag{30}
\end{equation*}
$$

It is seen from (21) that the initial, intermediate, and final results can be written using polynomials of the form

$$
\begin{equation*}
A=\sum_{i} A_{i}=\sum_{i} K_{i}^{a} \sqrt{\pi^{\alpha_{i 0}^{a}}} \chi_{i 1}^{\alpha_{i 1}^{a}} y_{i 2}^{\alpha_{i 1}^{a}} \sin ^{\alpha_{i 3}^{a}} \chi \cos ^{\alpha_{i 4}^{a}} \chi \sin ^{\alpha_{i 5}^{a}} \theta \cos ^{\alpha_{i 6}^{a}} \theta \cos ^{\alpha_{i 1}^{a}} \varphi\left(1-\cos ^{\alpha_{i 8}^{a}} \chi\right) \tag{31}
\end{equation*}
$$

where $K_{i}^{a}$ is a constant coefficient, $a_{i j}^{a}$ is exponent of a factor in the $\mathrm{i} t h$ term of the polynomial $A$, and $a$ is the degree of this polynomial.
The program was written in Visual Basic 6.0. To store each term in computer memory, eight bytes for the coefficient $K$ and nine bytes for the exponents are needed. In addition, to speed up the search for similar terms, the control sum (four bytes) $\alpha_{i}^{a}=\sum_{j=0}^{8} \alpha_{i j}^{a} d^{j}$, where $d \geq \alpha_{i j}^{a}$ for $i, j \in R$ was calculated and stored in memory for each term. In the course of intermediate transformations, the number of terms in the polynomials was as high as several hundreds of thousands. The solution of this problem using the integer representation of numerators and denominators of the coefficients in (31) in computer memory and calculations based on rational fractions yields exact results for the elements up to $L_{2020}^{e e}$ inclusive. This algorithm was implemented in (Vyzhol, Yu. A. \& Fedoseeva, E. V., 1998) and used for the calculation of the electron kinetic coefficients of non-ideal plasma in (Vyzhol, Yu. A. et al., 1997; Zaika, E. V. et al., 2000; Vyzhol, Yu. A. et al., 1999). In this algorithm, the greater part of the execution time is spent on finding the greatest common divisor for reducing fractions. The calculation of bracket integrals of higher orders than $L_{2020}^{e e}$ is needed because the Chapman-Enskog process converges nonuniformly for various types of interaction potentials (transport sections) of colliding particles. The use of floating point representation for the coefficients considerably (by several orders of magnitude) reduces the execution time but results in roundoff error accumulation, which reduces the accuracy of the coefficients by four to five orders (compared with machine precision) (Vyzhol, Yu. A. et al., 2011). Upon integration with respect to each variable, similar terms appeared that canceled one another. When the coefficients were represented by floating point numbers, a considerable roundoff error was accumulated. For that reason, to estimate the probability that a coefficient is equal to zero, the computational error was simultaneously estimated. If the error became of the same order as the coefficient itself, the corresponding term of the polynomial was eliminated.

To estimate the accuracy of computations, the absolute error of the coefficient $\Delta K$ of the term was stored in memory (four bytes); this error was calculated using the well-known formulas

$$
\begin{gathered}
Z=A+B, Z=A-B, \Delta Z=\Delta A+\Delta B \\
Z=A B, Z=A / B,\left(\frac{\Delta Z}{Z}\right)^{2}=\left(\frac{\Delta A}{A}\right)^{2}+\left(\frac{\Delta B}{B}\right)^{2}
\end{gathered}
$$

Polynomials were stored in dynamic arrays, and each element of such an array occupied 25 bytes of memory.

### 4.7 Implementation of Elementary Operations in the Program

To carry out the required transformations, the following elementary operations on polynomials were defined: addition, multiplication, and integration with respect to the variables $\varphi, \theta$, and $x$. To reduce the length of the polynomials and, correspondingly, the amount of memory, similar terms were collected after each elementary operation.
Below, we describe the algorithms using a pseudocode, which is similar to popular programming languages ( C or Pascal). The indentation indicates the nesting level of the corresponding operator. Every line includes comments after the symbol $\triangleright$. Sometimes, the operation of the algorithm is described informally when this is clearer. In addition, some technical details (for example, error handling and input-output operations) that are necessary in real life programs but can obscure the essence are omitted (see Vyzhol, Yu. A. et al., 1997).

Polynomials are added $(C=A+B)$ using the following algorithm that includes the operation of collecting similar terms.
$\mathrm{C} \leftarrow \mathrm{A} \quad \triangleright$ the polynomial A is copied to the polynomial C
for $\mathrm{i} \leftarrow 1$ to $\mathrm{Lb} \quad \triangleright \mathrm{Lb}$ is the length of the polynomial B
find $\leftarrow$ false $\quad \triangleright$ find is the flag indicated whether there is a similar term in the result
for $\mathrm{j} \leftarrow 1$ to $\mathrm{Lc} \quad \triangleright \mathrm{Lc}$ is the length of the polynomial C
if $\alpha^{b}[i]=\alpha^{c}[i] \quad \triangleright$ if the control sums of the terms are equal to each other
then find $\leftarrow$ true $\quad \triangleright$ the result contains a similar term
$K^{c}[j]=K^{c}[j]+K^{b}[i] \quad \triangleright$ incrementing the coefficient of the polynomial
Computation of the absolute error $\Delta C[j]$
break $\quad$ end of the loop on the polynomial C
if not find $\quad \triangleright$ if no similar terms are found
Adding a new term to the polynomial C
$\mathrm{Lc} \leftarrow \mathrm{Lc}+1 \quad \triangleright$ incrementing the length of the polynomial C
$\mathrm{C}[\mathrm{Lc}] \leftarrow \mathrm{B}[\mathrm{i}] \quad \triangleright$ copying the term $\mathrm{B}[\mathrm{i}]$ into the last term of the C
After running this program, we obtain the resulting polynomial in the form

$$
\begin{gather*}
U=A-B+C-D=\ldots-3.038194444444449 E-04 x^{14} y 2 \cos ^{2} \theta \cos ^{2} \varphi--6.07638888888889 E \\
-04 x^{14} y^{2} \sin \theta \cos \theta \sin \chi \cos \chi \cos \varphi++4.34027777777778 E-05 x^{1} 3 y^{3} \cos \theta \cos ^{2} \chi-3.03819444444444 E \\
-04 x^{14} y^{2} \sin ^{2} \theta \sin ^{2} \chi \cos ^{2} \varphi++4.34027777777778 E-05 x^{1} 3 y^{3} \sin \theta \sin \chi \cos \chi \cos \varphi-4.34027777777778 E \\
-05 x^{1} 3 y^{3} \cos \theta+2.60416666666667 E-04 x^{13} y^{3} \cos ^{3} \theta \cos ^{2} \chi+5.208333333333 E-04 x^{13} y^{3} \sin \theta \cos s^{2} \theta \sin \chi \cos \varphi \cos \varphi \\
+1.56250000000000 E-03 x^{12} y^{4} \cos ^{2} \theta \cos ^{2} \varphi-3.125000000000 E-03 x^{12} y^{4} \sin \theta \cos \theta \sin \chi \cos \chi \cos \varphi+\ldots \tag{32}
\end{gather*}
$$

This is a part of the expression obtained at the intermediate phase of calculations after collecting similar terms copied from the computer screen (the ellipses symbols at the beginning and the end of the expression denote the set of all the preceding and succeeding terms). Depending on the order of the bracket integrals, such expressions cover from several tens to several thousands of screen pages.
Polynomials are multiplied $(C=A B)$ using the following algorithm that includes the operation of collecting similar terms.
for $\mathrm{i} \leftarrow 1$ to $\mathrm{La} \quad \triangleright$ La is the length of the polynomial $A$
for $\mathrm{j} \leftarrow 1$ to $\mathrm{Lb} \quad \triangleright \mathrm{Lb}$ is the length of the polynomial $B$
$\mathrm{M} \leftarrow \mathrm{A}[\mathrm{i}] \mathrm{B}[\mathrm{j}] \quad \triangleright \mathrm{M}$ is the intermediate term
Calculation of the control sum $\alpha^{m}$
Calculation of the absolute error $\Delta M$
Search for a similar term and adding $M$ to the polynomial $C$
The coefficient of the Sonin polynomials were calculated using the formula

$$
S_{n}^{3 / 2}(x)=\sum_{j=0}^{n} \alpha_{n j}=\sum_{j=0}^{n} \frac{(-1)^{j}(2 n+3)!!!}{2^{n-j} j!(n-j)!(2 j+3)!!!} x^{j},
$$

where $m!!!$ is the product of all odd integers that are less than or equal to $m$.
Calculation of the Sonin polynomials $\left(C=S_{n}^{3 / 2}(A)\right)$ of the polynomial $A$ and the calculation of $C$ was performed using the following algorithm.
$\mathrm{C} \leftarrow \alpha[\mathrm{n}, \mathrm{n}] \mathrm{E} \quad \triangleright \mathrm{E}$ is the unit polynomial
for $\mathrm{j} \leftarrow \mathrm{n}-1$ downto 0
$\mathrm{B} \leftarrow \mathrm{CA} \quad \triangleright \mathrm{B}$ is the intermediate polynomial
$\mathrm{C} \leftarrow \mathrm{B}+\alpha[\mathrm{n}, \mathrm{j}] \mathrm{E}$
Integration with respect to $\varphi$ was carried out using the formulas

$$
\int_{0}^{2 \pi} \cos ^{m} \varphi d \varphi=\frac{2 \pi(m-1)!!!}{m!!}, \text { miseven }
$$

$$
\int_{0}^{2 \pi} \cos ^{m} \varphi d \varphi=0, m \quad \text { is } \quad \text { odd }
$$

where $m!!$ is the product of all even integers that are less than or equal to $m$. To integrate the polynomial $A$ and form the polynomial $C$, the following algorithm was used.
for $\mathrm{i} \leftarrow 1$ to $\mathrm{La} \quad \triangleright$ for each term of the polynomial $A$
if $\alpha^{m}[i, 7] \bmod 2 \neq 0 \quad \triangleright$ if the exponent of $\cos \varphi$ is odd
then continue $\quad \triangleright \varphi$ complete the iteration
else $\quad \triangleright$ if the exponent of $\cos \varphi$ is even
$\mathrm{M} \leftarrow \mathrm{A}[\mathrm{i}] \quad \triangleright \mathrm{M}$ is the intermediate term
$K^{m} \leftarrow \frac{2 K^{m}\left(\alpha^{m}[7]-1\right)!!!}{\left(\alpha^{m}[7]\right)!!} \quad \triangleright$ zeroing the exponent of $\cos \varphi$
$\alpha^{m}[i, 7] \leftarrow 0 \quad \triangleright$ multiplying by $\pi$
Calculation of the control sum $\alpha^{m}$
Calculation of the absolute error $\triangle M$
Search for a similar term and adding $M$ to the polynomial $C$
Integration with respect to $x$ was carried out for even powers (the terms containing odd powers were canceled out) using the formula

$$
\int_{0}^{\infty} x^{m} e^{-x^{2}} d x=\frac{\sqrt{\pi}(m-1)!!!}{2^{m / 2-1}}
$$

Integration with respect to $\theta$ was carried out using the formulas

$$
\begin{gathered}
\int_{0}^{\pi} \cos ^{m} \theta \sin ^{n} \theta d \theta=0, \text { for odd } m \\
\int_{0}^{\pi} \cos ^{m} \theta \sin ^{n} \theta d \theta=\frac{(n-1)!!!(m-1)!!!}{(m+n)!!}, \text { for even } n, \\
\int_{0}^{\pi} \cos ^{m} \theta \sin ^{n} \theta d \theta=\frac{2(n-1)!!(m-1)!!!}{(m+n)!!!}, \text { for even } n,
\end{gathered}
$$

The integration algorithm with respect to and $\theta$ is analogous to the integration algorithm with respect to $\varphi$. The integrals calculated using this algorithm have the form

$$
\begin{gather*}
G_{r n}(y, \chi)=\sum_{i} \sum_{j} \int e^{-x^{2}} d x \int_{0}^{\pi} \int_{0}^{2 \pi} V_{i} U_{j} d \varphi=\ldots+1.640625 E+00 \sqrt{\pi^{3}} y^{2} \cos ^{2} \chi+1.640625 E+00 \sqrt{\pi^{3}} y^{2} \sin ^{2} \chi \\
+3.2259375 E+00 \sqrt{\pi^{3}} y^{4}-3.2259375 E+00 \sqrt{\pi^{3}} y^{4} \cos ^{2} \chi-9.296875 E-01 \sqrt{\pi^{3}} y^{4} \sin ^{2} \chi+1.09375 E \\
+00 \sqrt{\pi^{3}} y^{6}-1.09375 E+00 \sqrt{\pi^{3}} y^{6} \cos ^{2} \chi+2.18775 E-01 \sqrt{\pi^{3}} y^{6} \sin ^{2} \chi+\ldots \tag{33}
\end{gather*}
$$

Here, the ellipses symbol also denotes the set of all the preceding or all the succeeding terms in the expression. The factors $\sin ^{m} \chi$ were eliminated from the polynomials using the formula $\sin \chi$ (odd powers of $\sin ^{m} \chi \cos ^{n} \chi=$ $\sin ^{m-2} \chi \cos ^{n} \chi-\sin ^{m-2} \chi \cos ^{n+2} \chi$ did not occur in the calculations). To form the polynomial $C$ from the polynomial $A$, the following algorithm was used.

Repeat
FlagSin $\leftarrow$ False $\quad$ FlagSin indicates whether there are terms including the factor $\sin \chi$
for $\mathrm{i} \leftarrow 1$ to $\mathrm{La} \quad \triangleright$ La is the length of the polynomial $A$
if $\alpha^{a}[i, 3]>0$ then
$\Delta$ if the exponent of $\sin \chi$ is greater than zero 0
FlagSin True $\quad \triangleright$ the polynomial includes a term with the factor $\sin \chi$
$\mathrm{M} \leftarrow \mathrm{A}[\mathrm{i}] \quad \triangleright \mathrm{M}$ an the intermediate term
$\alpha^{m}[3] \leftarrow \alpha^{m}[3]-2 \quad \triangleright$ calculation of the term containing $\sin ^{m-2} \chi \cos ^{n} \chi$ calculation of the control $\alpha^{m}$
search for a similar term and addition of the term $M$ to the polynomial $C K^{m} \leftarrow-K^{m}$
$\alpha^{m}[3] \leftarrow \alpha^{m}[4]+2$ calculation of the term containing- $\sin ^{m-2} \chi \cos ^{n+2} \chi$ calculation of the control sum $\alpha^{m}$
search for a similar term and addition of the term $M$ to the polynomial $C$
$\mathrm{A} \leftarrow \mathrm{C} \quad \triangleright$ the polynomial $C$ is copied to the polynomial $A$
Until FlagSin $\triangleright$ completion of the procedure if the polynomial does not contain terms with the factor $\sin \chi$
The terms containing $1-\cos ^{m} \chi$ were distinguished in the polynomials using the formula $\cos ^{m} \chi=\left(1-\cos ^{m} \chi\right)+1$; an algorithm similar to that used for eliminating $\sin ^{m} \chi$ was used.

## Elimination of Zero Terms

In the course of calculations, many terms cancelled out, and, for small values of the indexes ( $r, n<3$ ), the result contained terms with zero coefficients. Such terms were eliminated from the result. For large values of the indexes $r$ and $n$, the result contained terms with the coefficients that did not include the factors $1-\cos ^{m} \chi$. This indicates that such terms appeared due to roundoff errors. A small absolute value of the coefficient cannot be the reason for deleting the corresponding term from the resulting polynomial because the coefficients of high-order Sonin polynomials can be small. For that reason, the absolute error was estimated after each elementary operation on the coefficients of the polynomial, and the term was removed from the result only if the relative error was $\approx 1$.

In addition, the error estimates showed that the accuracy of the coefficient computation can be considerably reduced in the course of computations (up to five orders of magnitude compared with the machine precision). In this paper, we give only correct significant digits (with account for roundoff errors) in the results.

## Algorithm Underlying the Program

The algorithm for calculating the expression

$$
\begin{gather*}
\left.U=S_{r}^{3 / 2}\left(\frac{x^{2}}{2}-x y \cos \eta+\frac{y^{2}}{2}\right)\left[x^{2}-x y(\cos \eta+\cos \theta)+y^{2} \cos \chi\right]-S_{r}^{3 / 2}\left(\frac{x^{2}}{2}-x y \cos \theta+\frac{y^{2}}{2}\right)\left[x^{2}-x y \cos \theta\right)+y^{2}\right]+ \\
+S_{r}^{3 / 2}\left(\frac{x^{2}}{2}+x y \cos \eta+\frac{y^{2}}{2}\right)\left[x^{2}+x y(\cos \eta-\cos \theta)+y^{2} \cos \chi\right]-S_{r}^{3 / 2}\left(\frac{x^{2}}{2}+x y \cos \theta+\frac{y^{2}}{2}\right)\left[x^{2}+y^{2}\right] \\
V=-S_{n}^{3 / 2}\left(\frac{x^{2}}{2}-x y \cos \theta+\frac{y^{2}}{2}\right) x^{2} \sin \theta \\
W=V U \\
F_{r n}(y, \chi) d \chi=\int_{0}^{\infty} e^{-x^{2}} d x \int_{0}^{\pi} d \theta \int_{0}^{2 \pi} W d \varphi  \tag{34}\\
L_{r n}^{e e}=-\frac{16}{\pi} n_{e} \sqrt{\frac{T}{m_{e}}} \int_{0}^{\infty} y^{3} e^{-y^{2}} d y \int_{0}^{\pi} b\left|\frac{d b}{d \chi}\right| F_{r n}(y, \chi) d \chi
\end{gather*}
$$

can be written as follows.
Calculation of the polynomial $U$
Calculation of the polynomial $V$
Calculation of the polynomial $W$
Integration with respect to $\varphi$
Integration with respect to $\theta$
Integration with respect to $x$
Elimination of $\sin ^{m} \chi$
Distinguishing $1-\cos ^{m} \chi$
Elimination of zero terms Integration with respect $\theta$
It is easy to verify that expression (34) can be represented in the form

$$
\begin{equation*}
F_{r n}(y, \chi)=\sum_{i} \sum_{j} \int_{0}^{\infty} e^{-x^{2}} d x \int_{0}^{\pi} d \theta \int_{0}^{2 \pi} V_{i} U_{j} d \varphi \tag{35}
\end{equation*}
$$

Calculations by formula (35) do not require the calculation of the polynomial $W$ and considerable effort for finding similar terms in the resulting polynomial because the polynomial $F_{r n}(y, \chi)$ is fairly short. However, in this case, the multiplication, integration with respect to three variables, and collection of similar terms must be performed within a subroutine that must replace the block of subroutines enclosed in a frame in algorithm (34). The algorithm underlying this subroutine is as follows.
for $\mathrm{i} \leftarrow 1$ to $\mathrm{Lv} \quad \triangleright \mathrm{Lv}$ is the length of the polynomial $V$
for $\mathrm{j} \leftarrow 1$ to $\mathrm{Lu} \quad \triangleright \mathrm{Lu}$ is the length of the polynomial $U$
$\mathrm{M} \leftarrow \mathrm{A}[\mathrm{i}] \mathrm{B}[\mathrm{j}] \quad \triangleright M$ is an intermediate term
Integration of $M$ with respect to $\varphi$
Integration of $M$ with respect to $\theta$
Integration of $M$ with respect to $x$
Calculation of the control sum $\alpha^{m}$
Calculation of the absolute error $\triangle M$
Search for a similar term and addition of $M_{B}$ to the polynomial $F_{r n}(y, \chi)$.

## Validation of Operations

The validity of performing operations was checked by comparing the results of numerical and analytical computations. The integration results for the coefficients up to the fourth order were compared with the coefficients calculated in (Kudryavtsev, E. V. \& Ionov, V. P., 1961); for the coefficients of the fifth to seventh orders, they were compared with the coefficients calculated in (Vyzhol, Yu. A. \& Fedoseeva, E. V., 1998; Vyzhol, Yu. A. et al., 1997; Zaika, E. V. et al., 2000; Vyzhol, Yu. A. et al., 1999; Vyzhol, Yu. A. et al., 2009; Vyzhol, Yu. A. et al., 2011). The comparison was performed using a graphical representation of the formulas in the conventional form. The layout of the start-up screen of the program is shown in the figure. Depending on the value of the degree and order of the collision integral, the general result or its individual terms are obtained.

## Calculation Results

Using the program described above, we calculated the bracket integral up to the 20th order. The final result of the analytical computations was obtained in the form

$$
\begin{equation*}
L_{11}^{e e}=16 n_{e}\left(\frac{e^{2}}{T}\right)^{2} \sqrt{\frac{T}{\pi m_{e}}} \int_{0}^{\infty} y^{7} e^{-y^{2}}\left[\sum_{k} \sum_{i} K_{k}^{i} y^{2 i} \sigma^{(2 k)}\left(y^{2}\right)\right] d y \tag{36}
\end{equation*}
$$

<Table 1>
Double integral (36) can be used for the numerical integration with respect to $y$ and $\chi$ for the computation of the electron kinetic plasma coefficients.
As a result, an array of numerical values of the coefficients $K_{k}^{i}$ in the integrand in (36) up to the 20th order inclusive was obtained. This array is huge, and we presented in the Appendix of (Vyzhol, Yu. A. et al., 2011) only the coefficients for the ninth approximation (in this table, $y$ is the degree and $D$ is the exponent of $\cos \chi$ ).

## 5. Applications of Asymptotic Expansions to the Problems of Quantum Field Theory (QFT)

To illustrate the power of modern CAS applied to the problems of quantum field theory we chose three particular problems related to the calculation of high order radiative corrections to the different observables in Standard Model (SM) and Minimal Supersymmetric Standard Model (MSSM) solved with the use of large-mass asymptotic expansions. Thus, after a general description of asymptotic expansion procedure, we present results of calculations of two-loop bosonic electroweak corrections to $\Delta r$, two-loop $O\left(\alpha_{s}^{2}\right)$ MSSM corrections to the pole masses of heavy quarks and light-by-light scattering contribution to the anomalous magnetic moment of the muon.

### 5.1 Asymptotic Expansion

One of the approaches to the computation of multi-loop diagrams (at least in certain kinematical limits) is based on asymptotic expansion (Note 1). An asymptotic expansion may be viewed as a generalization of a Taylor expansion. In both cases we have an expansion in powers of a small quantity. However, in case of the asymptotic expansion contrary to the case of Taylor expansion the corresponding coefficients are not constant but contain non-analytical
functions of the small parameter. As an example let us consider the function $f(x)=\operatorname{Li}_{2}(1-x)$ for which the Taylor expansion for $x \rightarrow 0$ does not exist beyond the leading order. Nevertheless there is an asymptotic expansion which reads

$$
\begin{equation*}
f(x)=\frac{\pi^{2}}{6}+x(\ln x-1)+O\left(x^{2} \ln x\right) \tag{37}
\end{equation*}
$$

with the non-analytic (for $x \rightarrow 0$ ) function $\ln x$ in the coefficient of the linear term in $x$.
In the case of Feynman diagrams the situation is similar. There are systematic procedures for the cases of a large external momentum (large-momentum expansion) and a large internal mass (large-mass expansion) (Smirnov, V. A., 1991; Smirnov, V. A., 1995). Both procedures apply to problems which can be formulated in Euclidean space. In contrast to that there are also phenomena which are tightly connected to the Minkowskian space-time. Also in such cases there are rules for an asymptotic expansion. In particular, two-loop on-shell two-point diagrams (Smirnov, V. A., 1997a; Czarnecki, A. \& Smirnov, V. A., 1997) and two-loop vertex diagrams in the Sudakov limit (Smirnov, V. A., 1997b) have been considered. Also the threshold expansion (Beneke, M. \& Smirnov, V. A., 1998) belongs to this class of phenomena.

It should be noted, that both large-momentum and large-mass expansion procedures could be treated similarly. So, here we only present the general formulae for the case of large external momenta-the transition to the large-mass expansion procedure is straightforward. The prescription for the large-momentum procedure is summarized by the following formula (Note 2):

$$
\begin{equation*}
\Gamma(Q, m, q) \stackrel{Q \rightarrow \infty}{\simeq} \sum_{\gamma} \Gamma / \gamma(q, m) \star T_{\left\{q_{\gamma}, m_{\gamma}\right\}} \gamma\left(Q, m_{\gamma}, q_{\gamma}\right) \tag{38}
\end{equation*}
$$

Here, $\Gamma$ is the Feynman diagram under consideration, $\{Q\}(\{m, q\})$ is the collection of the large (small) parameters, and the sum goes over all subgraphs $\gamma$ of $\Gamma$ with masses $m_{\gamma}$ and external momenta $q_{\gamma}$ (the conditions, to which subgraphs should satisfy, will be given below). $T_{\{q, m\}}$ is an operator performing a Taylor expansion in $\{q, m\}$ before any integration is carried out. The notation $\Gamma / \gamma \star T_{\{q, m\}} \gamma$ indicates that the subgraph $\gamma$ of $\Gamma$ is replaced by its Taylor expansion which should be performed in all masses and external momenta of $\gamma$ that do not belong to the set $\{Q\}$. In particular, also those external momenta of $\gamma$ that appear to be integration momenta in $\Gamma$ have to be considered as small. Only after the Taylor expansions have been carried out, the loop integrations are performed. In general, the set $\{\gamma\}$ is referred as hard subgraphs or simply subgraphs and $\{\Gamma / \gamma\}$ as co-subgraphs.
The conditions for the subgraphs $\gamma$ are different for the large-mass and large-momentum procedures (Note 3). For the large-momentum procedure, $\gamma$ must

- contain all vertices where a large momentum enters or leaves the graph
- be one-particle irreducible after identifying these vertices.

From these requirements it is clear that the hard subgraphs after Taylor expansion become massless integrals where the scales are given by the large momenta. In the simplest case of one large momentum one ends up with propagator-type integrals. The co-subgraph, on the other hand, may still contain small external momenta and masses. However, the resulting integrals are typically much simpler than the original one.

In the case of large-mass expansion procedure, $\gamma$ has to

- contain all the propagators carrying a large mass
- be one-particle irreducible in its connected parts after contracting the heavy lines.

Here, the hard subgraphs reduce to tadpole integrals with the large masses setting the scales. The co-subgraphs are again simpler to evaluate than the initial diagram.
As an example of application of large mass expansion procedure let us consider one-loop diagram depicted in Figure 1 and given by the following expression:
<Figure 1-2>

$$
\begin{equation*}
F\left(M^{2}, m^{2}, q^{2}, d\right)=\int \frac{d^{d} k}{\left(k^{2}-m^{2}\right)\left[(q-k)^{2}-M^{2}\right]} \tag{39}
\end{equation*}
$$

The large-mass expansion applied to $F\left(M^{2}, m^{2}, q^{2}, d\right)$ could be written as

$$
F\left(M^{2}, m^{2}, q^{2}, d\right)=\int d^{d} k\left(\frac{1}{k^{2}}+\frac{m^{2}}{\left(k^{2}\right)^{2}}+\frac{m^{4}}{\left(k^{2}\right)^{3}}+\ldots\right)\left(\frac{1}{k^{2}-M^{2}}+\frac{2 q \cdot k-q^{2}}{\left(k^{2}-M^{2}\right)^{2}}+\ldots\right)
$$

$$
\begin{equation*}
+\frac{d^{d} k}{\left(k^{2}-m^{2}\right)}\left(-\frac{1}{M^{2}}-\frac{(q-k)^{2}}{M^{4}}+\ldots\right) \tag{40}
\end{equation*}
$$

The corresponding diagrammatic representation is shown in Figure 2. As a result of large-mass expansion we obtain much simpler integrals, which could be readily calculated. The result for above mentioned diagram, expanded to the order $O\left(1 / M^{6}\right)$ and up to constant term in $\varepsilon(d=4-2 \varepsilon)$ reads (Note 4)

$$
\begin{equation*}
\frac{1}{\varepsilon}+1-\ln \frac{M^{2}}{\mu^{2}}+\frac{1}{M^{2}}\left[q^{2}-m^{2} \ln \frac{M^{2}}{m^{2}}\right]+\frac{1}{M^{4}}\left[m^{2} q^{2}-m^{4} \ln \frac{M^{2}}{m^{2}}-m^{2} q^{2} \ln \frac{M^{2}}{m^{2}}\right]+O\left(\varepsilon, \frac{1}{M^{6}}\right) \tag{41}
\end{equation*}
$$

It should be noted, that the main simplification, which is common to all kinds of asymptotic expansions, comes from the fact that the expansions in the small parameters are done before any momentum integration is performed. The proof that this leads to correct results is based on the so-called strategy of regions (Smirnov, V. A., 1999). There different regions of each loop momentum are selected and in each of them Taylor expansions with respect to the small parameters are performed. In the limits of the large-mass and large-momentum procedures an interpretation of the different regions in terms of subgraphs and cosub-graphs is possible (see above). This is, however, different in the case of the threshold expansion (Beneke, M. \& Smirnov, V. A., 1998) where a graphical representation becomes much less transparent. However, the application of the strategy of regions (Smirnov, V. A., 1999) leads to correct results.

### 5.2 Two Loop Electroweak Corrections to $\Delta r$

Let us consider an application of asymptotic expansions to the calculation of two-loop bosonic electroweak corrections to $\Delta r$.

Fermi constant is defined as the coupling constant in the low energy four fermion effective Lagrangian describing the decay of the muon

$$
\begin{equation*}
\mathcal{L}_{F}=\mathcal{L}_{\mathrm{QED}}+\frac{G_{F}}{\sqrt{2}}\left[\bar{v}_{\mu} \gamma^{\alpha}\left(1-\gamma_{5}\right) \mu\right]\left[\bar{e} \gamma_{\alpha}\left(1-\gamma_{5}\right) v_{e}\right] \tag{42}
\end{equation*}
$$

where $e$ and $\mu$ are electron and muon fields, $v_{e}$ and $v_{\mu}$ are the corresponding neutrinos and $G_{F}$ is the Fermi constant. From the Lagrangian (42) one gets the following value for the muon lifetime

$$
\begin{equation*}
\frac{1}{\tau_{\mu}}=\frac{G_{F}^{2} m_{\mu}^{5}}{192 \pi^{3}}\left(1-8 \frac{m_{e}^{2}}{m_{\mu}^{2}}\right)(1+\Delta q) \tag{43}
\end{equation*}
$$

where the factor $\Delta q$ describes all the quantum corrections in the low energy effective theory (i.e. QED corrections). At one-loop order these corrections have been computed a long time ago (Berman, S. M., 1958; Kinoshita, T. \& Sirlin, A., 1959). Recently also the two-loop result for $\Delta q$ has been obtained (van Ritbergen, T. \& Stuart, R. G., 1999; van Ritbergen, T. \& Stuart, R. G., 2000). Taking it into account, the error of $G_{F}$ is nowadays dominated by the experimental error of $\tau_{\mu}$ measurement (Note 5).
In order to relate $G_{F}$ to $M_{W}$ one can use the matching condition between effective theory (42) and the Standard Model, which requires that the value of $\tau_{\mu}$ does not depend on whether it is evaluated in the Fermi theory or in the full Standard Model. This brings us to the relation

$$
\begin{equation*}
\frac{G_{F}}{\sqrt{2}}=\frac{e^{2}}{8 s_{W}^{2} M_{W}^{2}}(1+\Delta r) \tag{44}
\end{equation*}
$$

where $e$ is the electric charge, $s_{W}=\sin \theta_{W}$ is the SM mixing angle and $M_{W}$ is the $W$-boson mass. The factor $e^{2} / 8 s_{W}^{2} m_{W}^{2}$ corresponds to the matching at the tree level, while the quantity $\Delta r=\Delta r^{1-\text { loop }}+\Delta r^{2-\text { loop }}+\ldots$ is defined to absorb quantum corrections coming from the matching procedure at higher loop orders. At the one-loop level $\Delta r$ was first evaluated in (Sirlin, A., 1980). Further improvement of $\Delta r$ was achieved in (Degrassi, G. et al., 1996; Degrassi, G. et al., 1997) where the leading and subleading large $t$-quark corrections were computed at $O\left(\alpha^{2}\right)$ order. Other two-loop fermionic corrections were considered in a series of papers (Freitas, A. et al., 2000a; Freitas, A. et al., 2000b; Freitas, A. et al., 2002). The calculation at the two loop level has been completed recently with the evaluation of the electroweak bosonic corrections (Awramik, M. \& Czakon, M., 2002; Awramik, M. \& Czakon, M., 2003a; Onishchenko, A. \& Veretin, O., 2003a; Onishchenko, A. \& Veretin, O., 2003b; Awramik, M. et al., 2003). Subsequently, the fermionic part, which was first obtained in (Freitas, A. et al., 2000; Freitas, A. et al., 2002) has been recalculated (Awramik, M. \& Czakon, M., 2003b). A difference between the two results has been
found and the original result (Freitas, A. et al., 2000; Freitas, A. et al., 2002) corrected. There is now agreement on all parts of the two loop contributions.

Let us say a few words about factorization procedure. In order to separate the short and long distance dynamics at the level of a single Feynmans diagram we use the large mass expansion procedure (Tkachov, F. V., 1983; Chetyrkin, K. G., 1988; Smirnov, V. A., 1990). Namely, given the graf $F$, then asymptotically

$$
\begin{equation*}
F \sim \sum_{H \subseteq F} S \cdot T(H) \tag{45}
\end{equation*}
$$

where the sum runs over all "hard" subgraphs $H$ of the diagram $F ; S$ is a "soft" subgraph obtained from $F$ by shrinking $H$ to a point and $T$ stands for the Taylor expansion (before integration!) of $H$ with respect to all "soft" parameters. The exact rules for construction of hard subgraphs are discussed in details in (Tkachov, F. V., 1983; Chetyrkin, K. G., 1988; Smirnov, V. A., 1990).
At the level of Feynman amplitude the situation is more involved, since each diagram has its own subgraphs. However it is possible to rearrange the action of asymptotic expansion (45) in the sum of all diagrams such that it exponentiates. Such rearrangement is based on the combinatorial properties of $R$-operation and the special structure of the expansion (45). The rigorous prove of factorization theorem can be found in (Gorishnii, S. G., 1989).
$<$ Figure 3>
In order to demonstrate the idea we consider a simple example. In Figure 3 the contibution of ladder topologies to muon decay amplitude $A^{\mathrm{SM}}$ is depicted, where $A^{\mathrm{SM}}$ is given by

$$
\begin{equation*}
A^{\mathrm{SM}}=\frac{G_{F}}{\sqrt{2}}\langle\mu| O_{F}\left|e v_{\mu} \bar{v}_{e}\right\rangle+O\left(\frac{m_{\mu}^{4}}{M_{W}^{4}}\right) . \tag{46}
\end{equation*}
$$

One can notice however that this sum can be writen as a product of two factors. One corresponds to short distance Wilson coefficient function $\left(G_{F}\right)$ and another to long distance matrix element. All other topologies can be considered similary. As a result of this procedure, the evaluation of $G_{F}$ is reduced to computaion of bubble diagrams only.
To perform the calculation we used the methods of asymptotic expansion (Tkachov, F. V., 1983; Chetyrkin, K. G., 1988; Smirnov, V. A., 1990) in two different regimes: 1) large Higgs mass expansion and 2) expansion in difference of masses $M_{H}^{2}-M_{Z}^{2}$. In addition we also considered $s_{W}^{2}=\sin ^{2} \theta_{W}$ as a small parameter in the spirit of (Jegerlehner, F., 2002).

The details of this calculation could be found in (Awramik, M. \& Czakon, M., 2002; Awramik, M. \& Czakon, M., 2003; Onishchenko, A. \& Veretin, O., 2003; Awramik, M. et al., 2003) and here we only sketch the most important moments.

- $G_{F}$ is nothing but the Wilson coefficient function of the corresponding operator in the low energy four fermion effective theory. Therefore it depends only on the "hard" physics and is insensitive to low energy field modes in loops. The simplest way to compute such a quantity is the use of the factorization theorem (if it exists), which allows one to separate "hard" and "soft" physics (Note 6). This theorem for the construction of low energy effective theories is known for a long time (see e.g. Gorishnii, S. G., 1989) and is based on the euclidean structure of large mass expansion.
- Using the factorization theorem the problem is reduced to the evaluation of two-loop bubble diagrams.
- All the calculations have been performed in a general $R_{\xi}$ gauge with three arbitrary gauge parameters. By explicit calculation we checked that contribution to $\Delta r$ is gauge invariant.
- In order to have explicit gauge invariant expressions also at the level of bare quantities we explicitely include tadpole diagrams. We have checked that applying this prescription all the bare parameters and all the counterterms for the masses and the coupling constant are explicitely gauge invariant.
- The renormalization was performed in two different schemes: $\overline{\mathrm{MS}}$ and on-shell scheme. For the transformation from one scheme to another one needs the results of (Jegerlehner, F., 2002) where the transformation formulae for the gauge boson masses were given to two loops.

To obtain the two-loop bosonic contribution to $\Delta r$ a number of two-loop diagrams of the order of $10^{4}$ should be evaluated. In our calculation the computer algebra system FORM (Vermaseren, J. A. M., 1991) was used. In order to obtain the FORM readable input we make use of the input generator DIANA (Tentyukov, M. \& Fleisher, J., 2000).

The results for the on-shell renormalised $\Delta r_{\text {bos }}^{(2)}$ were given in a twofold expansion, in the large Higgs boson mass and in the mass difference between the $W$ and the $Z$ boson. The leading behaviour both in the Higgs mass and in the sine of the Weinberg angle has been factorized out (Note 7).

$$
\begin{equation*}
\left(\Delta r_{\text {bos }}^{(2)}\right)^{\mathrm{OS}}=\left(\frac{\alpha}{4 \pi \sin ^{2} \theta_{W}}\right)^{2} \frac{M_{H}^{2}}{M_{Z}^{2}} \sum_{n=0}^{1} \sin ^{2 n} \theta_{W} R_{n}^{\mathrm{OS}} \tag{47}
\end{equation*}
$$

The occurring transcendental numbers are

$$
\begin{equation*}
S_{1}=\frac{\pi}{\sqrt{3}} \tag{48}
\end{equation*}
$$

$$
S_{2}=\frac{4}{9} \frac{\mathrm{Cl}_{2}(\pi / 3)}{\sqrt{3}} \simeq 0.2604341376321620989557291432080308 \ldots
$$

while $z_{H}=M_{Z}^{2} / M_{H}^{2}$. Note that the leading term in the Higgs boson mass can be resumed in $\sin ^{2} \theta_{W}$ to give the behavior

$$
\begin{equation*}
\Delta r_{\mathrm{Higgs}}^{(2)}=\left(\frac{\alpha}{4 \pi \sin ^{2} \theta_{W}}\right)^{2} \frac{M_{H}^{2}}{8 M_{W}^{2}}\left(9 \sqrt{3} \mathrm{Cl}_{2}\left(\frac{\pi}{3}\right)+\frac{49}{72}-\frac{11 \pi \sqrt{3}}{4}-\frac{25 \pi^{2}}{108}\right) \tag{49}
\end{equation*}
$$

The expansion coefficients read (these coefficients expanded to the order $O\left(z_{H}^{5}\right)$ could be found in (Awramik, M. \& Czakon, M., 2002; Awramik, M. \& Czakon, M., 2003; Onishchenko, A. \& Veretin, O., 2003; Awramik, M. et al., 2003)

$$
\begin{aligned}
R_{0}^{\mathrm{OS}}= & {\left[-\frac{33}{32} S_{1}-\frac{25}{144} \zeta_{2}+\frac{49}{576}+\frac{243}{32} S_{2}\right] } \\
+ & z_{H}\left[-\frac{303659}{384} S_{1}-\frac{1515}{16} \zeta_{3}-\frac{125}{4} \ln \left(z_{H}\right) S_{1}+\frac{41}{288} \ln \left(z_{H}\right)^{2}+\frac{17305}{576} \zeta_{2}\right. \\
& \left.+\frac{98125}{1728} \ln \left(z_{H}\right)+\frac{4131}{32} S_{1} S_{2}+\frac{1089}{8} S_{1}^{2}+\frac{7069829}{20736}+\frac{259443}{128} S_{2}+66 \ln (3) \zeta_{2}\right] \\
R_{1}^{\mathrm{OS}}=\quad & {\left[-\frac{33}{32} S_{1}-\frac{25}{144} \zeta_{2}+\frac{49}{576}+\frac{243}{32} S_{2}\right] } \\
+ & z_{H}\left[-\frac{772245}{128} S_{2}-\frac{4850423}{2304}-\frac{8349}{16} S_{1}^{2}-\frac{14733}{32} S_{1} S_{2}\right. \\
& -\frac{44117}{192} \zeta_{2}-\frac{24641}{192} \ln \left(z_{H}\right)+\frac{115}{288} \ln \left(z_{H}\right)^{2}+\frac{6541}{96} \ln \left(z_{H}\right) S_{1} \\
& \left.+\frac{5653}{16} \zeta_{3}+\frac{3844355}{1152} S_{1}-264 \ln (3) \zeta_{2}-66 \ln (3) S_{1}+96 \ln (2) \zeta_{2}\right]
\end{aligned}
$$

### 5.3 Two-loop $\boldsymbol{O}\left(\alpha_{s}^{2}\right)$ MSSM Corrections to the Pole Masses of Heavy Quarks

The particle pole mass is defined by the singularity of the corresponding two-point function. As explicit perturbative calculations showed, the pole mass of a quark is an infrared finite and gauge invariant quantity. For this reason it is considered as a physically meaningful quantity (Tarrach, R., 1981). Here we employ the definition of the pole quark mass, where it equals the value of $p$, at which the inverse quark propagator turns to zero.
The pole mass $M$ of a quark is defined as a formal solution for $\hat{p}$ (in the Minkowski metric) at which the reciprocal of the connected full propagator equals zero

$$
\begin{equation*}
\hat{p}-m-\Sigma(\hat{p}, m)=0, \tag{50}
\end{equation*}
$$

where $\Sigma(\hat{p}, m)=m \Sigma_{1}\left(p^{2}, m\right)+(\hat{p}-m) \Sigma_{2}\left(p^{2}, m\right)$ is the one-particle-irreducible two-point function, $m$ may stand for the bare or renormalized mass, $m_{\text {bare }}$ or $m_{\text {ren }}$, depending on the prescription used in evaluating $\Sigma$. The solution to equation (50) is sought order by order in perturbation theory. To two loops we have

$$
\begin{equation*}
M=m+\Sigma^{(1)}(m, m)+\Sigma^{(2)}(m, m)+\Sigma^{(1)}(m, m) \Sigma^{(1)^{\prime}}(m, m)+O\left(\Sigma^{(3)}\right) \tag{51}
\end{equation*}
$$

where $\Sigma^{(L)}$ is the $L$-loop contribution to $\Sigma$, and the prime denotes the derivative with respect to the first argument. In what follows, we will be interested in the relation between the pole quark mass $M$ and the running $\overline{\mathrm{DR}}$ mass $m$ computed in Minimal Supersymmetric Standard Model (MSSM) up to the $O\left(\alpha_{s}^{2}\right)$ order (Bednyakov, A. et al., 2003). Technically, to solve this problem, we need to evaluate $\approx 200$ two-loop propagator type diagrams involving many different mass scales (see Figure 4). In general, it is quite a complex problem to be solved exactly. However, in our case all mass scales can be divided into two groups denoted by $m_{\text {soft }}$ and $m_{\text {hard }}$, such that scales from $m_{\text {soft }}$ are much less than each of the scales from the $m_{\text {hard }}$ group

$$
\begin{array}{lcc} 
& m_{\mathrm{soft}} & m_{\mathrm{hard}} \\
\text { case of } b \text {-quark: } & m_{b} & m_{t}, m_{\tilde{q}}, m_{\tilde{\mathrm{g}}} \\
\text { case of } t \text {-quark: } & m_{t} & m_{\tilde{q}}, m_{\tilde{\mathrm{g}}}
\end{array}
$$

Here $m_{\tilde{g}}$ is the gluino mass, $m_{\tilde{q}}$ stands for different squark masses. We also explicitly denoted which mass scales belong to soft or hard groups in the cases of $b$ - and $t$-quarks.
Given this mass hierarchy, one can employ the large mass expansion procedure to reduce evaluation of multi scale two-loop integrals to the calculation of single scale on-shell two-loop integrals, two-loop tadpole integrals with two scales and products of one-loop on-shell integrals and one-loop tadpole diagrams. To compute two-loop single scale on-shell integrals, we made use of the ONSHELL2 package (Fleischer, J. \& Kalmykov, M. Y., 2000) . For evaluation of two-loop tadpole diagrams with two scales, the recurrence relations of (Davydychev, A. I. \& Tausk, J. B., 1993) were used. Calculation of one-loop self-energies, including their derivatives with respect to momentum, is an easy task and we will not make further comments on it.
<Figure 4>
The two-loop QCD results in the $\overline{\mathrm{DR}}$-scheme for the $b$-quark (with four light quarks)

$$
\begin{align*}
& \left(\frac{\Delta m_{b}}{m_{b}}\right)^{\mathrm{QCD}}=C_{F}\left(\frac{\alpha_{s}}{4 \pi}\right)^{2}\left\{-\frac{623}{18}-8 \zeta_{2}+\ln ^{2}\left(\frac{m_{b}^{2}}{m_{t}^{2}}\right)-\frac{13}{3} \ln \left(\frac{m_{b}^{2}}{m_{t}^{2}}\right)\right. \\
& +C_{F}\left[-\frac{59}{8}+30 \zeta_{2}-48 \ln (2) \zeta_{2}+12 \zeta_{3}+\frac{3}{2} \ln \left(\frac{m_{b}^{2}}{\bar{\mu}^{2}}\right)+\frac{9}{2} \ln ^{2}\left(\frac{m_{b}^{2}}{\bar{\mu}^{2}}\right)\right] \\
& +C_{A}\left[\frac{1093}{24}-8 \zeta_{2}+24 \ln (2) \zeta_{2}-6 \zeta_{3}-\frac{179}{6} \ln \left(\frac{m_{b}^{2}}{\bar{\mu}^{2}}\right)+\frac{11}{2} \ln ^{2}\left(\frac{m_{b}^{2}}{\bar{\mu}^{2}}\right)\right] \\
& \left.+26 \ln \left(\frac{m_{b}^{2}}{\bar{\mu}^{2}}\right)-6 \ln ^{2}\left(\frac{m_{b}^{2}}{\bar{\mu}^{2}}\right)\right\} \tag{52}
\end{align*}
$$

and for the $t$-quark (with five light quarks)

$$
\begin{align*}
& \quad\left(\frac{\Delta m_{t}}{m_{t}}\right)^{\mathrm{QCD}}=C_{F}\left(\frac{\alpha_{s}}{4 \pi}\right)^{2}\left\{-43-12 \zeta_{2}+26 \ln \left(\frac{m_{t}^{2}}{\bar{\mu}^{2}}\right)-6 \ln ^{2}\left(\frac{m_{t}^{2}}{\bar{\mu}^{2}}\right)\right. \\
& \quad+C_{F}\left[-\frac{59}{8}+30 \zeta_{2}-48 \ln (2) \zeta_{2}+12 \zeta_{3}+\frac{3}{2} \ln \left(\frac{m_{t}^{2}}{\bar{\mu}^{2}}\right)+\frac{9}{2} \ln ^{2}\left(\frac{m_{t}^{2}}{\bar{\mu}^{2}}\right)\right] \\
& \left.+C_{A}\left[\frac{1093}{24}-8 \zeta_{2}+24 \ln (2) \zeta_{2}-6 \zeta_{3}-\frac{179}{6} \ln \left(\frac{m_{t}^{2}}{\bar{\mu}^{2}}\right)+\frac{11}{2} \ln ^{2}\left(\frac{m_{t}^{2}}{\bar{\mu}^{2}}\right)\right]\right\} \tag{53}
\end{align*}
$$

coincide with the first terms of the expansion in $m_{b} / m_{t}$ from (Avdeev, L. V. \& Kalmykov, M. Y., 1997).

We find very a simple answer to one particular limit. Namely, in the case, when $m_{\tilde{t}_{L}}=m_{\tilde{t}_{R}}=m_{\tilde{b}_{L}}=m_{\tilde{b}_{R}}=m_{\tilde{\mathrm{g}}}=$ $m_{\tilde{u}_{1,2}}=m_{\tilde{d}_{1,2}}=m_{\text {SUSY }}=M$, the expression looks like

$$
\begin{gather*}
\left(\frac{\Delta m_{q}}{m_{q}}\right)^{\mathrm{MSSM}}=C_{F}\left(\frac{\alpha_{s}}{4 \pi}\right)^{2}\left\{\frac{47}{3}+20 \ln \left(\frac{M^{2}}{\bar{\mu}^{2}}\right)+6 \ln \left(\frac{M^{2}}{\bar{\mu}^{2}}\right) \ln \left(\frac{M^{2}}{m_{q}^{2}}\right)\right. \\
+C_{F}\left[\frac{23}{24}-\frac{13}{6} \ln \left(\frac{M^{2}}{\bar{\mu}^{2}}\right)+\frac{1}{2} \ln ^{2}\left(\frac{M^{2}}{\bar{\mu}^{2}}\right)-3 \ln \left(\frac{M^{2}}{\bar{\mu}^{2}}\right) \ln \left(\frac{m_{q}^{2}}{\bar{\mu}^{2}}\right)\right] \\
+C_{A}\left[\frac{175}{72}+\frac{41}{6} \ln \left(\frac{M^{2}}{\bar{\mu}^{2}}\right)-\frac{1}{2} \ln ^{2}\left(\frac{M^{2}}{\bar{\mu}^{2}}\right)-2 \ln \left(\frac{M^{2}}{\bar{\mu}^{2}}\right) \ln \left(\frac{m_{q}^{2}}{\bar{\mu}^{2}}\right)\right] \\
+\frac{a_{q}}{M}\left[-4-8 \ln \left(\frac{M^{2}}{\bar{\mu}^{2}}\right)\right]+C_{F} \frac{a_{q}}{M}\left[\frac{7}{3}-\frac{11}{3} \ln \left(\frac{M^{2}}{\bar{\mu}^{2}}\right)+3 \ln \left(\frac{m_{q}^{2}}{\bar{\mu}^{2}}\right)\right] \\
\left.+C_{A} \frac{a_{q}}{M}\left[-\frac{8}{3}+4 \ln \left(\frac{M^{2}}{\bar{\mu}^{2}}\right)\right]\right\}, \tag{54}
\end{gather*}
$$

where

$$
a_{q}=A_{q}-\mu \cot \beta
$$

Here $A_{q}$-soft trilinear coupling in MSSM lagrangian, $\mu$-Higgs mass parameter and $\tan \beta=\frac{v_{2}}{v_{1}}$-ratio of vacuum expectation values of two MSSM Higgs fields.
Note, that we put equal to each other the left and right squark masses $m_{\tilde{q}_{R}}^{2}=m_{\tilde{q}_{L}}^{2}$ but not its physical mass eigenstates $m_{\tilde{q}_{1}}^{2}=m_{\tilde{q}_{2}}^{2}$. The complete formulae (Note 8) are too large to be presented here and could be found in (Bednyakov, A. et al., 2003).

### 5.4 Light-by-light Scattering and the Anomalous Magnetic Moment of the Muon

In the standard model (SM) the theoretical value of the muon anomalous magnetic moment $a_{\mu}=\left(g_{\mu}-2\right) / 2$ is given by a sum of three contributions: $a_{\mu}(\mathrm{SM})=a_{\mu}(\mathrm{QED})+a_{\mu}($ weak $)+a_{\mu}(\mathrm{had})$. The contribution from QED, $a_{\mu}(\mathrm{QED})$, which includes those from virtual leptons, and the one from weak interactions, $a_{\mu}$ (weak), can be uniquely evaluated in perturbation theory with the results: $a_{\mu}(\mathrm{QED})=11658470.57(0.29) \times 10^{-10}$ (Mohr, P. J. \& Taylor, B. N., 2000) and $a_{\mu}($ weak $)=15.1(0.4) \times 10^{-10}\left(\right.$ Czarnecki, A. \& Marciano, W. J., 2001). The hadronic piece $a_{\mu}($ had $)$, however, is sensitive to long distance effects and cannot be evaluated in a perturbative framework. An important NLO contribution to $a_{\mu}$ (had), which will be considered as example here, originates from light-by-light scattering. One important part of light-by-light-scattering amplitudes comes from neutral, low mass intermediate resonances, dominantly $\pi^{0}$ and, less important, $\eta$, another from charged pion loops.
To evaluate the contribution of charged pion loops we consider the pion as an elementary pointlike particle and use the Lagrangian

$$
\begin{equation*}
L_{\mathrm{sQED}}=\left|D_{\mu} \pi\right|^{2}-m_{\pi}^{2}|\pi|^{2}, \quad D_{\mu}=\partial_{\mu}-i e A_{\mu} \tag{55}
\end{equation*}
$$

to describe its interaction with photons. This is well justified since the integral is convergent in the high energy region, and the internal structure of the pion is not yet resolved for momenta of order $m_{\mu}$ or $m_{\pi}$. In view of the low mass of the muon and pion, as compared to the characteristic scale of the pion form factor, $m_{\rho}^{2} \approx 0.6 \mathrm{GeV}^{2}$, pions can be treated as pointlike.
The 21 diagrams for the light-by-light contribution as derived from scalar QED are displayed in Figure 5 (permutations of legs omitted). Numerical results for this contribution were already reported in refs. (Kinoshita, T. et al., 1985; Hayakawa, M. et al., 1996). Analytical expressions, however, were obtained for the first time in (Kuhn, J. H. et al., 2003).
<Figure 5>
To compute the contributions of different diagrams we first project onto the relevant form factor of the anomalous magnetic moment (Aldins, J. et al., 1970; Kukhto, T. V. et al., 1992). Subsequently we employ the well-known method of asymptotic expansion in the small mass ratio $m / M$ (Tkachov, F. V., 1983; Chetyrkin, K. G., 1988; Smirnov, V. A., 1990). As an example let us consider the large mass expansion of the generic diagram depicted in Figure 6. To obtain the asymptotic expansion for a given diagram one has to compute the sum of different
contributions which are simpler than the original Feynman integral. These different contributions can be classified according to the so called "hard" subgraphs of the original diagram $\Gamma$. These are defined as subgraphs containing all heavy lines such that the corresponding co-subgraph remains one-particle irreducible. The last step of the heavy mass expansion consists of the simple Taylor expansion of the "hard" subgraphs in small masses and external momenta. The generic prototype diagram without the external photon line shown in Figure 6 leads to four different "hard" subgraphs: 1. the graph $\Gamma$ itself; 2. the subgraph formed by the lines $(1,2,3) ; 3$. the subgraph formed by the lines $(1,2,3,4,5,7) ; 4$. the subgraph formed by the lines $(1,2,3,5,6,8)$. We now discuss these pieces separately.
<Figure 6>

1. In this case we perform a Taylor expansion of the diagram in Figure 6 in the external muon momentum $p$ and the mass $m$. The resulting tensors $p_{\mu_{1}} p_{\mu_{2}} \ldots p_{\mu_{n}}$ can be treated with the use of the combinatoric formula

$$
\begin{gather*}
p_{\mu_{1}} p_{\mu_{2}} \ldots p_{\mu_{2 n}} \rightarrow \frac{\Gamma(d / 2)}{2^{n} \Gamma(d / 2+n)}\left(p^{2}\right)^{n} g_{s,(n)} \\
p_{\mu_{1}} p_{\mu_{2}} \ldots p_{\mu_{2 n+1}} \rightarrow 0 \tag{56}
\end{gather*}
$$

where $g_{s,(n)}$ is the totally symmetric product of $n$ metric tensors $g_{\mu \nu}, d$ is the space time dimension within dimension regularization. The resulting scalar one-scale 3-loop bubbles where computed using the package MATAD (Steinhauser, M., 2001).
2. Here we perform the Taylor expansion in the momenta external to the subgraph formed by lines $(1,2,3)$. The resulting symmetric tensors built from the loop momentum of the "hard" one-loop tadpole integrals are expressed by the squared "hard" momentum with the help of Equation (56). The remaining scalar one-loop tadpoles are expressed in terms of $\Gamma$-functions. Two-loop scalar on-shell integrals are evaluated with the package ONSHELL2 (Fleischer, J. \& Kalmykov, M. Y., 2000).
3. For this subgraph and similarly for subgraph (4) we perform a Taylor expansion in the external momenta and the muon mass $m$. The resulting tensor one-loop on-shell integrals over soft momenta can be reduced to scalar integrals for which simple explicit results exist (e.g. Davydychev, A. I., 1991). Another way to handle the tensor structures that has been used for a check of the calculation is the reduction of the tensor integrals for a hard subgraph (explicit formulae are given in (Chetyrkin, K. G., 1994)). The remaining one-loop on-shell and two-loop single scale tadpole integrals can be finally reduced to $\Gamma$-functions.
The steps described above were automized with the Feynman diagram analyser DIANA (Tentyukov, M. \& Fleisher, J., 2000) and the computer algebra system FORM (Vermaseren, J. A. M., 1991).

To discuss our results we introduce the standard normalization for the light-by-light contribution

$$
\begin{equation*}
a_{\mu}(\mathrm{lbl})=\left(\frac{\alpha}{\pi}\right)^{3} a_{\mu}(\gamma \gamma) . \tag{57}
\end{equation*}
$$

The expansion in scalar QED, relevant for the charged pion contribution, has the form

$$
\begin{array}{r}
a_{\mu}(\gamma \gamma ; \mathrm{sQED})=\frac{m^{2}}{M^{2}}\left(\frac{1}{4} \zeta_{3}-\frac{37}{96}\right)+\frac{m^{4}}{M^{4}}\left(\frac{1}{8} \zeta_{3}+\frac{67}{6480} \zeta_{2}-\frac{282319}{1944000}+\frac{67}{12960} L^{2}+\frac{7553}{388800} L\right) \\
+\frac{m^{6}}{M^{6}}\left(\frac{19}{216} \zeta_{3}+\frac{157}{36288} \zeta_{2}-\frac{767572853}{7112448000}+\frac{1943}{725760} L^{2}+\frac{51103}{7620480} L\right) \\
+\frac{m^{8}}{M^{8}}\left(\frac{11}{160} \zeta_{3}+\frac{943}{432000} \zeta_{2}-\frac{3172827071}{37507050000}+\frac{8957}{6048000} L^{2}+\frac{22434967}{7620480000} L\right) \\
+\frac{m^{10}}{M^{10}}\left(\frac{17}{300} \zeta_{3}+\frac{139}{111375} \zeta_{2}-\frac{999168445440307}{14377502462400000}+\frac{128437}{149688000} L^{2}+\frac{1033765301}{691558560000} L\right)+O\left(\frac{m^{12}}{M^{12}}\right),
\end{array}
$$

where $L=\ln \left(M^{2} / m^{2}\right), m$ and $M$ denoting muon and fermion mass respectively, $\zeta_{2}=\zeta(2)=\pi^{2} / 6, \zeta_{3}=\zeta(3)$. These results where obtained in a general covariant gauge, thus providing additional checks at different steps of the calculation.

## 6. Conclusion

The using of the system of CA in physics does not exhaust by the examined examples here, it is perspective and effective sphere of investigation. In this work only a short survey of modern state of investigation in the sphere of working out the system of the analytical calculations given and their using to solution of different sums of mechanics, physical kinetics and physics of plasma, in quantum theory of field.
The system of analytical calculations on electronic computers in the kinetics of plasma is determined in details, the realization of the program of the analytical transformations of the bracket integrals is shown, the analytical calculation of the transport sections on electronic computers and the system of analytical calculations, worked out for calculation of Feynman's diagram in the quantum theory of field.
Using the system of CA in the scientific research lets to automatize and, consequently, to accelerate the analytical calculations.
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## Notes

Note 1. Here, for the presentation of asymptotic expansion procedure we are closely following (Steinhauser, M., 2002).

Note 2. In the case of the large-mass expansion procedure one essentially has to replace $Q$ by the large mass $M$.
Note 3. Actually they are very similar and it is certainly possible to merge them into one condition using a more abstract language.
Note 4. This expression should be multiplied by factor $i \pi^{2-\varepsilon} e^{-\varepsilon \gamma_{E}} / \mu^{2 \varepsilon}$.
Note 5. The present value is $G_{F}=1.16637(1) \times 10^{-5} \mathrm{GeV}^{-2}$ and possible future experiments could reduce the error by an order of magnitude.
Note 6. In our case by "soft" we understand energies and momenta of order of muon mass $m_{\mu}$, while "hard" means scales $>m_{\mu}$.
Note 7. More terms in the expansion in the sine of the Weinberg angle could be found in (Awramik M. \& Czakon M., 2002; Awramik M. \& Czakon M., 2003; Onishchenko A. \& Veretin O., 2003; Awramik M. et al., 2003).

Note 8 . They could be found in the source archive file for SUSY paper submitted to the HEP database.

Table 1. Coefficients of the collision integral

| Parameters | Help |
| :---: | :---: |
| $\mathrm{r}=7$ | $\mathrm{n}=7$ |
| $H=S_{r}^{3 / 2}\left(x^{2} / 2-x y \cos \theta \cos \chi-x y \sin \theta \sin \chi \cos \varphi+y^{2} / 2\right)$ |  |
| $A=H\left[x^{2}-x y \cos \theta \cos \chi-x y \sin \theta \sin \chi \cos \varphi-x y \cos \theta+y^{2} \cos \chi\right]$ |  |
| $L_{r}=S_{r}^{3 / 2}\left(x^{2} / 2-x y \cos \theta+y^{2} / 2\right)$ | $B=L_{r}\left(x^{2}-2 x y \cos \theta+y^{2}\right)$ |
| $E=S_{r}^{3 / 2}\left(x^{2} / 2+x y \cos \theta \cos \chi+x y \sin \theta \sin \chi \cos \varphi+y^{2} / 2\right)$ |  |
| $C=E\left[x^{2}+x y \cos \theta \cos \chi+x y \sin \theta \sin \chi \cos \varphi-x y \cos \theta+y^{2} \cos \chi\right]$ |  |
| $Z=S_{r}^{3 / 2}\left(x^{2} / 2+x y \cos \theta+y^{2} / 2\right)$ | $D=Z\left[x^{2}+y^{2}\right]$ |
| $U=A-B+C-D$ |  |
| $L_{n}=S_{n}^{3 / 2}\left(x^{2} / 2-x y \cos \theta+y^{2} / 2\right)$ | $V=-L_{n} x^{2} /(2 \sin \theta)$ |
| $G_{r n}(y, x)=\sum_{i} \sum_{j} \int_{0}^{\infty} \exp \left(-x^{2}\right) d x \int_{0}^{\pi} d \theta \int_{0}^{2 \pi} V_{i} U_{j} d \varphi$ | $W=U V$ |
| $F_{r n}(y, x)=\operatorname{Convert}\left(G_{r n}(y, x)\right)$ |  |
| Exit |  |



Figure 1. One loop diagram with two mass scales $m$ and $M(m \ll M)$ and small external momentum $q\left(q^{2} \ll M^{2}\right)$


Figure 2. Large-mass expansion procedure for the one-loop two-point diagram with two massive propagators, one of which has large mass $M$ (dashed line denotes massless propagator)


Figure 3. Illustration of the factorization theorem





















Figure 4. Feynman diagrams for the $O\left(\alpha_{s}^{2}\right)$ contribution to quark self-energies (last two diagrams at the one-loop level of the order $O\left(\alpha_{s}\right)$ ). The diagrams in the first line are the pure QCD contribution


Figure 5. Scalar QED light-by-light diagrams


Figure 6. A prototype diagram. Lines 1, 2 and 3 have the mass of pion, lines 7 and 8 -the mass of muon while lines 4,5 and 6 are masseless

