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## 1 Introduction

When algorithms are defined rigorously in Computer Science literature (which only happens rarely), they are generally identified with abstract machines, mathematical models of computers, sometimes idealized by allowing access to "unbounded memory". ${ }^{1}$ My aims here are to argue that this does not square with our intuitions about algorithms and the way we interpret and apply results about them; to promote the problem of defining algorithms correctly; and to describe briefly a plausible solution, by which algorithms are recursive definitions while machines model implementations, a special kind of algorithms.

Consider, for example, a function $f: \mathbb{N} \rightarrow \mathbb{N}$ on the natural numbers which is Turing computable, or, equivalently general recursive, i.e., definable by a simple system of recursive equations. ${ }^{2}$ Now, there are many algorithms for computing $f$ : the claim is that the "essential, im-plementation-independent properties" of each of them are captured by a recursive definition, while some "algorithms which compute $f$ " cannot be "represented faithfully" by a Turing machine - or any other type of machine, for that matter. Moreover, this failure of expressiveness of machine models is even more significant for algorithms which operate on "abstract data" or "run forever", interacting with their environment.

This problem of defining algorithms is mathematically challenging, as it appears that our intuitive notion is quite intricate and its correct, mathematical modeling may be quite abstract-much as a "measurable function on a probability space" is far removed from the naive (but complex) conception of a "random variable". In addition, a rigorous notion of algorithm would free many results in complexity theory from their dependence on specific (machine) models of computation, and it might simplify their proofs.
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Section 2 is a brief review of the basic definitions and facts about abstract machines and continuous, least-fixed-point recursion, which (I hope) makes the article accessible to non-experts. \({ }^{3}\) In Sect. 3, I argue that the familiar mergesort algorithm cannot be faithfully modeled by a machine, and in the following Sects. \(4-6\), I sketch out a theory which purports to model, faithfully and usefully, all single-valued algorithms. Section 7 describes an extension of the theory to discontinuous (absolutely non-implementable!) algorithms, and a plausible axiomatic version of it, and the last, Sect. 8 discusses three significant open problems and uncharted directions in the foundations of algorithms.

In the natural scheme of things, much of this paper is concerned with my own ideas of what algorithms are. I would not claim, however, that mine is the only approach, or the best approach-or, perhaps, even an adequate approach: my chief goal is to convince the reader that the problem of founding the theory of algorithms is important, and that it is ripe for solution.

\section*{2 Abstract Machines and Recursive Definitions}

\subsection*{2.1 Abstract Machines}

The best-known model of mechanical computation is (still) the first, introduced by Turing [18], and after half a century of study, few doubt the truth of the fundamental Church-Turing Thesis: A function \(f: \mathbb{N} \rightarrow \mathbb{N}\) on the natural numbers (or, more generally, on strings from a finite alphabet) is computable in principle exactly when it can be computed by a Turing Machine. The Church-Turing Thesis grounds proofs of undecidability and it is essential for the most important applications of logic. On the other hand, it cannot be argued seriously that Turing machines model faithfully all algorithms on the natural numbers. If, for example, we code the input \(n\) in binary (rather than unary) notation, then the time needed for the computation of \(f(n)\) can sometimes be considerably shortened; and if we let the machine use two tapes rather than one, then (in some cases) we may gain a quadratic speedup of the computation, see [8]. This means that important aspects of the complexity of algorithms are not captured by Turing machines.

For the present purpose of comparing models of computation with recursive definitions, we will adopt a most general notion of machine which, in particular, incorporates the mode of using the input and producing output. \({ }^{4}\)

\footnotetext{
\({ }^{3}\) This paper is, primarily, expository, and much of the material comes from [14], and earlier papers cited there, beginning with [11]. The more general "continuous recursors" introduced here can model interactive algorithms with "infinite output", and the development of the theory outlined in Sects. \(4-6\), is considerably simpler than previous versions.
\({ }^{4}\) All, standard models of computation are covered by this definition, including random access machines and the abstract state machines of Gurevich [2] and
}
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Definition 2.1. For any two sets \(X\) and \(Y\), an abstract (or sequential) machine \(\phi: X \rightsquigarrow Y\) is a quadruple \(\left(S, s_{0}, \sigma, T, o\right)\), where:
(1) \(S\) is an arbitrary set, the set of states of \(\phi\), and \(s_{0} \in S\) is the initial state;
(2) \(\sigma: X \times S \rightarrow S\) is the transition function of \(\phi\);
(3) \(T \subseteq S\) is the set of terminal states of \(\phi\), and
(4) \(o: X \times T \rightarrow Y\) is the output function of \(\phi\).

The computation of \(\phi\) for a given \(x \in X\) is the sequence of states \(\left\{s_{n}(x)\right\}_{n \in \mathbb{N}}\) defined recursively by
\[
s_{0}(x)=s_{0}, \quad s_{n+1}(x)= \begin{cases}s_{n}(x), & \text { if } s_{n}(x) \in T \\ \sigma\left(x, s_{n}(x)\right), & \text { otherwise }\end{cases}
\]
the length of the computation on the input \(x\) (if it is finite) is
\[
\ell(x)=\left(\text { the least } n \text { such that } s_{n}(x) \in T\right)+1
\]
and the (partial) function \(\bar{\phi}: X \rightharpoonup Y\) computed by \(\phi\) is defined by the formula
\[
\bar{\phi}(x)=o\left(x, s_{\ell(x)}(x)\right) \quad(\ell(x) \text { finite })
\]

Two machines \(M\) and \(M^{\prime}\) are isomorphic, if there exists a bijection \(\rho: S \rightarrow S^{\prime}\) such that \(\rho\left(s_{0}\right)=s_{0}^{\prime}, \rho[T]=T^{\prime}\), and for all \(x \in X, s \in S\),
\[
\rho(\sigma(x, s))=\sigma^{\prime}(x, \rho(s)), \quad o(x, s)=o^{\prime}(x, \rho(s))
\]

It is generally conceded that this broad notion models the manner in which every conceivable (deterministic, discrete, digital) mechanical device with access to unbounded "memory" computes a (partial) function, and so it captures the mathematical structure of mechanical computation. It does not capture the effectivity of mechanical computation, because it allows arbitrary sets of states and transition and output functions, but I will disregard this problem; it is easy enough to solve by imposing definability or finiteness restrictions on the components of abstract machines, as Turing did.

\subsection*{2.2 Least-Fixed-Point Recursion}

The basic mathematical fact about recursive definitions is the following simple result, where a poset (partially ordered set) \(D\) is complete if every chain (linearly ordered subset) \(C\) has a least upper bound \(\sup C\), and a

\footnotetext{
earlier papers, cited there; except that Gurevich, in effect, "identifies" the output with the computation \(s_{0}(x), s_{1}(x), \ldots\), so he can model algorithms which "run forever". I will base the argument for the insufficiency of machine models in Sect. 3 on an algorithm which naturally computes a total function, so that this extra wrinkle is not relevant.
}
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mapping \(f: D \rightarrow E\) from one poset to another is continuous, if for every chain \(C \subseteq D\) and \(y \in D,{ }^{5}\)
\[
y=\sup C \Longrightarrow f(y)=\sup f[C]
\]

Proposition 2.2 (Least-Fixed-Point Lemma). Every continuous mapping \(\tau: D \rightarrow D\) on a complete poset has a least fixed point \(d^{*}\), characterized by the conditions
\[
d^{*}=\tau\left(d^{*}\right), \quad \tau(e) \leq e \Longrightarrow d^{*} \leq e
\]

Proof. Define the iterates of \(\tau\) by the recursion \(d^{0}=\perp, d^{n+1}=\tau\left(d^{n}\right)\), and take \(d^{*}=\sup \left\{d^{n} \mid n=0,1, \ldots\right\} .^{6}\)

This is the basic tool used by Scott \({ }^{7}\) in his denotational semantics of programming languages, where most of the basic notions (values, computations, behaviors, etc.) are naturally modeled by points in suitable, complete posets. \({ }^{8}\) For a simple but basic example of how this is done,

\footnotetext{
\({ }^{5}\) The empty set is a chain, bounded above by every point in \(D\), and so every complete poset has a least element, \(\perp=\sup (\emptyset)\). We can view every set \(X\) as a discrete poset, partially ordered by the identity relation \(=\), and also as imbedded in its complete ("flat") bottom lifting
}
\[
X_{\perp}=X \cup\{\perp\}
\]
which consists of just the (discrete) \(X\) with a new, least element \(\perp\) added below it-"objectifying the undefined" in Dana Scott's eloquent description;
\[
\text { a partial function } f: X \rightharpoonup Y \text { is a function } f: X \rightarrow Y_{\perp}
\]
with \(f(x)=\perp\) signifying that \(f\) is "undefined" at \(x\).
The Cartesian product \(D \times E\) of complete posets is complete, and the space \((X \rightarrow W)\) of all functions on any poset \(X\) to a complete poset \(W\) is complete, under the pointwise partial ordering, as is its subspace of all continuous functions. In particular, the space \((X \rightharpoonup Y)=\left(X \rightarrow Y_{\perp}\right)\) of all partial functions on \(X\) to \(Y\) is complete.

Notice that every continuous \(f: D \rightarrow E\) is monotone because if \(x \leq\) \(y\), then \(y=\sup \{x, y\}\), and so \(f(y)=\sup \{f(x), f(y)\}\), which means that \(f(x) \leq f(y)\); and that every monotone function \(f: D \rightarrow C_{\perp}\) into a flat poset is, trivially, continuous.
\({ }^{6}\) The lemma holds for monotone mappings \(\tau: D \rightarrow D\) which may be discontinuous, and with the same proof, using now ordinal recursion to define the sequence \(\left\{d^{\xi}\right\}\).
\({ }^{7}\) The fundamental paper is Scott-Strachey [17], which started an extensive development of what is alternatively called the fixed-point theory of programs, domain theory or denotational semantics, depending on what one does with it. See [19] for a good, elementary exposition of denotational semantics in the proper context. Part of the motivation for my own work on the topic of this paper is the absence of reference to algorithms in this theory, which seems unnatural.
8 "Suitable" here covers a multitude of sins, "Scott domains", "information systems", etc., which arise naturally in the mathematical development of
```
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notice that the partial function $\bar{\phi}: X \rightharpoonup Y$ computed by an abstract machine $\phi$ is determined by the so-called tail recursion

$$
\begin{align*}
& \bar{\phi}(x)=p\left(s_{0}\right)  \tag{1}\\
& p(s)=\text { if } s \in T \text { then } o(x, s) \text { else } p(\sigma(x, s)) \tag{2}
\end{align*}
$$

in the precise sense that

$$
\bar{\phi}(x)=\bar{p}_{x}\left(s_{0}\right),
$$

where, for each $x \in X$, the partial function $\bar{p}_{x}$ is the least solution of the fixed point equation ${ }^{9}$

$$
p=(\lambda s \in S)[\text { if } s \in T \text { then } o(x, s) \text { else } p(\sigma(x, s))]
$$

guaranteed by applying 2.2 to the partial function space $(S \rightharpoonup S)$.
For more general recursive definitions, we often need to use systems of recursive equations

$$
\left\{\begin{array}{l}
d_{1}=\alpha_{1}\left(d_{1}, \ldots, d_{k}\right)  \tag{3}\\
\quad \vdots \\
d_{k}=\alpha_{k}\left(d_{1}, \ldots, d_{k}\right),
\end{array} \quad \text { abbreviated } \quad \mathbf{d}=\tau_{\alpha}(\mathbf{d})\right.
$$

where $\alpha_{i}: D \rightarrow D_{i}$ with $D=D_{1} \times \cdots \times D_{k}$ the (complete) Cartesian product of $k$ complete posets; and, as in tail recursions, some (or all) of the $D_{i}$ 's may be function posets, so that the individual recursive equations take the form

$$
p_{i}(s)=f_{i}\left(s, p_{1}, \ldots, p_{k}\right)
$$

## 3 The Insufficiency of Machine Models

Consider the problem of sorting a finite string $u=\left\langle u_{0}, \ldots, u_{n-1}\right\rangle$ of distinct elements from a set $L$ equipped with a linear ordering $\leq$, i.e., computing the unique, increasing permutation of $u$

$$
\operatorname{sort}(u)=\left\langle u_{i_{0}}, u_{i_{1}}, \ldots, u_{i_{n-1}}\right\rangle, \quad\left(u_{i_{0}}<u_{i_{1}}<\cdots<u_{i_{n-1}}\right)
$$

Among the myriad of known sorting algorithms, the mergesort is asymptotically optimal with respect to the number of comparisons that it requires. It can be defined succinctly by the recursive equation

$$
\operatorname{sort}(u)= \begin{cases}u, & \text { if }|u| \leq 1  \tag{4}\\ \operatorname{merge}\left(\operatorname{sort}\left(h_{1}(u)\right), \operatorname{sort}\left(h_{2}(u)\right)\right), & \text { otherwise }\end{cases}
$$
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where \(|u|\) is the length of \(u(=0\) when \(u\) is the empty string \(\emptyset) ; h_{1}(u)\) and \(h_{2}(u)\) are the first and second halves of the string \(u\) (appropriately adjusted when \(|u|\) is odd); and merge \((v, w)\) is also defined recursively by the equation
\[
\operatorname{merge}(v, w)= \begin{cases}w, & \text { if } v=\emptyset  \tag{5}\\ v, & \text { else, if } w=\emptyset \\ \left\langle v_{0}\right\rangle * \operatorname{merge}(\operatorname{tail}(v), w), & \text { else, if } v_{0} \leq w_{0} \\ \left\langle w_{0}\right\rangle * \operatorname{merge}(v, \operatorname{tail}(w)), & \text { otherwise }\end{cases}
\]

Here \(u * v\) is the concatenation operation,
\[
\left\langle u_{0}, \ldots, u_{m-1}\right\rangle *\left\langle v_{0}, \ldots, v_{n-1}\right\rangle=\left\langle u_{0}, \ldots, u_{m-1}, v_{0}, \ldots, v_{n-1}\right\rangle,
\]
and \(\operatorname{tail}(u)\) is the "beheading" operation on non-empty strings,
\[
\operatorname{tail}\left(\left\langle u_{0}, u_{1}, \ldots, u_{m-1}\right\rangle\right)=\left\langle u_{1}, \ldots, u_{m-1}\right\rangle \quad(\text { for } m>0)
\]

Proposition 3.1. (a) Equation (5) determines a unique function on strings, and such that if \(v\) and \(w\) are sorted, then
\[
\begin{equation*}
\operatorname{merge}(v, w)=\operatorname{sort}(v * w) \tag{6}
\end{equation*}
\]
i.e., merge \((v, w)\) is the "merge" of \(v\) and \(w\) in this case.
(b) For any \(v\) and \(w\), merge \((v, w)\) can be computed from (5) using no more than \(|v|+|w|-1\) comparisons of members of \(L\).
(c) The sorting function \(\operatorname{sort}(u)\) satisfies equation (4).
(d) For any \(u\), sort( \(u\) ) can be computed from (4) using no more than \(|u| \log _{2}(|u|)\) comparisons of members of \(L\), where \(\log _{2}(m)=\) the least \(n\) such that \(m \leq 2^{n}\).

Proof (as it would be presented in a standard, undergraduate course).
(a) is proved by induction on \(|u|+|v|\), and (c) is trivial.

The proof of ( b ) is also by induction on \(|v|+|w|\), and at the basis, when either \(v=\emptyset\) or \(w=\emptyset,(5)\) gives the value of merge \((v, w)\) using no comparisons at all. If both \(v\) and \(w\) are non-empty, then we need to compare \(v_{0}\) with \(w_{0}\) to determine which of the last two cases in (5) applies, and then (by the induction hypothesis) we need no more than \(|v|+|w|-2\) additional comparisons to complete the computation.

Finally, we prove (d) for the special case \({ }^{10}\) where \(|u|=2^{n}\), by induction \(n\), and it is immediate when \(n=0\), since (4) yields sort ( \(u\) ) \(=u\) using no comparisons at all when \(u=\left\langle u_{0}\right\rangle\) has length \(2^{0}=1\). If \(|u|=2^{n+1}\), then each half of \(u\) has length \(2^{n}\), and the induction hypothesis guarantees that we can compute \(\operatorname{sort}\left(h_{1}(u)\right)\) and \(\operatorname{sort}\left(h_{2}(u)\right)\) by (4) using no more than \(n 2^{n}\) comparisons for each, i.e., \(n 2^{n+1}\) comparisons in all; by (b) now, the computation of merge \(\left(\operatorname{sort}\left(h_{1}(u)\right)\right.\), sort \(\left.\left(h_{2}(u)\right)\right)\) can be done by (6) using no more than \(2^{n+1}-1\) additional comparisons, for a grand total of no more than \(n 2^{n+1}+2^{n+1}-1<(n+1) 2^{n+1}\).

\footnotetext{
10 The general case is proved by the same argument, with a little more arithmetic.
}
```
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If algorithms are machines, then which machine is the mergesort? Well, this is a recursive algorithm, defined implicitly by the equations (4), (5), and there are many, standard ways to construct from recursive equations such as these a machine which expresses the computation process they embody, for example by using a stack. These methods are not simple, but they are precise enough so that they can be automated. One of the most important tasks of a compiler for a "higher level" language like Pascal or Lisp is exactly the conversion of recursive programs to sets of instructions in the assembly language of a specific processor which can then run them: in the present terminology, the processor and the compiled assembly program together define an abstract machine which then models-is, up to machine isomorphism-the mergesort algorithm, on the assumption that algorithms are machines.

Now the first obvious problem is that there are many compilation procedures, and so we don't get one, but many machines with competing claims "to be" the mergesort algorithm. Moreover, there are essential differences among these machines, for example in the way the compilation process implements substitution: in computing the value of the term merge $\left(\operatorname{sort}\left(h_{1}(u)\right), \operatorname{sort}\left(h_{2}(u)\right)\right)$, do we compute first, $\operatorname{sort}\left(h_{1}(u)\right)$ or sort $\left(h_{2}(u)\right)$-or do we compute them both simultaneously, in parallel? On an intuitive level, these machines are, of course, equivalent, but it is hard to see how to make this notion of equivalence precise, short of saying that "they all implement the mergesort algorithm", which begs the question; and if we could make the relevant equivalence relation precise, then one could argue that the mergesort algorithm is the appropriate equivalence class (which is much wider than machine isomorphism), and not any particular member of it.

One might try to get out of this dilemma by choosing some one, "natural", "most general" machine which implements the mergesort, perhaps that which assumes parallel computation of the subterms in the composition and uses some canonical stack construction. It is not clear how that could be done in a systematic way for all recursive algorithms, but in any case, it would not suffice: because we want to know that the conclusion of Prop. 3.1 holds for all "implementations of the mergesort", not just the most general one, and so we would still need to define and study the relation between "the mergesort algorithm" and its implementations.

The second problem is that the details of particular implementations are irrelevant for the elementary proof of Prop. 3.1, which seems to flow naturally from the equations (4), (5); for the order of evaluation, for example, the proof simply assumes (in the inductive step) that "we can compute $\operatorname{sort}\left(h_{1}(u)\right)$ and $\operatorname{sort}\left(h_{2}(u)\right)$ by (4) $\ldots "$.

The conclusion from all this is that the mergesort algorithm is some one object msort, completely determined by the system of equations (4), (5); that Prop. 3.1 is about this object msort; and that with msort are associated certain machines which "implement it", and so "inherit" some of its properties, including the use of resources. The most obvious choice

[^2]is to say that msort simply is the system (4), (5), and, in effect, this is what we will do, except that it must be done with some care.

## 4 Continuous Recursive Definitions (Recursors)

A recursive definition is obtained from a system of fixed-point equations like (3), by adding an "output mapping" as in (1) and dependence on a parameter. These are the "more abstract" machines which model singlevalued algorithms, and I have avoided the word "definition" in their name since it suggests syntactical objects, which algorithms are not. ${ }^{11}$

Definition 4.1. For any poset $X$ and any complete poset $W$, a continuous recursor $\alpha: X \rightsquigarrow W$ is a tuple

$$
\alpha=\left(\alpha_{0}, \alpha_{1}, \ldots, \alpha_{k}\right)
$$

such that for suitable, complete posets $D_{1}, \ldots, D_{k}$ :
(1) Each part $\alpha_{i}: X \times D_{1} \times \cdots D_{k} \rightarrow D_{i},(i=1, \ldots, k)$ is a continuous mapping.
(2) The output mapping $\alpha_{0}: X \times D_{1} \times \cdots \times D_{k} \rightarrow W$ is also continuous.

The product $D_{\alpha}=D_{1} \times \cdots \times D_{k}$ is the solution set ${ }^{12}$ of $\alpha$; its transition mapping is

$$
\tau_{\alpha}(x, \mathbf{d})=\left(\alpha_{1}(x, \mathbf{d}), \ldots, \alpha_{n}(x, \mathbf{d})\right)
$$

on $X \times D_{\alpha}$ to $D_{\alpha}$; and the function $\bar{\alpha}: X \rightarrow W$ computed by $\alpha$ is

$$
\bar{\alpha}(x)=\alpha_{0}\left(x, \mathbf{d}_{x}\right) \quad(x \in X)
$$

where $\mathbf{d}_{x}$ is the least fixed point of the system of equations

$$
\mathbf{d}=\tau_{\alpha}(x, \mathbf{d})
$$

We express all this succinctly by writing ${ }^{13}$

$$
\begin{align*}
& \alpha(x)=\alpha_{0}(x, \mathbf{d}) \text { where }\left\{\mathbf{d}=\tau_{\alpha}(x, \mathbf{d})\right\}  \tag{7}\\
& \bar{\alpha}(x)=\alpha_{0}(x, \mathbf{d}) \text { where }\left\{\mathbf{d}=\tau_{\alpha}(x, \mathbf{d})\right\} \tag{8}
\end{align*}
$$
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The definition allows \(k=0\), in which case \({ }^{14} \alpha=(f)\) for some continuous function \(f: X \rightarrow W, \bar{\alpha}=f\), and equation (7) takes the awkward (but still useful) form
\[
\alpha(x)=f(x) \text { where }\} .
\]

We will see that it is important to maintain the distinction between a function \(f\) and the trivial recursor \((f)\) associated with it.

For a non-trivial example, consider the following recursor \(\boldsymbol{r}_{\phi}\) which expresses the tail recursion (1), (2) determined by an abstract machine \(\phi=\left(S, s_{0}, \sigma, T, o\right):{ }^{15}\)
\[
\begin{align*}
& \boldsymbol{r}_{\phi}(x)=p(i n) \text { where }\left\{i n=s_{0}, t(s)=\chi_{T}(s),\right.  \tag{9}\\
& p(s)=\text { if } t(s) \text { then } q(s) \text { else } r(s) \text {, } \\
& q(s)=o(s), r(s)=\tilde{p}(w(s)), w(s)=\sigma(x, s)\} .
\end{align*}
\]

Why such a complex object, with six parts, and not the simpler
\[
\begin{align*}
& \boldsymbol{r}_{\phi}^{\prime}(x)=p\left(s_{0}\right) \text { where }  \tag{10}\\
& \quad\left\{p(s)=\text { if } \chi_{T}(s) \text { then } o(s) \text { else } \tilde{p}(\sigma(x, s))\right\} ?
\end{align*}
\]

The point is that, in addition to expressing the "while loop" of \(\phi\) by a (tail) recursion, \(\boldsymbol{r}_{\phi}\) also takes into account the explicit computation steps done by \(\phi\). In the next section we will introduce an alternative reading of (10) which makes \(\boldsymbol{r}_{\phi}\) and \(\boldsymbol{r}_{\phi}^{\prime}\) isomorphic by the following, natural notion.

Definition 4.2. Two recursors \(\alpha, \beta: X \rightsquigarrow W\) are isomorphic if they have the same number of parts, say \(k\), and there is a permutation \(\left(l_{1}, \ldots, l_{k}\right)\) of \((1, \ldots, k)\) and poset isomorphisms \(\rho_{i}: D_{\alpha, l_{i}} \rightarrow D_{\beta, i}\), such that the induced isomorphism \(\rho: D_{\alpha} \rightarrow D_{\beta}\) on the solution sets preserves the recursor structures, i.e., for all \(x \in X, \mathbf{d} \in D_{\alpha}\),
\[
\begin{aligned}
\rho\left(\tau_{\alpha}(x, \mathbf{d})\right) & =\tau_{\beta}(x, \rho(\mathbf{d})) \\
\alpha_{0}(x, \mathbf{d}) & =\beta_{0}(x, \rho(\mathbf{d})) .
\end{aligned}
\]
\({ }^{14}\) Here \(D_{\alpha}=\{\perp\}\) (by convention or a literal reading of the definition of product poset), and \(\tau_{\alpha}(x, d)=d\).
\({ }^{15}\) Here \(\chi_{T}: S \rightarrow\{1,0\}_{\perp}\) is the characteristic function of \(T\),
\[
\chi_{T}(s)= \begin{cases}1, & \text { if } s \in T \\ 0, & \text { otherwise }\end{cases}
\]
\(o, \sigma\) and the (nullary, constant) \(s_{0}\) are viewed as functions into \(S_{\perp}\), and \(\tilde{p}: S_{\perp} \rightarrow S_{\perp}\) is the strict liftup of \(p\),
\[
\tilde{p}(s)= \begin{cases}s, & \text { if } s \in S \\ \perp, & \text { if } s=\perp\end{cases}
\]
```
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In effect, we can reorder a system of equations and replace the components of the solution set by isomorphic copies without changing the isomorphism type of the recursor. The idea is that isomorphic recursors model the same algorithm, and so we will simply write

$$
\alpha(x)=\beta(x)
$$

to indicate that $\alpha$ and $\beta$ are isomorphic.
It is easy to check that two abstract machines $\phi$ and $\psi$ are isomorphic if and only if the corresponding recursors $\boldsymbol{r}_{\phi}, \boldsymbol{r}_{\psi}$ are isomorphic.

## 5 Operations on Recursors

Algorithms are definable recursors, and so we first consider in this section some basic methods of combining recursive definitions. These operations are introduced in five, simple lemmas which establish their basic properties, and the missing proofs are easy.

Lemma 5.1 (Composition with a function). If $\beta: Y \rightsquigarrow W$ is a continuous recursor, $f: X \rightarrow Y$ is a continuous function, and we set

$$
\alpha(x)=\beta(f(x))=_{\mathrm{df}} \beta_{0}(f(x), \mathbf{d}) \text { where }\left\{\mathbf{d}=\tau_{\beta}(f(x), \mathbf{d})\right\},
$$

then $\alpha: X \rightsquigarrow W$ and $\bar{\alpha}(x)=\bar{\beta}(f(x))$.
Lemma 5.2 (Composition of recursors). Suppose $\beta: V \times X \rightsquigarrow W$, $\gamma: X \rightsquigarrow V$, and set

$$
\begin{aligned}
\alpha(x) & =\beta(\gamma(x), x) \\
& ={ }_{\mathrm{df}} \beta_{0}(v, x, \mathbf{d}) \text { where }\left\{\mathbf{d}=\tau_{\beta}(v, x, \mathbf{d}), v=\gamma_{0}(x, \mathbf{e}), \mathbf{e}=\tau_{\gamma}(x, \mathbf{e})\right\}
\end{aligned}
$$

then $\alpha: X \rightsquigarrow W$, and $\bar{\alpha}(x)=\bar{\beta}(\bar{\gamma}(x), x)$.
In particular, if $\beta=(f)$ and $\gamma=(g)$ are both trivial recursors, then their recursor composition

$$
\alpha(x)=(f)((g)(x), x)=f(v, x) \text { where }\{v=g(x)\}
$$

is not isomorphic with the trivial recursor

$$
\alpha^{\prime}(x)=f(g(x), x) \text { where }\}
$$

associated with the function composition $h(x)=f(g(x), x)$. This is because $\alpha$ "keeps track" of the fact that it defines a composition, and assigns a "computational cost" (of an extra "stage" in the recursion) to it, while $\alpha^{\prime}$ does not.

The next two operations are also compositions, but of a special form worth listing separately.
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Lemma 5.3 (Conditional). Suppose \(\beta: X \rightsquigarrow\{1,0\}_{\perp}, \gamma, \delta: X \rightsquigarrow W\), and set
\(\alpha(x)=\) if \(\beta(x)\) then \(\gamma(x)\) else \(\delta(x)\)
\(={ }_{\mathrm{df}}\) if \(u\) then \(v\) else \(w\) where \(\left\{\mathbf{d}=\tau_{\beta}(x, \mathbf{d}), \mathbf{e}=\tau_{\gamma}(x, \mathbf{e}), \mathbf{f}=\tau_{\delta}(x, \mathbf{f})\right.\),
\[
\left.u=\beta_{0}(x, \mathbf{d}), v=\gamma_{0}(x, \mathbf{e}), w=\delta_{0}(x, \mathbf{f})\right\}
\]
where the (strict) conditional is defined as usual, for \(u \in\{1,0\}_{\perp}\),
\[
\text { if } u \text { then } v \text { else } w= \begin{cases}v, & \text { if } u=1 \\ w, & \text { if } u=0 \\ \perp & \text { if } u=\perp\end{cases}
\]
then \(\alpha: X \rightsquigarrow W\) and \(\bar{\alpha}(x)=\) if \(\bar{\beta}(x)\) then \(\bar{\gamma}(x)\) else \(\bar{\delta}(x)\).
Lemma 5.4 ( \(\lambda\)-abstraction). If \(\beta: X \times Y \rightsquigarrow W\) and we set
\[
\begin{aligned}
\alpha(x) & =(\lambda y \in Y) \beta(x, y) \\
& ={ }_{\mathrm{df}}(\lambda y \in Y) \beta_{0}(x, y, \mathbf{q}(y)) \text { where }\left\{\mathbf{q}=(\lambda y \in Y) \tau_{\beta}(x, y, \mathbf{q}(y))\right\}
\end{aligned}
\]
then \(\alpha: X \rightsquigarrow(Y \rightarrow W)\), and \(\bar{\alpha}(x)(y)=\bar{\beta}(x, y)\). Here the expression \(\mathbf{q}=(\lambda y \in Y) \tau_{\beta}(x, y, \mathbf{q}(y))\) stands for the tuple of equations
\[
q_{1}=(\lambda y \in Y) \beta_{1}(x, y, \mathbf{q}(y)), \ldots, q_{m}=(\lambda y \in Y) \beta_{m}(x, y, \mathbf{q}(y))
\]

Finally, the most important operation on recursors is recursion:
Lemma 5.5 (Recursor combination). Suppose that for \(i=1, \ldots, k\), \(\beta^{i}: X \times D_{1} \times \cdots \times D_{k} \rightsquigarrow D_{i}, \beta^{0}: X \times D_{1} \times \cdots \times D_{k} \rightsquigarrow W\), and set
\[
\begin{gathered}
\alpha(x)=\beta^{0}(x, \mathbf{d}) \text { where }\left\{d_{1}=\beta^{1}(x, \mathbf{d}), \ldots, d_{k}=\beta^{k}(x, \mathbf{d})\right\} \\
=_{\mathrm{df}} \beta_{0}^{0}\left(x, \mathbf{d}, \mathbf{e}^{0}\right) \text { where }\left\{d_{1}=\beta_{0}^{1}\left(x, \mathbf{d}, \mathbf{e}^{1}\right), \ldots, d_{k}=\beta_{0}^{k}\left(x, \mathbf{d}, \mathbf{e}^{k}\right),\right. \\
\mathbf{e}^{0}=\tau_{\beta^{0}}\left(x, \mathbf{d}, \mathbf{e}^{0}\right) \\
\mathbf{e}^{1}=\tau_{\beta^{1}}\left(x, \mathbf{d}, \mathbf{e}^{1}\right) \\
\vdots \\
\left.\mathbf{e}^{k}=\tau_{\beta^{k}}\left(x, \mathbf{d}, \mathbf{e}^{k}\right)\right\}
\end{gathered}
\]
then \(\alpha: X \rightsquigarrow W\), and
\[
\bar{\alpha}(x)=\bar{\beta}^{0}(x, \mathbf{d}) \overline{\text { where }}\left\{d_{1}=\bar{\beta}^{1}(x, \mathbf{d}), \ldots, d_{k}=\bar{\beta}^{k}(x, \mathbf{d})\right\}
\]

Moreover, if each \(\beta^{i}=\left(\beta_{0}^{i}\right)\) is a trivial recursor, then the present definition of the where construct coincides with that of Defn. 4.1.

Messy to read, but all we are doing here is combining \(k\) systems of recursive equations (with output functions) in the obvious way and then observing that the correct continuous function is being defined; the proof
is a simple exercise in least-fixed-point recursion. The second assertion in the lemma allows us to assume that, in every definition of the form
\[
\alpha(\mathbf{x})=\alpha_{0}(\mathbf{x}) \text { where }\left\{\mathbf{d}=\tau_{\alpha}(\mathbf{x}, \mathbf{d})\right\}
\]
the head \(\alpha_{0}\) and the parts of
\[
\tau_{\alpha}(\mathbf{x}, \mathbf{d})=\left(\alpha_{1}(\mathbf{x}, \mathbf{d}), \ldots \alpha_{k}(\mathbf{x}, \mathbf{d})\right)
\]
are recursors, consistently with earlier uses of the notation.
These operations are related by several identities, of which most useful are the following five. The proofs are all simple, by chasing poset isomorphisms.

Proposition 5.6. For all recursors, when the notation makes sense:
1. Recursor Composition. \(\beta(\gamma(x), x)=\beta(v, x)\) where \(\{v=\gamma(x)\}\).
2. Rearranging the parts. If \(l_{1}, \ldots, l_{k}\) is any permutation of \(1, \ldots, k\), then
\[
\begin{aligned}
& \alpha_{0}(x, \mathbf{d}) \text { where }\left\{\mathbf{d}=\tau_{\alpha}(x, \mathbf{d})\right\} \\
& \quad=\alpha_{0}(x, \mathbf{d}) \text { where }\left\{d_{l_{1}}=\alpha_{l_{1}}(x, \mathbf{d}), \ldots, d_{l_{k}}=\alpha_{l_{k}}(x, \mathbf{d})\right\}
\end{aligned}
\]
3. Currying in the parts. With \(u \in U, v \in V,(u, v) \in U \times V\),
\[
\begin{aligned}
& \alpha(x, d) \text { where }\{d=(\lambda u)(\lambda v) \beta(x, u, v, d)\} \\
& =\alpha(x,(\lambda u)(\lambda v) e(u, v)) \\
& \quad \quad \text { where }\{e=(\lambda(u, v)) \beta(x, u, v,(\lambda u)(\lambda v) e(u, v))\} .
\end{aligned}
\]
4. The Head Reduction Rule.
\[
\begin{aligned}
& {\left[\alpha_{0}(x, \mathbf{e}, \mathbf{d}) \text { where }\left\{\mathbf{d}=\tau_{\alpha}(x, \mathbf{e}, \mathbf{d})\right\}\right] \text { where }\left\{\mathbf{e}=\tau_{\beta}(x, \mathbf{e})\right\}} \\
& \quad=\alpha_{0}(x, \mathbf{e}, \mathbf{d}) \text { where }\left\{\mathbf{d}=\tau_{\alpha}(x, \mathbf{e}, \mathbf{d}), \mathbf{e}=\tau_{\beta}(x, \mathbf{e})\right\}
\end{aligned}
\]
5. The Bekič-Scott Rule.
\[
\begin{gathered}
\alpha_{0}\left(x, e_{0}, \mathbf{d}\right) \text { where }\left\{e_{0}=\beta_{0}\left(x, e_{0}, \mathbf{d}, \mathbf{e}\right) \text { where }\left\{\mathbf{e}=\tau_{\beta}\left(x, e_{0}, \mathbf{d}, \mathbf{e}\right)\right\}\right. \\
\left.\mathbf{d}=\tau_{\alpha}\left(x, e_{0}, \mathbf{d}\right)\right\} \\
=\alpha_{0}\left(x, e_{0}, \mathbf{d}\right) \text { where }\left\{e_{0}=\beta_{0}\left(x, e_{0}, \mathbf{d}, \mathbf{e}\right), \mathbf{e}=\tau_{\beta}\left(x, e_{0}, \mathbf{d}, \mathbf{e}\right)\right. \\
\left.\mathbf{d}=\tau_{\alpha}\left(x, e_{0}, \mathbf{d}\right)\right\}
\end{gathered}
\]

Using these rules and the definitions, it is easy to show that the two recursors assigned to an abstract machine by (9) and (10) above are isomorphic, if we interpret the symbols \(s_{0}, \chi_{T}, o, \sigma\), as standing for the trivial recursors associated with these functions.
```

Yiannis N. Moschovakis, What is an algorithm?
To appear in Mathematics Unlimited --- 2001 and beyond, Springer.
December 13, 2000, 20:41

$$
\begin{aligned}
\alpha(\mathbf{x}) & =\kappa(\mathbf{x}) \\
\alpha(p, \mathbf{x}) & =\mathrm{ev} x, W \\
\alpha(\mathbf{x}) & =a(\mathbf{x}) \\
\alpha(\mathbf{x}) & =\beta\left(x_{k_{1}}, \ldots, x_{k_{m}}\right)=p(\mathbf{x}), \quad \alpha(p, s)=\operatorname{ev}_{S, W}^{s}(p, s)=\tilde{p}(s) \\
\alpha(\mathbf{x}) & =\beta(\gamma(\mathbf{x}), \mathbf{x}) \\
\alpha(\mathbf{x}) & =\text { if } \beta(\mathbf{x}) \text { then } \gamma(\mathbf{x}) \text { else } \delta(\mathbf{x}) \\
\alpha(\mathbf{x}) & =(\lambda \mathbf{y} \in Y) \beta(\mathbf{x}, \mathbf{y}) \\
\alpha(\mathbf{x}) & =\beta^{0}(\mathbf{x}, \mathbf{d}) \text { where }\left\{d_{1}=\beta^{1}(\mathbf{x}, \mathbf{d}), \ldots, d_{k}=\beta^{k}(\mathbf{x}, \mathbf{d})\right\}
\end{aligned}
$$

Table 1. Schemes for algorithms, $\mathbf{x}=x_{1}, \ldots, x_{n}, \quad \mathbf{y}=y_{1}, \ldots, y_{m} .{ }^{16}$

## 6 Continuous Algorithms

Algorithms are not absolute, but relative to a set of "given" operations which represent the available resources. Typically these are functions or relations, for example, the ordering and the string-manipulation functions $\operatorname{tail}(u), u * v$, etc., for the mergesort, but it is simpler to allow arbitrary recursors as "given" and include functions among them via their associated, trivial recursors.

Definition 6.1. A continuous algorithm $\alpha: X \rightsquigarrow W$ relative to a set $\mathcal{G}$ of given continuous recursors $\kappa: X_{\kappa} \rightarrow W_{\kappa}$, is a recursor which can be defined by repeated applications of the schemes in Table 1, as detailed below, using $\kappa$ in $\mathcal{G}$ in applications of (I). ${ }^{17}$

The most significant schemes (V) - (VIII) are recursor and conditional compositions, $\lambda$-abstraction, and recursor combination, as these were explained in the preceding section. Scheme (IV) is composition with projections as in Lemma 5.1: here $\beta: Y_{1} \times \cdots \times Y_{m} \rightsquigarrow W, X_{k_{i}}=Y_{i}$ for $i=1, \ldots, m$, and $\alpha(\mathbf{x})=\beta(\pi(\mathbf{x}))$, with $\pi(\mathbf{x})=\left(x_{k_{1}}, \ldots, x_{k_{m}}\right)$. This can be used with (V) and (VII) to justify full "explicit definitions", e.g.,

$$
\alpha(x, y, z)=\beta(y,(\lambda(s, t) \in S \times T) \gamma(s, y, t), \delta(x))
$$

(II), Continuous and strict function application. For any poset $X$ and any complete poset $W$, the (trivial) recursor

$$
\operatorname{ev}_{X, W}(p, \mathbf{x})=p(\mathbf{x}) \text { where }\} \quad(p \in(X \rightarrow W), \mathbf{x} \in X)
$$
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is an algorithm from every set of givens; and so is the recursor
\[
\operatorname{ev}_{S, W}^{s}(p, s)=\tilde{p}(s) \text { where }\left\} \quad\left(p: S \rightarrow W, s \in S_{\perp}\right)\right.
\]
for every set (discrete poset) \(S\) and any complete \(W\), where the strict liftup \(\tilde{p}\) of \(p\) is defined in Footnote 15.
(III), Absolute givens. It is not entirely clear (and not very important) which recursors other than those in (II) should be considered as "absolute" givens, not to be counted among the resources required for the construction of algorithms, but there should be little controversy about accepting for free inclusions and Boolean partial functions: For any \(X\) and any complete poset \(W \supseteq X_{i}\), the inclusion \({ }^{18}\)
\[
a_{i, W}\left(x_{1}, \ldots, x_{n}\right)=x_{i} \text { where }\}
\]
is an algorithm relative to every set of givens; and so is the trivial recursor associated with every \(n\)-ary, partial function \(a:\{1,0\}^{n} \rightharpoonup\{1,0\}\). Notice that for any set \(X, \bar{a}_{1, X_{\perp}}=\overline{\mathrm{id}}: X \rightharpoonup X_{\perp}\) is the identity function on \(X\).

We consider some examples, starting with a review of the arguments about the mergesort algorithm in Sect. 3.

\subsection*{6.1 Counting comparisons - the mergesort}

To see how we can prove rigorously Prop. 3.1 with this notion of algorithm, we must start with a precise definition of "the number of required comparisons".

Definition 6.2. Suppose \(f: A \rightharpoonup B\) is a partial function, \(\alpha: X \rightsquigarrow C_{\perp}\) is an algorithm relative to \(\mathcal{G} \cup\{f\}\) which computes a partial function \(\bar{\alpha}: X \rightharpoonup C\), and
\[
\alpha(x)=\beta(x, r) \text { where }\{r=f\}
\]
where \(\beta: X \times(A \rightharpoonup B) \rightsquigarrow C_{\perp}\) is an algorithm relative to \(\mathcal{G}\). Suppose also that \(\bar{\alpha}(x)=w \in C\), for some \(x\). We say that \(\bar{\alpha}(x)\) is computed by \(\alpha\) using no more than \(n\) calls to \(f\), if there exists some finite partial function \(r^{\prime} \leq r\), such that \(\bar{\beta}\left(u, r^{\prime}\right)=w\), and the domain of \(r^{\prime}\) is of size no more than \(n\).

This is not the most general definition of "resource use", but it is simple, believable, and it applies easily to the proof of Prop. 3.1. First, if merge is the algorithm for merging defined by (5), then by the rules of Prop. 5.6, easily,
\[
\begin{equation*}
\operatorname{merge}(v, w)=\beta(v, w, r) \text { where }\left\{r=\chi_{\leq}\right\} \tag{11}
\end{equation*}
\]
where \(\chi \leq\) is the characteristic function of the given ordering, and \(\beta\) is defined simply by replacing \(v_{0} \leq w_{0}\) by \(r\left(v_{0}, w_{0}\right)\) in (5) (and adding the

\footnotetext{
18 The pedantic "where \(\}\) " can be safely omitted in practice, since the givens are always recursors-never functions-and so no confusion can arise.
}
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"head" merge $(v, w))$. With this definition of "counting comparisons", the proof of (b) of Prop. 3.1 works almost word-for-word. Finally, for the mergesort algorithm msort, we prove in the same way that

$$
\boldsymbol{m s o r t}(u)=\gamma(u, r) \text { where }\left\{r=\chi_{\leq}\right\},
$$

where $\gamma$ is now simple enough so we can retype it,

$$
\begin{aligned}
\gamma(u, r)=\operatorname{sort}(u) \text { where }\{\operatorname{sort}(u)= & \text { if }|u| \leq 1 \text { then } \operatorname{id}(u) \\
& \text { else } \left.\beta\left(\operatorname{sort}\left(h_{1}(u)\right), \operatorname{sort}\left(h_{2}(u)\right), r\right)\right\}
\end{aligned}
$$

and the argument for (d) is exactly as given informally.

### 6.2 Infinite output - the sieve of Eratosthenes

Consider the following recursor representation of the sieve of Eratosthenes algorithm which "prints out" the sequence of prime numbers:

$$
\begin{aligned}
\text { Primes }= & p\left(u_{0}\right) \text { where } \\
& \left\{u_{0}=\langle 2,3,4, \ldots\rangle,\right. \\
& p(u)=\operatorname{Print}(\operatorname{head}(u))^{\wedge} p(\operatorname{sieve}(\operatorname{head}(u), \operatorname{tail}(u))), \\
& \operatorname{sieve}(x, v)=\operatorname{if}(x \mid \operatorname{head}(v)) \operatorname{then} \operatorname{sieve}(x, \operatorname{tail}(v)) \\
& \left.\quad \text { else } \operatorname{head}(v)^{\wedge} \operatorname{sieve}(x, \operatorname{tail}(v))\right\} .
\end{aligned}
$$

Here $x$ varies over integers $(\geq 2), u$ and $v$ vary over finite and infinite sequences of integers, the functions head, tail, $x^{\wedge}\left\langle u_{0}, u_{1}, \ldots\right\rangle=$ $\left\langle x, u_{0}, u_{1}, \ldots\right\rangle$, etc., are the obvious ones, represented by their associated, trivial recursors, and each $p(u)$ is a sequence of print acts. There are many implementations of this algorithm, but its correctness (and most of the basic facts about it) can be established directly from this recursor which models it.

### 6.3 Non-determinism - graph reachability

If we let, for any set $A$ and $p: A \rightharpoonup\{1,0\}$,

$$
\left(\exists_{A}^{\frac{1}{2}} s\right) p(s)=\exists_{A}^{\frac{1}{2}}(p)= \begin{cases}1 & \text { if, for some } s \in A, p(s)=1  \tag{12}\\ \perp & \text { otherwise }\end{cases}
$$

then the non-deterministic ${ }^{19}$ mapping $\exists_{A}^{\frac{1}{2}}:(A \rightharpoonup\{1,0\}) \rightharpoonup\{1,0\}$ expresses "search" over the set $A$, and we can use it (as a given) to define
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succinctly one of the standard algorithms for graph reachability: with
\[
\begin{aligned}
\operatorname{reach}(x, y)= & p(y) \text { where } \\
& \left\{p(s)=\text { if } \chi_{R}(x, s) \text { then } 1 \text { else }\left(\exists_{G}^{\frac{1}{2}} t\right)\left[p(t) \& \chi_{R}(t, s)\right]\right\}
\end{aligned}
\]

Here \(R(s, t)\) is the edge relation on the given graph \((G, R)\), and easily,
\[
\overline{\operatorname{reach}}(x, y)=1 \Longleftrightarrow \text { there is a path joining } x \text { to } y .
\]

There are many implementations of this algorithm for finite (or countable) graphs, which depend, to begin with, on some, assumed representation of the given graph \(G\), but, again, its correctness and the basic facts about it are easy to read off its recursor representation.

\section*{7 Discontinuous and Axiomatic Algorithms}

It was noted in Footnote 6 that the Least-Fixed-Point Lemma 2.2 holds for monotone mappings \(\tau: D \rightarrow D\), which need not be continuous. This has been used to develop a theory of monotone least-fixed-point recursion, which has found important applications in Definability Theory. For example, if we let, for \(p: A \rightharpoonup\{1,0\}\),
\[
\exists_{A}(p)= \begin{cases}1, & \text { if there exists some } x \in A, \text { such that } p(x)=1 \\ 0, & \text { if for all } x \in A, p(x)=0\end{cases}
\]
then the mapping \(\exists_{A}\) which "embodies (full) quantification over the set \(A "\) according to Kleene, is monotone, but, obviously discontinuous, if \(A\) is infinite. Kleene \([4,5]\) used such mappings to develop his higher-type recursion, later (and much better) formulated in terms of monotone, least-fixed-point recursion by Platek [15]. \({ }^{20}\) The theory of inductive definability on first-order structures [10] is also a chapter of monotone, least-fixed-point recursion, and it, too, has applications, to Proof Theory, Set Theory and Computer Science.

Now, the basic theory of continuous recursors and algorithms, outlined in Sects. \(4-6\), never uses the continuity hypotheses, except to infer that certain systems of recursive equations have least fixed points; and so it can be generalized, word-for-word, to a theory of single-valued, monotone recursors and algorithms, which, in particular, provides an algorithmic "underpinning" to Higher Type Recursion and Inductive Definability. It can be argued that we should not label "algorithms" these "infinitary" definitonal schemes which cannot (in general) be implemented, but one can also argue that the name fits and serves a useful purpose, cf. Sect. 9 of [14].

Going one step further, the elementary theory of recursors and algorithms never uses the fact that systems of recursive equations have least

\footnotetext{
\({ }^{20}\) See also [1] and [3]. Higher-type recursion is not well known, but it is a beautiful theory with substantial applications, even in Set Theory!
}
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fixed points, once the basic Lemmas 5.1 - 5.5 have been established, only that recursors have been defined in terms of systems with canonical fixed points, for which these Lemmas can be established. The observation leads to an axiomatic theory of algorithms, built "over" a theory of fixed point recursion with suitable properties, which has applications: it is especially useful in "guiding" the development of multiple-valued (concurrent) recursion, which poses serious conceptual and mathematical challenges. See [13] and the references there to the classical work on this topic.

## 8 Problems

The connection between an algorithm and its implementations and the question of "identity" for algorithms are, I believe, fundamental conceptual problems which must be confronted in any attempt to provide foundations for the theory of algorithms, and "algorithm-based" complexity theory is the most promising direction in which to look for applications of the proposed enterprise. I will comment briefly on these topics here, assuming that algorithms are definable recursors.

### 8.1 Implementations

What is the basic relation between an algorithm and its implementationsand, for that matter, what are implementations? There is a plausible answer for algorithms which compute partial functions $\bar{\alpha}: X \rightharpoonup Y$, sketched out in Sect. 7 of [14], which goes like this.

First, a relation $\alpha \leq_{r} \beta$ of reduction (or simulation) between recursors is defined, which, roughly, says that the "abstract computations" of $\alpha$ are "canonically imbedded" in those of $\beta$. This is a natural extension to recursive definitions of classical "state-mapping-reductions", normally defined for machines. Second, it is assumed that implementations are abstract machines, which is natural enough for algorithms which compute partial functions. And finally, we call a machine $\phi$ an implementation of $\alpha$, if $\alpha \leq_{r} \boldsymbol{r}_{\phi}$, where $\boldsymbol{r}_{\phi}$ is the (tail) recursor associated with $\phi$. The definition covers the usual implementations of recursion by a stack, and it behaves well with respect to resource-use, e.g., it justifies extending to all the implementations of the mergesort the comparison counts established for the algorithm.

For more general algorithms $\alpha: X \rightsquigarrow W$ with output in an arbitrary complete poset (like primes, or algorithms which depend on a state), the guide should be Programming Language Theory, a large part of which is concerned with the construction of operational semantics (i.e., implementations) of a given language $L$, and establishing their correctness relative to the denotational semantics of $L$, cf. [19]. It is not, however, simple to extract from this work a natural and language-independent notion of what it means "to implement an algorithm". Put another way, the

[^6]sieve-of-Eratosthenes algorithm can be expressed naturally in many programming languages (with notation for streams), but I do not see clearly what object "the $L$ implementation of primes" would be, or how to relate it to "the $L^{\prime}$ implementation of primes", for another language $L^{\prime}$.

### 8.2 Recursor Isomorphism and Algorithm Identity

If $\gamma: X \rightsquigarrow Y, \beta: Y \times Y \rightsquigarrow W$, are algorithms, relative to some $\mathcal{G}$, then

$$
\alpha(x)=\beta(\gamma(x), \gamma(x))=\beta(u, v) \text { where }\{u=\gamma(x), v=\gamma(x)\} \text {, }
$$

by the rules of Prop. 5.6, so that to compute $\bar{\beta}(\bar{\gamma}(x), \bar{\gamma}(x))$ by $\alpha$ we need to compute $\bar{\gamma}(x)$ twice. If the computation of $\bar{\gamma}(x)$ has no side-effects, we would rather use the simpler

$$
\alpha^{\prime}(x)=\beta(u, u) \text { where }\{u=\gamma(x)\}
$$

which is not isomorphic with $\alpha$ : does this mean that recursor composition does not model faithfully "algorithm composition", or that recursor isomorphism does not capture "algorithm identity"? I would argue that neither of these claims is true, and that, however understood, $\alpha^{\prime}$ is different from $\alpha$-an "optimization" of $\alpha$, if you wish.

It is, however, a fact, that recursor isomorphism is a very fine equivalence relation on algorithms, not preserved by many of the algorithm transformations we use in practice when we simplify or optimize programs; and that, to be useful in applications, the theory of recursors should be enriched by a substantive study of equivalence relations coarser than isomorphism, which are preserved by simple optimizing transformations like the move from $\alpha$ to $\alpha^{\prime}$.

### 8.3 Algorithm-based Complexity

A hint of what I mean by this was given by the analysis of the mergesort in Sect. 3 and Subsect. 6.1, and it is probably enough to suggest the possibilities: I would guess that many results in the analysis of algorithms are, in fact, discovered by staring at recursive equations (or informal procedures which can be expressed by systems of recursive equations), and then the proofs are re-written and grounded on some specific model of computation for lack of a rigorous way to explain the "informal" argument.

On the other hand, it is not so obvious how to develop for this kind of complexity a useful analog of the complexity classes (like $P$ and $N P$ ) which have been so useful in classical complexity theory. This is, really, the same problem of "natural" equivalence relations among algorithms discussed in the preceding subsection, and it is wide open.
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[^0]:    ${ }^{1}$ See, for example, Knuth's classic [7], which is, in fact, the only standard reference I know in which algorithms are defined where they should be, in Sect. 1.1.
    ${ }^{2}$ See Kleene's [6], or, better still, McCarthy's [9], which introduced the correct notion of "system of recursive equations".

[^1]:    least-fixed-point recursion. We can avoid introducing these notions here, as they are not needed for the simple observations on recursive definitions we want to make.
    ${ }^{9}$ In Church's notation, standard in logic, $(\lambda s \in S)[\ldots s \ldots]$ is the function $p$ which assigns to each $s \in S$ the value $p(s)=[\ldots s \ldots]$.
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[^3]:    ${ }^{11}$ Recursors are related to systems of recursive equations in the same way that differential operators are related to differential equations.
    ${ }^{12}$ It is tempting to avoid explicit reference to the components of the solution set, i.e., to let recursors be pairs $\alpha=\left(\alpha_{0}, \tau_{\alpha}\right)$ with $\tau_{\alpha}: X \times D_{\alpha} \rightarrow D_{\alpha}$. This was done in [14], because it leads to a simple notion of recursor isomorphism, but it complicates the constructions and proofs of the basic facts about recursor combinations. Here I have returned to the original concept of [12], which, in effect, models directly the notion of mutual recursion.
    ${ }^{13}$ Formally, 'where' and 'where' denote operators which take (suitable) tuples of continuous mappings as arguments, so that where $\left(\alpha_{0}, \ldots, \alpha_{n}\right)$ is a recursor and where $\left(\alpha_{0}, \ldots, \alpha_{n}\right)$ is a continuous mapping.

[^4]:    ${ }^{16}$ We are using lists of variables in these schemes to specify functions on product posets, so that, $\mathbf{x}=x_{1}, \ldots, x_{n} \in X_{1} \times \cdots \times X_{n}, \mathbf{y}=y_{1}, \ldots, y_{m}$, $\mathbf{d}=d_{1}, \ldots, d_{k}$, and

    $$
    \mathbf{x}, \mathbf{y}=x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{m} \in X \times Y=X_{1} \times \cdots X_{n} \times Y_{1} \cdots \times Y_{m} .
    $$

    The notation has "too many dots", as a distinguished computer scientist complained to me once, but the categorical alternative which he favors (with explicit product and projection functions) requires too many arrows.
    ${ }^{17}$ This definition may be viewed as a generalized and (more significantly) algorithmic reading of McCarthy's systems of recursive equations in [9].

[^5]:    19 The "half-quantifier" $\exists^{\frac{1}{2}}$ has similar properties to Plotkin's parallel conditionals in [16]. A monotone mapping $f:(A \rightharpoonup B) \rightharpoonup C$ is deterministic if whenever $f(p)=w \in C$, there exists a least partial function $p^{\prime} \leq p$ such that $f(p)=w$. Useful definitions of "determinism" for more general mappings require considering complete posets with additional structure, which we are not doing here, see Footnote 8.
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