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## PREFACE

This book provides an introduction to modern physics for students who have completed an academic year of general physics. As a continuation of introductory general physics, it includes the subject areas of classical relativity (Chapter 1), Einstein's special theory of relativity (Chapters $2-4$ ), the old quantum theory (Chapters 5-7), an introduction to quantum mechanics (Chapters 8-10), and introductory classical and quantum statistical mechanics (Chapters $11-12$ ). In a two-term course, Chapters $1-7$ may be covered in the first term and Chapters $8-12$ in the second. For schools offering a one-term course in modern physics, many of the topics in Chapters 1-7 may have previously been covered; consequently, the portions of this textbook to be covered might include parts of the old quantum theory, all of quantum mechanics, and possibly some of the topics in statistical mechanics.

It is important to recognize that mathematics is only a tool in the development of physical theories and that the mathematical skills of students at the sophomore level are often limited. Accordingly, algebra and basic trigonometry are primarily used in Chapters $1-7$, with elementary calculus being introduced either as an alternative approach or when necessary to preserve the integrity and rigor of the subject. The math review provided in Appendix A is more than sufficient for a study of the entire book. On occasions when higher mathematics is required, as with the solution to a second-order partial differential equation in Chapter 8, the mathematics is sufficiently detailed to allow understanding with only a
knowledge of elementary calculus. Even quantum theory and statistical mechanics are easily managed with this approach through the introduction of operator algebra and with the occasional use of one of the five definite integrals provided in Appendix A. This reduced mathematical emphasis allows students to concentrate on the more important underlying physical concepts and not be distracted or intimidated by unfamiliar mathematics.

A major objective of this book is to enhance student understanding and appreciation of the fundamentals of physics by illustrating the necessary physical and quantitative reasoning with fundamentals that is essential for theoretical modeling of phenomena in science and engineering. The majority of physics textbooks at both the introductory and the intermediate level concentrate on introducing the basic concepts, formulas, and associated terminology of a broad spectrum of physics topics, leaving little space for the development of mathematical logic and physical reasoning from first principles. Certainly, students must first learn the fundamentals of the subject before intricate, detailed logic and reasoning are possible. But most intermediate and advanced books follow the lead of introductory textbooks and seldom elaborate in sufficient detail the development of physical theories. Students are expected somehow to develop the necessary physical and quantitative reasoning either on their own or from classroom lectures. The result is that many students simply memorize physical formulas and stereotyped problems in their initial study of physics and continue the practice in intermediate and advanced courses. Students entering college are often accomplished at rote memorization but poorly prepared in reasoning skills. They must learn how to reason and how to employ logic with a set of fundamentals to obtain insights and results that are not obvious or commonly recognized. Developing understanding and reasoning is difficult in the qualitative nonscience courses and supremely challenging in such highly quantitative courses as physics and engineering. The objective is, however, most desirable in these areas, since memorized equations and problems are rapidly forgotten by even the best students.

In this textbook, a deliberate and detailed approach has been employed. All of the topics presented are developed from first principles. In fact, all but three equations are rigorously derived via physical reasoning before being applied to problems or used in the discussion of other topics. Thus, the order of topics throughout the text is dictated by the requirement that fundamentals and physical derivations be carefully and judiciously introduced. And there is a gradual increase in the complexity of topics being considered to allow students to mature steadily in physical and quantitative reasoning as they progress through the book. For example, relativity is discussed early, since it depends on only a small number of physical fundamentals from kinematics and dynamics of general classical mechanics. Chapter 1 allows students to review pertinent fundamental
equations of classical mechanics and to apply them to classical relativity before they are employed in the development of Einstein's special theory of relativity in Chapters 2-4. This allows students time to develop the necessary quantitative skills and gain an overview of relativity before considering the conceptually subtle points of Einsteinian relativity. This basic approach, of reviewing the classical point of view before developing that of modern physics, continues throughout the text, to allow students to build upon what they already know an to develop strong connections between classical and modern physics. With this approach-where later subject areas are dependent on the fundamentals and results of earlier sections-students are led to develop greater insights as they apply previously gained knowledge to new physical situations. They also see how concepts of classical and modern physics are tied together, rather than seeing them as confused, isolated areas of interest.

This development of reasoning skills and fundamental understanding better prepares students for all higher level courses. This book does not therefore pretend to be a survey of all modern physics topics. The pace of developing scientific understanding requires that some topics be omitted. For example, since a rigorous development of nuclear physics requires relativistic quantum mechanics, only a few basic topics (e.g., the size of the nucleus, nuclear binding energy, etc.) merit development within the pedagogic framework of the text. The goal of this book is to provide the background required for meaningful future studies and not to be a catalog of modern physics topics. Thus, the traditional coverage of nuclear physics has been displaced by the extremely useful subject of statistical mechanics. The fundamentals of statistical mechanics are carefully developed and applied to numerous topics in solid state physics and engineering, topics which themselves are so very important for many courses at the intermediate and advanced levels.

The following pedagogic features appear throughout this textbook:

1. Each chapter begins with an introductory overview of the direction and objectives of the chapter.
2. Boldface type is used to emphasize important concepts, principles, postulates, equation titles. and new terminology when they are first introduced; thereafter, they may be italicized to reemphasize their importance.
3. Verbal definitions are set off by the use of italics.
4. Reference titles (and comments) for important equations appear in the margin of the text.
5. Fundamental defining equations and important results from derivations are highlighted in color. Furthermore, a defining symbol is used with fundamental defining equations in place of an equality sign.
6. A logical and comprehensive list of the fundamental and derived equations in each chapter appears in a review section. It will assist students in the assimilation of fundamental equations (and associated reference terminology) and test their quantitative reasoning ability.
7. Formal solutions for the odd-numbered problems are provided at the end of each chapter, and answers are given for the even-numbered problems. A student's efficiency in assimilating fundamentals and developing quantitative reasoning is greatly enhanced by making solutions an integral part of the text. The problems generally require students to be deliberate, reflective, and straightforward in their logic with physical fundamentals.
8. Examples and applications of physical theories are limited in order not to distract students from the primary aim of understanding the physical reasoning, fundamentals, and objectives of each section or chapter. Having solutions to problems at the end of a chapter reduces the number of examples required within the text, since many of the problems complement the chapter sections with subtle concepts being further investigated and discussed.
9. Endpapers provide a quick reference of frequently used quantities: the Greek alphabet, metric prefixes, mathematical symbols, calculus identities, and physical constants.

## CHAPTER

## Classical Transformations



Classical mechanics and Galilean relativity apply to everyday objects traveling with relatively low speeds.

In experimental philosophy we are to look upon propositions obtained by general induction from phenomena as accurately or very nearly true ... till such a time as other phenomena occur, by which they may either be made accurate, or liable to exception. SIR ISAAC NEWTON, Principia ( 1686 )

## Introduction

Before the turn of the twentieth century, classical physics was fully developed within the three major disciplines-mechanics, thermodynamics, and electromagnetism. At that time the concepts, fundamental principles, and theories of classical physics were generally in accord with common sense
and highly developed in precise, sophisticated mathematical formalisms. Alternative formulations to Newtonian mechanics were available through Lagrangian dynamics, Hamilton's formulation, and the Hamilton-Jacobi theory, which were equivalent physical descriptions of nature but differed mathematically and philosophically. By 1864 the theory of electromagnetism was completely contained in a set of four partial differential equations. Known as Maxwell's equations, they embodied all of the laws of electricity, magnetism, optics, and the propagation of electromagnetic radiation. The applicability and degree of sophistication of theoretical physics by the end of the nineteenth century was such that is was considered to be practically a closed subject. In fact, during the early 1890s some physicists purported that future accomplishments in physics would be limited to improving the accuracy of physical measurements. But, by the turn of the century, they realized classical physics was limited in its ability to accurately and completely describe many physical phenomena.

For nearly 200 years after Newton's contribution to classical mechanics, the disciplines of physics enjoyed an almost flawless existence. But at the turn of the twentieth century there was considerable turmoil in theoretical physics, instigated in 1900 by Max Planck's theory for the quantization of atoms regarded as electromagnetic oscillators and in 1905 by Albert Einstein's publication of the special theory of relativity. The latter work appeared in a paper entitled "On the Electrodynamics of Moving Bodies," in the German scholarly periodical, Annalen der Physik. This theory shattered the Newtonian view of nature and brought about an intellectual revelation concerning the concepts of space, time, matter, and energy.

The major objective of the following three chapters is to develop an understanding of Einsteinian relativity. It should be noted that the basic concept of relativity, namely that the laws of physics assume the same form in many different reference frames, is as old as the mechanics of Galileo Galilei (1564-1642) and Isaac Newton (1642-1727). The immediate task, however, is to review a few fundamental principles and defining equations of classical mechanics, which will be utilized in the development of relativistic transformation equations. In particular, the classical transformation equations for space, time, velocity, and acceleration are developed for two inertial reference frames, along with the appropriate frequency and wavelength equations for the classical Doppler effect. By this review and development of classical transformations, we will obtain an overview of the fundamental principles of classical relativity, which we are going to modify, in order that the relationship between the old theory and the new one can be fully understood and appreciated.

## I.I Fundamental Units

A philosophical approach to the study of natural phenomena might lead one to the acceptance of a few basic concepts in terms of which all physical quantities can be expressed. The concepts of space, time, and matter appear to be the most fundamental quantities in nature that allow for a description of physical reality. Certainly, reflection dictates space and time to be the more basic of the three, since they can exist independently of matter in what would constitute an empty universe. In this sense our philosophical and commonsense construction of the physical universe begins with space and time as given primitive, indefinable concepts and allows for the distribution of matter here and there in space and now and then in time.

A classical scientific description of the basic quantities of nature departs slightly from the philosophical view. Since space is regarded as threedimensional, a spatial quantity like volume can be expressed by a length measurement cubed. Further, the existence of matter gives rise to gravitational, electric, and magnetic fields in nature. These fundamental fields in the universe are associated with the basic quantities of mass, electric charge, and state of motion of charged matter, respectively, with the latter being expressed in terms of length, time, and charge. Thus, the scientific view suggests four basic or fundamental quantities in nature: length, mass, time, and electric charge. It should be realized that an electrically charged body has an associated electric field according to an observer at rest with respect to the charged body. However, if relative motion exists between an observer and the charged body, the observer will detect not only and electric field, but also a magnetic field associated with the charged body. As the constituents of the universe are considered to be in a state of motion, the fourth fundamental quantity in nature is commonly taken to be electric current as opposed to electric charge.

The conventional scientific description of the physical universe, according to classical physics, is in terms of the four fundamental quantities: length, mass, time, and electric current. It should be noted that these four fundamental or primitive concepts have been somewhat arbitrarily chosen, as a matter of convenience. For example, all physical concepts of classical mechanics can be expressed in terms of the first three basic quantities, whereas electromagnetism requires the inclusion of the fourth. Certainly, these four fundamental quantities are convenient choices for the disciplines of mechanics and electromagnetism; however, in thermodynamics it proves convenient to define temperature as a fundamental or primitive concept. The point is that the number of basic quantities selected to describe physical reality is arbitrary, to a certain extent, and can be increased
or decreased for convenience in the description of physical concepts in different areas.

Just as important as the number of basic quantities used in describing nature is the selection of a system of units. Previously, the systems most commonly utilized by scientists and engineers included the MKS (meter-kilogram-second), Gaussian or CGS (centimeter-gram-second), and British engineering or FPS (foot-pound-second) systems. Fortunately, an international system of units, called the Système internationale (SI), has been adopted as the preferred system by scientists in most countries. It is based upon the original MKS rationalized metric system and will probably become universally adopted by scientists and engineers in all countries, even those in the United States. For this reason it will be primarily utilized as the system of units in this textbook, although other special units (e.g., Angstrom ( $\AA$ ) for length and electron volt (eV) for energy) will be used in some instances for emphasis and convenience. In addition to the fundamental units of length, mass, time, and electric current, the SI system includes units for temperature, amount of substance, and luminous intensity. In the SI (MKS) system the basic units associated with these seven fundamental quantities are the meter $(\mathrm{m})$, kilogram $(\mathrm{kg})$, second $(\mathrm{s})$, ampere (A), kelvin $(\mathrm{K})$, mole (mol), and candela (cd), respectively. The units associated with every physical quantity in this textbook will be expressed as some combination of these seven basic units, with frequent reference to their equivalence in the CGS metric system. Since the CGS system is in reality a sub-system of the SI, knowledge of the metric prefixes allows for the easy conversion of physical units from one system to the other.

## I. 2 Review of Classical Mechanics

Before developing the transformation equations of classical relativity, it will prove prudent to review a few of the fundamental principles and defining equations of classical mechanics. In kinematics we are primarily concerned with the motion and path of a particle represented as a mathematical point. The motion of the particle is normally described by the position of its representative point in space as a function of time, relative to some chosen reference frame or coordinate system. Using the usual Cartesian coordinate system, the position of a particle at time $t$ in three dimensions is described by its displacement vector $\mathbf{r}$,

$$
\begin{equation*}
\mathbf{r}=x \mathbf{i}+y \mathbf{j}+z \mathbf{k}, \tag{1.1}
\end{equation*}
$$

relative to the origin of coordinates, as illustrated in Figure 1.1. Assuming we know the spatial coordinates as a function of time,

$$
\begin{equation*}
x=x(t) \quad y=y(t) \quad z=z(t), \tag{1.2}
\end{equation*}
$$

then the instantaneous translational velocity of the particle is defined by

$$
\begin{equation*}
\mathbf{v} \equiv \frac{d \mathbf{r}}{d t} \tag{1.3}
\end{equation*}
$$

with fundamental units of $\mathrm{m} / \mathrm{s}$ in the SI system of units. The three-dimensional velocity vector can be expressed in terms of its rectangular components as

$$
\begin{equation*}
\mathbf{v}=v_{x} \mathbf{i}+v_{y} \mathbf{j}+v_{z} \mathbf{k}, \tag{1.4}
\end{equation*}
$$

where the components of velocity are defined by

$$
\begin{align*}
& v_{x} \equiv \frac{d x}{d t}  \tag{1.5a}\\
& v_{y} \equiv \frac{d y}{d t}  \tag{1.5b}\\
& v_{z} \equiv \frac{d z}{d t} \tag{1.5c}
\end{align*}
$$

Although these equations for the instantaneous translational components of velocity will be utilized in Einsteinian relativity, the defining equations for average translational velocity and its components, given by

$$
\begin{align*}
& \overline{\mathrm{v}} \equiv \frac{\Delta \mathbf{r}}{\Delta t},  \tag{1.6a}\\
& \bar{v}_{x} \equiv \frac{\Delta x}{\Delta t},  \tag{1.6b}\\
& \bar{v}_{y} \equiv \frac{\Delta y}{\Delta t},  \tag{1.6c}\\
& \bar{v}_{z} \equiv \frac{\Delta z}{\Delta t}, \tag{1.6d}
\end{align*}
$$

will be primarily used in the derivations of classical relativity. As is customary, the Greek letter delta $(\Delta)$ in these equations is used to denote the
change in a quantity. For example, $\Delta x=x_{2}-x_{1}$ indicates the displacement of the particle along the $X$-axis from its initial position $x_{1}$ to its final position $x_{2}$.

To continue with our review of kinematics, recall that the definition of acceleration is the time rate of change of velocity. Thus, instantaneous translational acceleration can be defined mathematically by the equation

$$
\begin{align*}
\mathbf{a} & =\frac{d \mathbf{v}}{d t}=\frac{d^{2} \mathbf{r}}{d t^{2}} \\
& =a_{x} \mathbf{i}+a_{\mathbf{y}} \mathbf{j}+a_{z} \mathbf{k}, \tag{1.7}
\end{align*}
$$

having components given by

$$
\begin{align*}
& a_{x} \equiv \frac{d v_{x}}{d t}=\frac{d^{2} x}{d t^{2}}  \tag{1.8a}\\
& a_{y} \equiv \frac{d v_{y}}{d t}=\frac{d^{2} y}{d t^{2}}  \tag{1.8b}\\
& a_{z} \equiv \frac{d v_{z}}{d t}=\frac{d^{2} z}{d t^{2}} \tag{1.8c}
\end{align*}
$$

Likewise, average translational acceleration is defined by

$$
\begin{equation*}
\overline{\mathbf{a}} \equiv \frac{\Delta \mathbf{v}}{\Delta t}=\bar{a}_{x} \mathbf{i}+\bar{a}_{y} \mathbf{j}+\bar{a}_{z} \mathbf{k} \tag{1.9}
\end{equation*}
$$

with Cartesian components

$$
\begin{align*}
& \bar{a}_{x} \equiv \frac{\Delta v_{x}}{\Delta t},  \tag{1.10a}\\
& \bar{a}_{y} \equiv \frac{\Delta v_{y}}{\Delta t},  \tag{1.10b}\\
& \bar{a}_{z} \equiv \frac{\Delta v_{z}}{\Delta t} . \tag{1.10c}
\end{align*}
$$

The basic units of acceleration in the SI system are $\mathrm{m} / \mathrm{s}^{2}$, which should be obvious from the second equality in Equation 1.7.

The kinematical representation of the motion and path of a system of particles is normally described by the position of the system's center of mass point as a function of time, as defined by

$$
\begin{equation*}
\mathbf{r}_{c} \equiv \frac{1}{M} \sum_{i} m_{i} \mathbf{r}_{i} \tag{1.11}
\end{equation*}
$$

In this equation the Greek letter sigma $(\Sigma)$ denotes a sum over the $i$-particles, $m_{i}$ is the mass of the $i$ th particle having the position vector $\mathbf{r}_{i}$, and $M=\Sigma m_{i}$ is the total mass of the system of discrete particles. For a continuous distribution of mass, the position vector for the center of mass is defined in terms of the integral expression

$$
\begin{equation*}
\mathbf{r}_{c} \equiv \frac{1}{M} \int \mathbf{r} d m \tag{1.12}
\end{equation*}
$$

From these definitions, the velocity and acceleration of the center of mass of a system are obtained by taking the first and second order time derivatives, respectively. That is, for a discrete system of particles,

$$
\begin{equation*}
\mathbf{v}_{c}=\frac{1}{M} \sum_{i} m_{i} \mathbf{v}_{i} \tag{1.13}
\end{equation*}
$$

for the velocity and

$$
\begin{equation*}
\mathbf{a}_{c}=\frac{1}{M} \sum_{i} m_{i} \mathbf{a}_{i} \tag{1.14}
\end{equation*}
$$

for the acceleration of the center of mass point.
Whereas kinematics is concerned only with the motion and path of particles, classical dynamics is concerned with the effect that external forces have on the state of motion of a particle or system of particles. Newton's three laws of motion are by far the most important and complete formulation of dynamics and can be stated as follows:

1. A body in a state of rest or uniform motion will continue in that state unless acted upon by and external unbalanced force.
2. The net external force acting on a body is equal to the time rate of change of the body's linear momentum.
3. For every force acting on a body there exists a reaction force, equal in magnitude and oppositely directed, acting on another body.

With linear momentum defined by

$$
\begin{equation*}
\mathbf{p} \equiv m \mathbf{v}, \tag{1.15}
\end{equation*}
$$

Newton's second law of motion can be represented by the mathematical equation

$$
\begin{equation*}
\mathrm{F} \equiv \frac{d \mathbf{p}}{d t} \tag{1.16}
\end{equation*}
$$

for the net external force acting on a body. If the mass of a body is time independent, then substitution of Equation 1.15 into Equation 1.16 and using Equation 1.7 yields

$$
\begin{equation*}
\mathbf{F}=m \mathbf{a} . \tag{1.17}
\end{equation*}
$$

From this equation it is obvious that the gravitational force acting on a body, or the weight of a body $F_{g}$, is given by

$$
\begin{equation*}
F_{g}=m g \tag{1.18}
\end{equation*}
$$

where $g$ is the acceleration due to gravity. In the SI system the defined unit of force (or weight) is the Newton ( N ), which has fundamental units given by

$$
\begin{equation*}
\mathrm{N}=\frac{\mathrm{kg} \cdot \mathrm{~m}}{\mathrm{~s}^{2}} . \tag{1.19}
\end{equation*}
$$

In the Gaussian or CGS system of units, force has the defined unit dyne (dy) and fundamental units of $\mathrm{g} \cdot \mathrm{cm} / \mathrm{s}^{2}$.

Another fundamental concept of classical dynamics that is of particular importance in Einsteinian relativity is that of infinitesimal work $d W$, which is defined at the $d o t$ or scalar product of a force $\mathbf{F}$ and an infinitesimal displacement vector $d \mathbf{r}$, as given by the equation

$$
\begin{equation*}
d W \equiv \mathbf{F} \cdot d \mathbf{r} \tag{1.20}
\end{equation*}
$$

Work has the defined unit of a Joule (J) in SI units (an erg in CGS units), with corresponding fundamental units of

$$
\begin{equation*}
\mathrm{J}=\frac{\mathrm{kg} \cdot \mathrm{~m}^{2}}{\mathrm{~s}^{2}} . \tag{1.21}
\end{equation*}
$$

These are the same units that are associated with kinetic energy,

$$
\begin{equation*}
T \equiv \frac{1}{2} m v^{2}, \tag{1.22}
\end{equation*}
$$

and gravitational potential energy

$$
\begin{equation*}
\mathrm{V}_{g}=m g y, \tag{1.23}
\end{equation*}
$$

since it can be shown that the work done on or by a body is equivalent to the change in mechanical energy of the body.

Although there are a number of other fundamental principles, concepts, and defining equations of classical mechanics that will be utilized in this textbook, those presented in the review will more than satisfy our needs for the next few chapters. A review of a general physics textbook of the defining equations, defined and derived units, basic SI units, and conventional symbols for fundamental quantities of classical physics might be prudent. Appendix A contains a review of the mathematics (symbols, algebra, trigonometry, and calculus) necessary for a successful study of intermediate level modern physics.

## I. 3 Classical Space-Time Transformations

The classical or Galilean-Newtonian transformation equations for space and time are easily obtained by considering two inertial frames of reference, similar to the coordinate system depicted in Figure 1.1. An inertial


Figure I.I
The position of a particle specified by a displacement vector in Cartesian coordinates.
frame of reference can be thought of as a nonaccelerating coordinate system, where Newton's laws of motion are valid. Further, all frames of reference moving at a constant velocity relative to an inertial one are themselves inertial and in principle equivalent for the formation of physical laws.

Consider two inertial systems $S$ and $\mathrm{S}^{\prime}$, as depicted in Figure 1.2, that are separating from one another at a constant speed $u$. We consider the axis of relative motion between S and $\mathrm{S}^{\prime}$ to coincide with their respective $X, X^{\prime}$ axis and that their origin of coordinates coincided at time $t=t^{\prime} \equiv 0$. Generality is not sacrificed by regarding system $S$ as being at rest and system $\mathrm{S}^{\prime}$ to be moving in the positive $X$ direction with a uniform speed $u$ relative to S . Further, the uniform separation of two systems need not be along their common $X, X^{\prime}$ axes. However, they can be so chosen without any loss in generality, since the selection of an origin of coordinates and the orientation of the coordinate axes in each system is entirely arbitrary. This requirement essentially simplifies the mathematical details, while maximizing the readability and understanding of classical and Einsteinian relativistic kinematics. Further, the requirement that $S$ and $S^{\prime}$ coincide at a time defined to be zero means that identical clocks in the two systems

Figure 1.2
The classical coordinate transformations from (a) $S$ to $S^{\prime}$ and (b) $\mathrm{S}^{\prime}$ to $S$.

(a)

are started simultaneously at that instant in time. This requirement is essentially an assumption of absolute time, since classical common sense dictates that for all time thereafter $t=t^{\prime}$.

Consider a particle $P\left(P^{\prime}\right.$ in $\left.\mathrm{S}^{\prime}\right)$ moving about with a velocity at every instant in time and tracing out some kind of path. At an instant in time $t$ $=t^{\prime}>0$, the position of the particle can be denoted by the coordinates $x, y, z$ in system S or, alternatively, by the coordinates $x^{\prime}, y^{\prime}, z^{\prime}$ in system $\mathrm{S}^{\prime}$, as illustrated in Figure 1.2. The immediate problem is to deduce the relation between these two sets of coordinates, which should be clear from the figure. From the geometry below the $X-X^{\prime}$ axis of Figure 1.2a and the assumption of absolute time, we have

$$
\begin{array}{ll}
x^{\prime}=x-u t, & (1.24 \mathrm{a}) \quad \mathrm{S} \rightarrow \mathrm{~S}^{\prime} \\
y^{\prime}=y, & (1.24 \mathrm{~b}) \\
z^{\prime}=z, & (1.24 \mathrm{c}) \\
t^{\prime}=t, & (1.24 \mathrm{~d})
\end{array}
$$

for the classical transformation equations for space-time coordinates, according to an observer in system S. These equations indicate how an observer in the S system relates his coordinates of particle $P$ to the $\mathrm{S}^{\prime}$ coordinates of the particle, that he measures for both systems. From the point of view of an observer in the $\mathrm{S}^{\prime}$ system, the transformations are given by

$$
\begin{array}{lr}
x=x^{\prime}+u t^{\prime}, & (1.25 \mathrm{a}) \\
y=y^{\prime}, & \mathrm{S}^{\prime} \rightarrow \mathrm{S} \\
z=z^{\prime}, & (1.25 \mathrm{~b}) \\
t=t^{\prime}, & (1.25 \mathrm{c}) \\
&  \tag{1.25d}\\
\hline
\end{array}
$$

where the relation between the $x$ and $x^{\prime}$ coordinates is suggested by the geometry below the $X^{\prime}$-axis in Figure 1.2b. These equations are just the inverse of Equations 1.24 and show how an observer in $\mathrm{S}^{\prime}$ relates the coordinates that he measures in both systems for the position of the particle at time $t^{\prime}$. These sets of equations are known as Galilean transformations. The space-time coordinate relations for the case where the uniform relative motion between S and $\mathrm{S}^{\prime}$ is along the $Y-Y^{\prime}$ axis or the $Z-Z^{\prime}$ axis should be obvious by analogy.

The space-time transformation equations deduced above are for coordinates and are not appropriate for length and time interval calculations. For example, consider two particles $P_{1}\left(P_{1}^{\prime}\right)$ and $P_{2}\left(P_{2}^{\prime}\right)$ a fixed distance $y$ $=y^{\prime}$ above the $X-X^{\prime}$ axis at an instant $t=t^{\prime}>0$ in time. The horizontal coordinates of these particles at time $t=t^{\prime}$ are $x_{1}$ and $x_{2}$ in systems S and $x_{1}^{\prime}$ and $x_{2}^{\prime}$ in system $\mathrm{S}^{\prime}$. The relation between these four coordinates, according to Equation 1.24a, is

$$
\begin{aligned}
& x_{1}^{\prime}=x_{1}-u t, \\
& x_{2}^{\prime}=x_{2}-u t,
\end{aligned}
$$

The distance between the two particles as measured with respect to the $\mathrm{S}^{\prime}$ system is $x_{2}^{\prime}-x_{1}^{\prime}$. Thus, from the above two equations we have

$$
\begin{equation*}
x_{2}^{\prime}-x_{1}^{\prime}=x_{2}-x_{1}, \tag{1.26}
\end{equation*}
$$

which shows that length measurements made at an instant in time are invariant (i.e., constant) for inertial frames of reference under a Galilean transformation.

Equations $1.24,1.25$, and 1.26 are called transformation equations because they transform physical measurements from one coordinate system to another. The basic problem in relativistic kinematics is to deduce the motion and path of a particle relative to the $S^{\prime}$ system, when we know the kinematics of the particle relative to system S. More generally, the problem is that of relating any physical measurement in $S$ with the corresponding measurement in $\mathrm{S}^{\prime}$. This central problem is of crucial importance, since an inability to solve it would mean that much of theoretical physics is a hopeless endeavor.

## I.4 Classical Velocity and Acceleration Transformations

In the last section we considered the static effects of classical relativity by comparing a particle's position coordinates at an instant in time for two inertial frames of reference. Dynamic effects can be taken into account by considering how velocity and acceleration transform between inertial systems. To simplify our mathematical arguments, we assume all displacements, velocities, and accelerations to be collinear, in the same direction, and parallel to the $X-X^{\prime}$ axis of relative motion, Further, systems S and $\mathrm{S}^{\prime}$ coincided at time $t=t^{\prime} \equiv 0$ and $\mathrm{S}^{\prime}$ is considered to be receding from S at the constant speed $u$.

Our simplified view allows us to deduce the classical velocity transformation equation for rectilinear motion by commonsense arguments. For example, consider yourself to be standing at a train station, watching a jogger running due east a $5 \mathrm{~m} / \mathrm{s}$ relative to and in front of you. Now, if you observe a train to be traveling due east at $15 \mathrm{~m} / \mathrm{s}$ relative to and behind you, then you conclude that the relative speed between the jogger and the train is $10 \mathrm{~m} / \mathrm{s}$. Because all motion is assumed to be collinear and in the same direction, the train must be approaching the jogger with a relative
velocity of $10 \mathrm{~m} / \mathrm{s}$ due east. A commonsense interpretation of these velocities (speeds and corresponding directions) can easily be associated with the symbolism adopted for our two inertial systems. From your point of view, you are a stationary observer in system $S$, the jogger represents an observer in system $\mathrm{S}^{\prime}$, and the train represents a particle in rectilinear motion. Consequently, a reasonable symbolic representation of the observed velocities would be $u=5 \mathrm{~m} / \mathrm{s}, v_{x}=15 \mathrm{~m} / \mathrm{s}$, and $v_{x}^{\prime}=10 \mathrm{~m} / \mathrm{s}$, which would obey the mathematical relation

$$
\begin{equation*}
v_{x}^{\prime}=v_{x}-u . \tag{1.27}
\end{equation*}
$$

This equation represents the classical or Galilean transformation of velocities and is expressed as a scalar equation, because of our simplifying assumptions on rectilinear motion.

For those not appreciating the above commonsense arguments used for obtaining velocity transformation equation, perhaps the following quantitative derivation will be more palatable. Consider the situation indicated in Figure 1.3, where a particle is moving in the $X-Y$ plane for some reasonable time interval $\Delta t=\Delta t^{\prime}$. As the particle moves from position $P_{1}$ at time $t_{1}$ to position $P_{2}$ at time $t_{2}$, its rectilinear displacement is measured by an observer in $S$ to be $x_{2}-x_{1}$. According to this observer, this distance is also given by his measurements of $x_{2}^{\prime}+u\left(t_{2}-t_{1}\right)-x_{1}^{\prime}$, as suggested in Figure 1.3. By comparing these two sets of measurements, the observer in system S concludes that

$$
\begin{equation*}
x_{2}^{\prime}-x_{1}^{\prime}=x_{2}-x_{1}-u\left(t_{2}-t_{1}\right) \tag{1.28}
\end{equation*}
$$



Figure I. 3
The displacement geometry of a particle at two different instants $t_{1}$ and $t_{2}$, as viewed by an observer in system $S$.
for distance traveled by the particle in the $\mathrm{S}^{\prime}$ system. It should be noted that for classical systems a displacement occurring over a nonzero time interval in not invariant, although previously we found that a length measurement made at an instant in time was invariant. Also, since the time interval for the particle's rectilinear displacement is

$$
\begin{equation*}
t_{2}^{\prime}-t_{1}^{\prime}=t_{2}-t_{1} \tag{1.29}
\end{equation*}
$$

the division of Equation 1.28 by the time interval equation yields the expected velocity transformation given in Equation 1.27. This result is also easily produced by considering the coordinate transformations given by Equations 1.24 a and 1.24 d for the two positions of the particle in space and time. Further, the generalization to three-dimensional motion, where the particle has $x, y$, and $z$ components of velocity, should be obvious from the classical space-time transformation equations. The results obtained for the Galilean velocity transformations in three dimensions are

$$
\begin{equation*}
S \rightarrow S^{\prime} \tag{1.30a}
\end{equation*}
$$

$$
\begin{align*}
& v_{x}^{\prime}=v_{x}-u, \\
& v_{y}^{\prime}=v_{y},  \tag{1.30b}\\
& v_{z}^{\prime}=v_{z} . \tag{1.30c}
\end{align*}
$$

Observe that the $y$ - and $z$-components of the particle's velocity are invariant, while the $x$-components, measured by different inertial observers, are not invariant under a transformation between classical coordinate systems. We shall later realize that the $y$ - and $z$-components of velocity are observed to be the same in both systems because of our commonsense assumption of absolute time. Further, note that the velocities expressed in Equations 1.30a to 1.30 c should be denoted as average velocities (e.g., $\bar{v}_{x}^{\prime}$, $\bar{v}_{x}$ etc), because of the manner in which the derivations were performed. However, transformation equations for instantaneous velocities are directly obtained by taking the first order time derivative of the transformation equations for rectangular coordinates (Equations 1.24a to 1.24c). Clearly, the results obtained are identical to those given in Equations 1.30a to 1.30 c , so we can consider all velocities in theses equations as representing either average or instantaneous quantities. Further, a similar set of velocity transformation equations could have been obtained by taking the point of view of an observer in system $\mathrm{S}^{\prime}$. From Equations 1.25a through 1.25d we obtain

$$
\mathrm{S}^{\prime} \rightarrow \mathrm{S} \quad \begin{align*}
& v_{x}=v_{x}^{\prime}+u,  \tag{1.31b}\\
&  \tag{1.31a}\\
& v_{y}=v_{y}^{\prime}, \\
& \\
& v_{z}=v_{z}^{\prime},
\end{align*}
$$

which are just the inverse of Equations 1.30a to 1.30c.
To finish our kinematical considerations, we consider taking a first order time derivative of Equations 1.30a through 1.30c or Equations 1.31a through 1.31c. The same results

$$
\begin{align*}
& a_{x}^{\prime}=a_{x},  \tag{1.32a}\\
& a_{y}^{\prime}=a_{y},  \tag{1.32b}\\
& a_{z}^{\prime}=a_{z} \tag{1.32c}
\end{align*}
$$

are obtained, irrespective of which set of velocity transformation equations we differentiate. These three equations for the components of acceleration are more compactly represented by

$$
\begin{equation*}
\mathbf{a}^{\prime}=\mathbf{a} \tag{1.33}
\end{equation*}
$$

which indicates acceleration is invariant under a classical transformation. Whether a and $\mathbf{a}^{\prime}$ are regarded as average or instantaneous accelerations is immaterial, as Equations 1.33 is obtained by either operational derivation.

At the beginning of our discussion of classical transformations, we stated that an inertial frame of reference is on in which Newton's laws of motion are valid and that all inertial systems are equivalent for a description of physical reality. It is immediately apparent from Equation 1.33 that Newton's second law of motion is invariant with respect to a Galilean transformation. That is, since classical common sense dictates that mass is an invariant quantity, or

$$
\begin{equation*}
m^{\prime}=m \tag{1.34}
\end{equation*}
$$

for the mass of a particle as measured relative to system $S^{\prime}$ or $S$, then from Equations 1.33 and 1.17 we have

$$
\begin{equation*}
\mathbf{F}^{\prime}=\mathbf{F} . \tag{1.35}
\end{equation*}
$$

Thus, the net external force acting on a body to cause its uniform acceleration will have the same magnitude and direction to all inertial observers. Since mass, time, acceleration, and Newton's second law of motion are invariant under a Galilean coordinate transformation, there is no preferred frame of reference for the measurement of these quantities.

We could continue our study of Galilean-Newtonian relativity by developing other transformation equations for classical dynamics (i.e., mo-
mentum, kinetic energy, etc.), but these would not contribute to our study of modern physics. There is, however, one other classical relation that deserves consideration, which is the transformation of sound frequencies. The classical Doppler effect for sound waves is developed in the next section from first principles of classical mechanics. An analogous pedagogic treatment for electromagnetic waves is presented in Chapter 3, with the inclusion of Einsteinian relativistic effects. As always, we consider only inertial systems that are moving relative to one another at a constant speed.

## I. 5 Classical Doppler Effect

It is of interest to know how the frequency of sound waves transforms between inertial reference frames. Sound waves are recognized as longitudinal waves and, unlike transverse light waves, they require a material medium for their propagation. In fact the speed of sound waves depends strongly on the physical properties (i.e., temperature, mass density, etc.) of the material medium through which they propagate. Assuming a uniform material medium, the speed of sound, or the speed at which the waves propagate through a stationary material medium, is constant. The basic relation

$$
\begin{equation*}
v_{s}=\lambda v, \tag{1.36}
\end{equation*}
$$

requires that the product of the wavelength $\lambda$ and frequency $v$ of the waves be equal to their uniform speed $v_{s}$ of propagation. Classical physics requires that the relation expressed by Equation 1.36 is true for all observers who are at rest with respect to the transmitting material medium. That is, once sound waves have been produced by a vibrating source, which can either be at rest or moving with respect to the propagating medium, the speed of sound measured by different spatial observers will be identical, provided they are all stationary with respect to and in the same uniform material medium. Certainly, the measured values of frequency and wavelength in a system that is stationary with respect to the transmitting medium need not be the same as the measured values of frequency and wavelength in a moving system.

In this section the unprimed variable (e.g., $x, t, \lambda$, etc.) are associated with an observer in the receiver R system while the primed variables (e.g., $x^{\prime}, t^{\prime}$, etc.) are associated with the source of sound or emitter $\mathrm{E}^{\prime}$ system. In all cases the transmitting material medium, assumed to be air, is considered to be stationary, whereas the emitter $\mathrm{E}^{\prime}$ and receiver R may be either stationary or moving, relative to the transmitting medium. For the situa-
tion where the receiver R is stationary with respect to air, and the emitter $\mathrm{E}^{\prime}$ is receding or approaching the receiver, the speed of sound $v_{s}$ as perceived by R is given by Equation 1.36.

To deduce the classical frequency transformation, consider the emitter $\mathrm{E}^{\prime}$ of sound waves to be positioned at the origin of coordinates of the $S^{\prime}$ reference frame. Let the sound waves be emitted in the direction of the receiver R , which is located at the origin of coordinates of the unprimed system and is stationary with respect to air. This situation, depicted in Figure 1.4 , corresponds to the case where the emitter and detector recede from each other with a uniform speed $u$. In figure 1.4 the wave pulses of the emitted sounds are depicted by arcs. It should be noted that the first wave pulse received at R occurs at a time $\Delta$ t after the emitter $\mathrm{E}^{\prime}$ was activated (indicated by the dashed $Y^{\prime}$-axis in the figure). The emitter $\mathrm{E}^{\prime}$ can be thought of as being activated by pulse of light from R at a time $t_{1}=t_{1}^{\prime}$. A continuous emission of sound waves traveling at approximately $330 \mathrm{~m} / \mathrm{s}$ is assumed until the first sound wave is perceived by R at time $t_{2}=t_{2}^{\prime}$. As illustrated in Figure 1.4, $\mathrm{E}^{\prime}$ has moved through the distance $u \Delta t$ during the time $t_{2}-t_{1}$ required for the first sound wave to travel the distance $v_{s}$ $\left(t_{2}-t_{1}\right)$ to R . When R detects the first sound wave, it transmits a light pulse traveling at a constant speed of essentially $3 \times 10^{8} \mathrm{~m} / \mathrm{s}$ to $\mathrm{E}^{\prime}$, thereby stopping the emission of sound waves almost instantaneously. Consequently, the number of wave pulses $N^{\prime}$ emitted by $\mathrm{E}^{\prime}$ in the time interval $\Delta t^{\prime}=\Delta t$ is exactly the number of wave pulses $N$ that will be perceived eventually by R . With $x$ being defined as the distance between R and $\mathrm{E}^{\prime}$ at that instant in time when R detects the very first sound wave emitted by $\mathrm{E}^{\prime}$, we have

$$
\begin{equation*}
\lambda=\frac{x}{N} \tag{1.37}
\end{equation*}
$$



Figure 1.4
An emitter E' of sound waves receding from a detector $R$, which is stationary with respect to air. $E^{\prime}$ is activated at time $t_{1}^{\prime}$ and deactivated at time $t_{2}^{\prime}$, when R receives the first wave pulse.
where $\lambda$ is the wavelength of the sound waves according to an observer in the receiving system. Solving Equation 1.36 for $v$ and substituting from Equation 1.37 gives

$$
\begin{equation*}
v=\frac{v_{s} N}{x} \tag{1.38}
\end{equation*}
$$

for the frequency of sound waves as observed in system $R$.
From Figure 1.4

$$
\begin{equation*}
x=\left(v_{\mathrm{s}}+u\right) \Delta t \tag{1.39}
\end{equation*}
$$

thus Equation 1.38 can be rewritten as

$$
\begin{equation*}
v=\frac{v_{s} N}{\left(v_{s}+u\right) \Delta t} . \tag{1.40}
\end{equation*}
$$

Substituting

$$
\begin{equation*}
N=N^{\prime}=v^{\prime} \Delta t^{\prime} \tag{1.41}
\end{equation*}
$$

into Equation 1.40 and using the Greek letter kappa (к) to represent the ratio $u / v_{s}$,

$$
\begin{equation*}
\kappa \equiv \frac{u}{v_{s}} \tag{1.42}
\end{equation*}
$$

we obtain the relation
$\mathrm{E}^{\prime}$ receding from R

$$
\begin{equation*}
v=\frac{v^{\prime}}{1+\kappa}, \tag{1.43}
\end{equation*}
$$

where the identity $\Delta t=\Delta t^{\prime}$ has been utilized. Since the denominator of Equation 1.43 is always greater than one (i.e., $1+\kappa>1$ ), the detected frequency $v$ is always lower than the emitted or proper frequency $v^{\prime}$ (i.e., $\nu<$ $\left.v^{\prime}\right)$. With musical pitch being related to frequency, in a subjective sense, then this phenomenon could be referred to as a down-shift. To appreciate the rationale of this reference terminology, realize that as a train recedes from you the pitch of its emitted sound is noticeably lower than when it was approaching. The appropriate wavelength transformation is obtained by using Equation 1.36 with Equation 1.43 and is of the form

$$
\begin{equation*}
\lambda=\frac{v_{s}}{v^{\prime}}(1+\kappa) \equiv \lambda^{\prime}(1+\kappa) \tag{1.44}
\end{equation*}
$$

Since $1+\kappa>1, \lambda>\lambda^{\prime}$ and there is a shift to larger wavelengths when an emitter $\mathrm{E}^{\prime}$ of sound waves recedes from an observer R who is stationary with respect to air.

What about the case where the emitter is approaching a receiver that is stationary with respect to air? We should expect the sound waves to be bunched together, thus resulting in an up-shift phenomenon. To quantitatively develop the appropriate transformation equations for the frequency and wavelength, consider the situation as depicted in Figure 1.5. Again, let the emitter $E^{\prime}$ be at the origin of coordinates of the primed reference system and the receiver R at the origin of coordinates of the unprimed system. As viewed by observers in the receiving system R , a time interval $\Delta t=t_{2}-t_{1}=t_{2}^{\prime}-t_{1}^{\prime}$ is required for the very first wave pulse emitted by $\mathrm{E}^{\prime}$ to reach the receiver R , at which time the emission by $\mathrm{E}^{\prime}$ is terminated. During this time interval the emitter $\mathrm{E}^{\prime}$ has moved a distance $u \Delta t$ closer to the receiver R. Hence, the total number of wave pulses $N^{\prime}$, emitted by $\mathrm{E}^{\prime}$ in the elapsed time $\Delta t^{\prime}$, will be bunched together in the distance $x$, as illustrated in Figure 1.5. By comparing this situation with the previous one, we find that Equation 1.37 and 1.38 are still valid. But now,

$$
\begin{equation*}
x=\left(v_{s}-u\right) \Delta t \tag{1.45}
\end{equation*}
$$

and substitution into Equation 1.38 yields

$$
\begin{equation*}
v=\frac{v_{s} N}{\left(v_{s}-u\right) \Delta t} \tag{1.46}
\end{equation*}
$$



Figure 1.5
An emitter E' of sound waves approaching a detector $R$, which is stationary with respect to air. $E^{\prime}$ is activated at time $t_{1}^{\prime}$ and deactivated at time $t_{2}^{\prime}$, at the instant when R receives the first wave pulse.

E' approaching R

E' approaching R
Using Equation 1.41 and 1.42 with Equation 1.46 results in

Since $1-\kappa<1, v>v^{\prime}$ and we have an up-shift phenomenon. Utilization of Equation 1.36 will transform Equation 1.47 from the domain of frequencies to that of wavelengths. The result obtained is

$$
\begin{equation*}
\lambda=\lambda^{\prime}(1-\kappa), \tag{1.48}
\end{equation*}
$$

where, obviously, $\lambda<\lambda^{\prime}$, since $1-\kappa<1$.
In the above cases the receiver R was considered to be stationary with respect to the transmitting material medium. If, instead the source of the sound waves is stationary with respect to the material medium, then the transformation equations for frequency and wavelength take on a slightly different form. To obtain the correct set of equations, we need only perform the following inverse operations:

$$
\begin{equation*}
v \rightarrow v^{\prime} \quad v^{\prime} \rightarrow v \quad u \rightarrow-u . \tag{1.49}
\end{equation*}
$$

Using these operations on Equation 1.43 and 1.47 gives
$R$ receding from $\mathrm{E}^{\prime}$
$R$ approaching $E^{\prime}$ and

$$
\begin{align*}
& v=v^{\prime}(1-\kappa)  \tag{1.50}\\
& \nu=v^{\prime}(1+\kappa), \tag{1.51}
\end{align*}
$$

respectively. In the last two equations the receiver $R$ is considered to be moving with respect to the transmitting medium of sound waves, while the emitter $\mathrm{E}^{\prime}$ is considered to be stationary with respect to the transmitting material medium. In all cases discussed above, $v^{\prime}$ always represents the natural or proper frequency of the sound waves emitted by $\mathrm{E}^{\prime}$ in one system, while $v$ represents an apparent frequency detected by the receiver R in another inertial system. Clearly, the apparent frequency can be any one of four values for know values of $v^{\prime}, v_{s}$, and $u$, as given by Equations $1.43,1.47,1.50$, and 1.51 .

For those wanting to derive Equation 1.50, you need only consider the situation as depicted in Figure 1.6. In this case the first wave pulse is perceived by R at time $t_{1}$, at which time the emission from $\mathrm{E}^{\prime}$ is terminated. R recedes from $\mathrm{E}^{\prime}$ at the constant speed $u$ while counting the $N^{\prime}$ wave pulses. At time $t_{2}$ the last wave pulse emitted by $\mathrm{E}^{\prime}$ is detected by R and of course $N=N^{\prime}$. Since the material medium is at rest with respect to $\mathrm{E}^{\prime}$.


Solving this equation for $v^{\prime}$ and using

$$
\begin{equation*}
\lambda^{\prime}=\frac{x^{\prime}}{N^{\prime}} \tag{1.53}
\end{equation*}
$$

we obtain

$$
v^{\prime}=\frac{v_{s} N^{\prime}}{\left(v_{s}-u\right) \Delta t^{\prime}} .
$$

Realizing that

$$
\begin{equation*}
N^{\prime}=N=v \Delta t \tag{1.55}
\end{equation*}
$$

and, of course,

$$
\Delta t=\Delta t^{\prime}
$$

we have the sought after result

$$
\begin{equation*}
v=v^{\prime}(1-\kappa), \tag{1.50}
\end{equation*}
$$

$R$ receding from $E^{\prime}$
where Equation 1.42 has been used. A similar derivation can be employed to obtain the frequency transformation represented by Equation 1.51.

R receding from $\mathrm{E}^{\prime}$

$$
\begin{equation*}
v=v_{s}-u=\lambda v \tag{1.56}
\end{equation*}
$$

Solving Equation 1.56 for the wavelength and substituting from Equation 1.50 for the frequency yields

$$
\begin{equation*}
\lambda=\frac{v_{s}-u}{v^{\prime}(1-\kappa)} \tag{1.57}
\end{equation*}
$$

which, in view of Equation 1.42, immediately reduces to

$$
\begin{equation*}
\lambda=\frac{v_{s}}{v^{\prime}} \tag{1.58}
\end{equation*}
$$

Clearly, from Equations 1.52 and 1.58 we have

R receding from $\mathrm{E}^{\prime}$

$$
\begin{equation*}
\lambda=\lambda^{\prime} \tag{1.59}
\end{equation*}
$$

This same result is obtained for the case where R is approaching the stationary emitter $\mathrm{E}^{\prime}$. By using Equation 1.51 and 1.52 and realizing that the speed of the sound waves as measured by R is given by

$$
\begin{equation*}
v=v_{s}+u=\lambda v \tag{1.60}
\end{equation*}
$$

then we directly obtain the result

$$
\begin{equation*}
\lambda=\lambda^{\prime} \tag{1.61}
\end{equation*}
$$

In each of the four cases presented either the receiver R or the emitter $\mathrm{E}^{\prime}$ was considered to be stationary with respect to air, the assumed transmitting material medium for sound waves. Certainly, the more general Doppler effect problem involves an emitter $\mathrm{E}^{\prime}$ and a receiver R both of which are moving with respect to air. Such a problem is handled by considering two of our cases separately for its complete solution. For example, consider a train traveling at $30 \mathrm{~m} / \mathrm{s}$ due east relative to air, and approaching an eastbound car traveling $15 \mathrm{~m} / \mathrm{s}$ relative to air. If the train emits sound of 600 Hz , find the frequency and wavelength of the sound to observers


Figure 1.7
An emitter (train) and a receiver (car) of sound waves, both moving with respect to stationary air.
in the car for a speed of sound of $v_{s}=330 \mathrm{~m} / \mathrm{s}$. This situation is illustrated in Figure 1.7, where the reference frame of the train is denoted as the primed system and that of the car as the unprimed system. To employ the equations for one of our four cases, we must have a situation where either $\mathrm{E}^{\prime}$ or R is stationary with respect to air. In this example, we simply consider a point, such as A in Figure 1.7, between the emitter (the train) and the receiver (the car), that is stationary with respect to air. This point becomes the receiver of sound waves from the train and the emitter of sound waves to the observers in the car. In the first consideration, the emitter $\mathrm{E}^{\prime}$ (train) is approaching the receiver R (point A ) and the frequency is determined by

$$
v=\frac{v^{\prime}}{1-\kappa}=\frac{600 \mathrm{~Hz}}{1-\frac{30}{330}}=660 \mathrm{~Hz}
$$

Since the receiver R (point A) is stationary with respect to air, then the wavelength is easily calculated by

$$
\lambda=\frac{v_{s}}{v}=\frac{330 \mathrm{~m} / \mathrm{s}}{660 \mathrm{~Hz}}=0.5 \mathrm{~m} .
$$

Indeed, the train's sound waves at any point between the train and the car have a 660 Hz frequency and a 0.5 m wavelength. Now, we can consider point A as the emitter $\mathrm{E}^{\prime}$ of 660 Hz sound waves to observers in the receding car. In this instance R is receding from $\mathrm{E}^{\prime}$, thus

$$
v=v^{\prime}(1-\kappa)=(660 \mathrm{~Hz})\left(1-\frac{15}{330}\right)=630 \mathrm{~Hz} .
$$

The wavelength is easily obtained, since for this case ( R receding from $\mathrm{E}^{\prime}$ )

$$
\lambda=\lambda^{\prime}=0.5 \mathrm{~m} .
$$

Alternatively, the wavelength could be determined by

$$
\begin{aligned}
\lambda & =\frac{v_{s}-u}{v} \\
& =\frac{330 \mathrm{~m} / \mathrm{s}-15 \mathrm{~m} / \mathrm{s}}{630 \mathrm{~Hz}}=0.5 \mathrm{~m},
\end{aligned}
$$

since observers in the car are receding from a stationary emitter (point A) of sound waves. The passengers in the car will measure the frequency and wavelength of the train's sound waves to be 630 Hz and 0.5 m , respectively.

It should be understood that the velocity, acceleration, and frequency transformations are a direct and logical consequence of the space and time transformations. Therefore, any subsequent criticism of Equations 1.24a through 1.24 d will necessarily affect all the aforementioned results. In fact there is an a priori criticism available! Is one entitled to assume that what is apparently true of one's own experience, is also absolutely, universally true? Certainly, when the speeds involved are within our domain of ordinary experience, the validity of the classical transformations is easily verified experimentally. But will the transformation be valid at speeds approaching the speed of light? Since even our fastest satellite travels approximately at a mere $1 / 13,000$ the speed of light, we have no business assuming that $v_{x}^{\prime}=v_{x}-u$ for all possible values of $u$. Our common sense (which a philosopher once defined as the total of all prejudices acquired by age seven) must be regarded as a handicap, and thus subdued, if we are to be successful in uncovering and understanding the fundamental laws of nature. As a last consideration before studying Einstein's theory on relative motion, we will review in the next section some historical events and conceptual crises of classical physics that made for the timely introduction of a consistent theory of special relativity.

## I. 6 Historical and Conceptual Perspective

The classical principle of relativity (CPR) has always been part of physics (once called natural philosophy) and its validity seems fundamental, unquestionable. Because it will be referred to many times in this section, and
because it is one of the two basic postulates of Einstein's developments of relativity, we will define it now by several equivalent statements:

1. The laws of physics are preserved in all inertial frames of reference.
2. There exists no preferred reference frame as physical reality contradicts the notion of absolute space.
3. An unaccelerated person is incapable of experimentally determining whether he is in a state of rest or uniform motion-he can only perceive relative motion existing between himself and other objects.

The last statement is perhaps the most informative. Imagine two astronauts in different spaceships traveling through space at constant but different velocities relative to the Earth. Each can determine the velocity of the other relative to his system. But, neither astronaut can determine, by any experimental measurement, whether he is in a state of absolute rest or uniform motion. In fact, each astronaut will consider himself at rest and the other as moving. When you think about it, the classical principle of relativity is surprisingly subtle, yet it is completely in accord with common sense and classical physics.

The role played by the classical principle of relativity in the crises of theoretical physics that occurred in the years from 1900 to 1905 is schematically presented in Figure 1.8. Here, the relativistic space-time transformations (RT) were developed in 1904 by H.A. Lorentz, and for now we will


Figure 1.8
Theoretical physics at the turn of the 20th century.
simply accept it without elaborating. There are four points that should be emphasized about the consistency of the mathematical formalism suggested in Figure 1.8. Using the abbreviations indicated in Figure 1.8, we now assert the following:

1. NM obeys the CPR under the CT.
2. E\&M does not obey the CPR under the CT.
3. E\&M obeys the CPR under the RT.
4. NM does not obey the CPR under the RT.

The first statement asserts that NM, the CPR, and the CT are all compatible and in agreement with common sense. But the second statement indicates that Maxwell's equations are not covariant (invariant in form) when subjected to the CPR and the CT. New terms appeared in the mathematical expression of Maxwell's equations when they were subjected to the classical transformations (CT). These new terms involved the relative speed of the two reference frames and predicted the existence of new electromagnetic phenomena. Unfortunately, such phenomena were never experimentally confirmed. This might suggest that the laws of electromagnetism should be revised to be covariant with the CPR and the CT. When this was attempted, not even the simplest electromagnetic phenomena could be described by the resulting laws.

Around 1903 Lorentz, understanding the difficulties in resolving the problem of the first and second statements, decided to retain E\&M and the CPR and to replace the CT. He sought to mathematically develop a set of space-time transformation equations that would leave Maxwell's laws of electromagnetism invariant under the CPR. Lorentz succeeded in 1904, but saw merely the formal validity for the new RT equations and as applicable to only the theory of electromagnetism.

During this same time Einstein was working independently on this problem and succeeded in developing the RT equations, but his reasoning was quite different from that of Lorentz. Einstein was convinced that the propagation of light was invariant - a direct consequence of Maxwell's equations of E\&M. The Michelson-Morley experiment, which was conducted prior to this time, also supported this supposition that electromagnetic waves (e.g., light waves) propagate at the same speed $c=3 \times 10^{8} \mathrm{~m} / \mathrm{s}$ relative to any inertial reference frame. One way of maintaining the invariance of $c$ was to require Maxwell's equations of electromagnetism (E\&M) to be covariant under a transformation from S to $\mathrm{S}^{\prime}$. He also reasoned that such a set of space and time transformation equations should be the correct ones for NM as well as E\&M. But, according to the fourth statement, Newtonian mechanics (NM) is incompatible with the principle of
relativity (CPR), if the Lorentz (Einstein) transformation (RT) is used. Realizing this, Einstein considered that if the RT is universally applicable, and if the CPR is universally true, then the laws of NM cannot be completely valid at all allowable speeds of uniform separation between two inertial reference frames. He was then led to modify the laws of NM in order to make them compatible with the CPR under the RT. However, he was always guided by the requirement that these new laws of mechanics must reduce exactly to the classical laws of Galilean-Newtonian mechanics, when the uniform relative speed between two inertial reference frames is much less than the speed of light (i.e., $u \ll c$ ). This requirement will be referred to as the correspondence principle, which was formally proposed by Niels Bohr in 1924. Bohr's principle simply states that any new theory must yield the same result as the corresponding classical theory, when the domain of the two theories converge or overlap. Thus, when $u \ll c$, Einsteinian relativity must reduce to the well-established laws of classical physics. It is in this sense, and this sense only, that Newton's celebrated laws of motion are incorrect. Obviously, Newton's laws of motion are easily validated for our fastest rocket; however, we must always be on guard against unwarranted extrapolation, lest we predict incorrectly nature's phenomena.

## Review of Fundamental and Derived Equations

A listing of the fundamental and derived equations for sections concerned with classical relativity and the Doppler effect is presented below. Also indicated are the fundamental postulates defined in this chapter.

GALILEAN TRANSFORMATION $\left(S \rightarrow S^{\prime}\right)$

| $\begin{aligned} x^{\prime} & =x-u t \\ y^{\prime} & =y \end{aligned}$ | Space-Time Transformations |
| :---: | :---: |
| $z^{\prime}=z$ |  |
| $t^{\prime}=t$ |  |
| $\left.\begin{array}{rl} v_{x}^{\prime} & =v_{x}-u \\ v_{y}^{\prime} & =v_{y} \\ v_{z}^{\prime} & =v_{z} \end{array}\right\}$ | Velocity Transformations |
| $m^{\prime}=m$ | Mass Transformation |
| $\mathbf{a}^{\prime}=\mathbf{a}$ | Acceleration Transformation |
| $\mathbf{F}^{\prime}=\mathbf{F}$ | Force Transformation |

## CLASSICAL DOPPLER EFFECT

$$
\left.\left.\begin{array}{rl}
v_{s}=\lambda v \\
v & =\frac{v^{\prime}}{1+\kappa} \\
\lambda=\lambda^{\prime}(1+\kappa)
\end{array}\right\} \quad \begin{array}{l}
\text { R stationary } \\
v=\frac{v^{\prime}}{1-\kappa} \\
\lambda=\lambda^{\prime}(1-\kappa) \\
v_{s}=\lambda^{\prime} v^{\prime} \\
v=v^{\prime}(1-\kappa) \\
v
\end{array}\right\} \quad \mathrm{E}^{\prime} \text { receding from } \mathrm{R}
$$

## FUNDAMENTAL POSTULATES

1. Classical principle of Relativity
2. Bohr's Correspondence Principle

## Problems

1.1 Starting with the defining equation for average velocity and assuming uniform translation acceleration, derive the equation $\Delta x=v_{1} \Delta t+$ $1 / 2 a(\Delta t)^{2}$.

## Solution:

For one-dimensional motion with constant acceleration, average velocity can be expressed as the arithmetic mean of the final velocity $v_{2}$ and initial velocity $v_{1}$. Assuming motion along the $X$-axis, we have

$$
\bar{v} \equiv \frac{\Delta x}{\Delta t}=\frac{v_{2}+v_{1}}{2}
$$

and from the defining equation for average acceleration (Equation 1.9 ) we obtain

$$
v_{2}=v_{1}+a \Delta t,
$$

where the average sign has been dropped. Substitution of the second equation into the first equation gives

$$
\frac{\Delta x}{\Delta t}=\frac{v_{1}+a \Delta t+v_{1}}{2},
$$

which is easily solved for $\Delta x$,

$$
\Delta x=v_{1} \Delta t+1 / 2 a(\Delta t)^{2} .
$$

1.2 Starting with the defining equation for average velocity and assuming uniform translation acceleration, derive an equation for the final velocity $v_{2}$ in terms of the initial velocity $v_{1}$, the constant acceleration $a$, and the displacement $\Delta x$.

Answer: $v_{2}^{2}=v_{1}^{2}+2 a \Delta x$
1.3 Do Problem 1.1 starting with Equation 1.5 a and using calculus.

## Solution:

Dropping the subscript notation in Equation 1.5a and solving it for $d x$ gives

$$
d x=v d t .
$$

By integrating both sides of this equation and interpreting $v$ as the final velocity $v_{2}$ we have

$$
\int_{x_{1}}^{x_{2}} d x=\int_{0}^{t=\Delta t} v_{2} d t .
$$

Since $v_{2}=v_{1}+a t$, substitution into and integration of the last equation yields

$$
\Delta x=\int_{0}^{t=\Delta t}\left(v_{1}+a t\right) d t=v_{1} \Delta t+\frac{1}{2} a(\Delta t)^{2} .
$$

1.4 Do Problem 1.2 starting with Equation 1.7 and using calculus.

Answer: $v_{2}^{2}=v_{1}^{2}+2 a \Delta x$
1.5 Staring with $W=\mathbf{F} \cdot \Delta \mathbf{x}$ and assuming translational motion, show that $\mathrm{W}=\Delta T$ by using the defining equations for average velocity and acceleration.

## Solution:

$$
\begin{array}{rlrl}
W & =\mathbf{F} \cdot \Delta \mathbf{x} & & \\
& =F \cos \theta \Delta x & & \text { definition of a dot product } \\
& =F \Delta x & & \text { assuming } \theta=0^{\circ} \\
& =m a \Delta x & & \text { assuming } m \neq m(t) \\
& =m \frac{\Delta v}{\Delta t} \Delta x & & \text { from Eq. } 1.9 \\
& =m \Delta v \frac{\Delta x}{\Delta t} & & \\
& =m \Delta v\left(\frac{v_{2}+v_{1}}{2}\right) & & \text { average velocity definition } \\
& =\frac{1}{2} m\left(v_{2}-v_{1}\right)\left(v_{2}+v_{1}\right) & \\
& =\frac{1}{2} m v_{2}^{2}-\frac{1}{2} m v_{1}^{2} & &
\end{array}
$$

$$
=\Delta T
$$

from Equation 1.22
1.6 Starting with the defining equation for work (Equation 1.20) and using calculus, derive the work-energy theorem.

Answer: $\quad W=\Delta T$
1.7 Consider two cars, traveling due east and separating from one another. Let the first car be moving at $20 \mathrm{~m} / \mathrm{s}$ and the second car at $30 \mathrm{~m} / \mathrm{s}$ relative to the highway. If a passenger in the second car measures the speed of an eastbound bus to be $15 \mathrm{~m} / \mathrm{s}$, find the speed of the bus relative to observers in the first car.

## Solution:

Thinking of the first car as system S and the second as system $\mathrm{S}^{\prime}$, then

$$
u=(30-20) \mathrm{m} / \mathrm{s}=10 \mathrm{~m} / \mathrm{s} .
$$

With the speed of the bus denoted accordingly as $v_{x}^{\prime}=15 \mathrm{~m} / \mathrm{s}, v_{x}$ is given by Equation 1.30a or Equation 1.31a as

$$
v_{x}=v_{x}^{\prime}+u=15 \mathrm{~m} / \mathrm{s}+10 \mathrm{~m} / \mathrm{s}=25 \mathrm{~m} / \mathrm{s} .
$$

1.8 Consider a system $\mathrm{S}^{\prime}$ to be moving at a uniform rate of $30 \mathrm{~m} / \mathrm{s}$ relative to system S , and a system $\mathrm{S}^{\prime \prime}$ to be receding at a constant speed of $20 \mathrm{~m} / \mathrm{s}$ relative to system $\mathrm{S}^{\prime}$. If observers in $\mathrm{S}^{\prime \prime}$ measure the translational speed of a particle to be $50 \mathrm{~m} / \mathrm{s}$, what will observers in $\mathrm{S}^{\prime}$ and S measure for the speed of the particle? Assume all motion to be the positive $x$-direction
along the common axis of relative motion.
Answer: $\quad 70 \mathrm{~m} / \mathrm{s}, 100 \mathrm{~m} / \mathrm{s}$
1.9 A passenger on a train traveling at $20 \mathrm{~m} / \mathrm{s}$ passes a train station attendant. Ten seconds after the train passes, the attendant observes a plane 500 m away horizontally and 300 m high moving in the same direction as the train. Five seconds after the first observation, the attendant notes the plane to be 700 m away and 450 m high. What are the space-time coordinates of the plane to the passenger on the train?

## Solution:

For the train station attendant

$$
\begin{array}{lll}
x_{1}=500 \mathrm{~m} & y_{1}=300 \mathrm{~m} & t_{1}=10 \mathrm{~s} \\
x_{2}=700 \mathrm{~m} & y_{2}=450 \mathrm{~m} & t_{2}=15 \mathrm{~s} .
\end{array}
$$

For the passenger on the train

$$
\begin{aligned}
x_{1}^{\prime} & =x_{1}-u t_{1}=500 \mathrm{~m}-\left(20 \frac{\mathrm{~m}}{\mathrm{~s}}\right)(10 \mathrm{~s})=300 \mathrm{~m}, \\
y_{1}^{\prime} & =y_{1}=300 \mathrm{~m}, \\
t_{1}^{\prime} & =t_{1}=10 \mathrm{~s}, \\
x_{2}^{\prime} & =x_{2}-u t_{2}=700 \mathrm{~m}-\left(20 \frac{\mathrm{~m}}{\mathrm{~s}}\right)(15 \mathrm{~s})=400 \mathrm{~m}, \\
y_{2}^{\prime} & =y_{2}=450 \mathrm{~m}, \\
t_{2}^{\prime} & =t_{2}=15 \mathrm{~s}
\end{aligned}
$$

1.10 From the results of Problem 1.9, find the velocity of the plane as measured by both the attendant and the passenger on the train.

Answer: $\quad 50 \mathrm{~m} / \mathrm{s}$ at $36.9^{\circ}, 36.1 \mathrm{~m} / \mathrm{s}$ at $56.3^{\circ}$
1.11 A tuning fork of 660 Hz frequency is receding at $30 \mathrm{~m} / \mathrm{s}$ from a stationary (with respect to air) observer. Find the apparent frequency and wavelength of the sound waves as measured by the observer for $v_{s}=330$ $\mathrm{m} / \mathrm{s}$.

## Solution:

With $v^{\prime}=660 \mathrm{~Hz}$ and $u=30 \mathrm{~m} / \mathrm{s}$ for the case where $\mathrm{E}^{\prime}$ is receding from R,

$$
\nu=\frac{\nu^{\prime}}{1+\kappa}=\frac{600 \mathrm{~Hz}}{\frac{12}{11}}=605 \mathrm{~Hz}
$$

and

$$
\lambda=\frac{v_{s}}{v}=\frac{330 \mathrm{~m} / \mathrm{s}}{605 \mathrm{~Hz}}=0.545 \mathrm{~m}
$$

1.12 Consider Problem 1.11 for the case where the tuning fork is $a p$ proaching the stationary observer.

Answer: $726 \mathrm{~Hz}, 0.455 \mathrm{~m}$
1.13 Consider Problem 1.11 for the case where the observer is approaching the stationary tuning fork.

## Solution:

With $v^{\prime}=660 \mathrm{~Hz}$ and $u=30 \mathrm{~m} / \mathrm{s}$ for the case where R is approaching $\mathrm{E}^{\prime}$, we have

$$
\begin{aligned}
& \nu=v^{\prime}(1+\kappa)=660 \mathrm{~Hz}\left(\frac{12}{11}\right)=720 \mathrm{~Hz}, \\
& \\
& \text { or }
\end{aligned} \quad \lambda=\frac{v_{s}+u}{v}=\frac{330 \mathrm{~m} / \mathrm{s}+30 \mathrm{~m} / \mathrm{s}}{720 \mathrm{~Hz}}=0.5 \mathrm{~m}
$$

1.14 Draw the appropriate schematic and derive the frequency transformation equation for the case where the emitter $\mathrm{E}^{\prime}$ is stationary with respect to air and the receiver R is approaching the emitter.

Answer: $\quad v=v^{\prime}(1+\kappa)$
1.15 Consider Problem 1.11 for the case where the observer is receding from the stationary tuning fork.

## Solution:

Given that $v^{\prime}=660 \mathrm{~Hz}, u=30 \mathrm{~m} / \mathrm{s}, v_{s}=330 \mathrm{~m} / \mathrm{s}$, and R is receding from $E^{\prime}$, then

$$
\begin{aligned}
& \qquad=v^{\prime}(1-\kappa)=660 \mathrm{~Hz}\left(\frac{10}{11}\right)=600 \mathrm{~Hz} \\
& \\
& \text { or } \quad \lambda=\frac{v_{s}-u}{v}=\frac{330 \mathrm{~m} / \mathrm{s}-30 \mathrm{~m} / \mathrm{s}}{600 \mathrm{~Hz}}=0.5 \mathrm{~m} \\
& \quad \lambda
\end{aligned}
$$

1.16 Consider a train to be traveling at a uniform rate of $25 \mathrm{~m} / \mathrm{s}$ relative to stationary air and a plane to be in front of the train traveling at $40 \mathrm{~m} / \mathrm{s}$ relative to and in the same direction as the train. If the engines of the plane produce sound waves of 800 Hz frequency, what is the frequency and wavelength of the sound wave to a ground observer located behind the
plane for $v_{\mathrm{s}}=335 \mathrm{~m} / \mathrm{s}$.
Answer: $670 \mathrm{~Hz}, 0.5 \mathrm{~m}$
1.17 What is the apparent frequency and wavelength of the plane's engines of Problem 1.16 to passengers on the train?

## Solution:

Any stationary point in air between the plane and the train serves as a receiver of sound waves from the plane and an emitter of sound waves to the passengers on the train. Thus, from the previous problem we have $v^{\prime}=670 \mathrm{~Hz}, \lambda^{\prime}=0.5 \mathrm{~m}, u=25 \mathrm{~m} / \mathrm{s}$, and $v_{s}=335 \mathrm{~m} / \mathrm{s}$, where the receiver (train) is approaching the emitter (stationary point). For this case the frequency becomes

$$
v=v^{\prime}(1+\kappa)=670 \mathrm{~Hz}\left(1+\frac{5}{67}\right)=720 \mathrm{~Hz}
$$

and the wavelength is given by

$$
\lambda=\frac{v_{s}+u}{v}=\frac{360}{720}=0.5 \mathrm{~m} \quad \text { or } \quad \lambda=\lambda^{\prime}=0.5 \mathrm{~m} .
$$

1.18 A train traveling at $30 \mathrm{~m} / \mathrm{s}$ due east, relative to stationary air, is approaching an east bound car traveling at $15 \mathrm{~m} / \mathrm{s}$, relative to air. If the train emits sound of 600 Hz , find the frequency and wavelength of the sound to a passenger in the car for $v_{s}=330 \mathrm{~m} / \mathrm{s}$.

Answer: $630 \mathrm{~Hz}, 0.5 \mathrm{~m}$
1.19 A train traveling due west at $30 \mathrm{~m} / \mathrm{s}$ emits 500 Hz sound waves while approaching a train station attendant. A driver of an automobile traveling due east at $15 \mathrm{~m} / \mathrm{s}$ and emitting sound waves of 460 Hz is directly approaching the attendant, who is at rest with respect to air. For $v_{s}=330$ $\mathrm{m} / \mathrm{s}$, find the frequency and wavelength of the train's sound waves to the driver of the automobile.

## Solution:

From the train to the attendant we have $v^{\prime}=500 \mathrm{~Hz}, u=30 \mathrm{~m} / \mathrm{s}, v_{s}$ $=330 \mathrm{~m} / \mathrm{s}$, and $\mathrm{E}^{\prime}$ approaching R :

$$
\begin{aligned}
& v=\frac{v^{\prime}}{1-\kappa}=\frac{500 \mathrm{~Hz}}{1-1 / 11}=550 \mathrm{~Hz}, \\
& \lambda=\frac{v_{s}}{v}=\frac{330 \mathrm{~m} / \mathrm{s}}{550 \mathrm{~Hz}}=\frac{3}{5} \mathrm{~m} .
\end{aligned}
$$

From the attendant to the automobile we have $v^{\prime}=550 \mathrm{~Hz}, u=15$
$\mathrm{m} / \mathrm{s}, v_{s}=330 \mathrm{~m} / \mathrm{s}$, and R approaching $\mathrm{E}^{\prime}$ :

$$
\begin{aligned}
& v=v^{\prime}(1+\kappa)=550 \mathrm{~Hz}\left(1+\frac{1}{22}\right)=575 \mathrm{~Hz} \\
& \lambda=\lambda^{\prime}=\frac{3}{5} \mathrm{~m} \quad \text { or } \quad \lambda=\frac{v_{s}+u}{v}=\frac{375}{575}=\frac{3}{5} \mathrm{~m}
\end{aligned}
$$

1.20 After the automobile and train of Problem 1.19 pass the train station attendant, what is the frequency of the automobile's sound waves to passengers on the train?

Answer: $\quad 400$ Hz

## Basic Concepts of Einsteinian Relativity



A depiction of a train traveling with a relativistic velocity as observed from the frame of reference of the train station.

The relativity theory arose from necessity, from serious and deep contradictions in the old theory from which there seemed no escape. The strength of the new theory lies in the consistency and simplicity with which it solves all these difficulties, using only a few very convincing assumptions.... The old mechanics is valid for small velocities and forms the limiting case of the new one. A. EINSTEIN AND L. INfELD, The Evolution of Physics (I938)

## Introduction

The discussion of Galilean relativity in the last chapter was mostly in accord with common sense. The results obtained were intuitive and in agreement with everyday experience for inertial systems separating from one another at relatively low speeds. The problems associated with comparing physical measurements made by different inertial observers were easily
handled, once the Galilean space-time coordinate transformations were obtained. Central to Galilean relativity was the assumption of absolute time, which suggests that two clocks initially synchronized at $t=t^{\prime} \equiv 0$ will remain synchronized when they are moving relative to one another at a constant speed. A direct consequence of this assumption is that time interval measurements are invariant, $\Delta t=\Delta t^{\prime}$, for observers in different inertial systems, since temporal coordinates would be identical, $t=t^{\prime}$, for all of time. Thus, simultaneous measurements of two spatial positions at an instant in time results in an invariance of length, $\Delta x=\Delta x^{\prime}$, in Galilean relativity.

This chapter is primarily concerned with time interval and length measurements, along with the concepts of synchronization and simultaneity, within the framework of Einstein's special theory of relativity. Einsteinian relativity is an elegant theory that arises logically and naturally from two fundamental postulates: (1) the classical principle of relativity and (2) the invariance of the speed of light. Like Galilean relativity, Einstein's theory is concerned with problems involving the comparison of physical measurements made by observers in different inertial frames of reference. It differs significantly and fundamentally from Galilean relativity in that the two postulates of relativity are devoid of any temporal assumption. It will be shown that the invariance of time, as well as the invariance of length, must in general be abandoned, when the speed of light is assumed invariant. The results of Galilean relativity for time interval and length measurements are, however, directly obtained from Einsteinian relativity under the correspondence principle, for the situation where the uniform speed of separation between two inertial systems is small compared to the speed of light.

Einsteinian relativity has the completely undeserved reputation of being mathematically intimidating and conceptually mystifying to all but a few students. This misconception will be laid to rest in this and the next two chapters, as Einstein's special theory of relativity is fully developed utilizing only elementary mathematics of algebra, trigonometry, and occasionally introductory calculus. In developing Einsteinian relativity from the two fundamental postulates, gedanken (German for thought) experiments will be utilized in illustrating particular concepts that are not intuitive from everyday experience. Although some concepts will be introduced that are not in accord with common sense and may defy visualization, they will be intellectually stimulating and exciting to the imagination. These new concepts and results present a far reaching and nonclassical view of the intimate relationships between space, time, matter, and energy that is essential for the understanding of microscopic phenomena. Consequently, the study of special relativity is very important for students of contemporary (atomic, nuclear, and solid state, etc.) physics and electrical engineering.

## 2.I Einstein's Postulates of Special Relativity

The incompatibility of the laws of electromagnetism, the classical principle of relativity, and the Galilean space-time transformation led Einstein to a critical reevaluation of the concepts of space, time, and simultaneity. He decided to abandon the Galilean transformation of relativity and adopt a more fundamental principle of relativity that would be applicable to all physical laws- electromagnetism and mechanics. Einstein developed the special theory of relativity from the following two fundamental postulates:

1. the classical principle of relativity.
2. the invariance of the speed of light.

Einstein was the first to recognize the profound nature and universal applicability of the classical principle of relativity and to raise it to the status of a postulate. This postulate suggests that all physical laws, including those of electromagnetism and mechanics, are covariant in all inertial frames of reference. Not only are the mathematical interrelations of physical laws preserved, but also the values associated with all physical constants are identical in all inertial reference frames. Thus, the notion of an absolute frame of reference is forever discarded, and the concept of invariance is assumed for all of physics. The second postulate is a direct consequence of Maxwell's equations and a fact resulting from the Michelson-Morley experiment. It is incompatible with the first postulate under the Galilean transformation but totally compatible with the classical principle of relativity under the Lorentz transformation, as well be seen in the next chapter. For now, we will attempt to develop an understanding of the physical implications of Einstein's postulates, by considering some simple and intuitive examples involving two identical luxury vans traveling on a straight smooth road.

To elaborate on Einstein's first postulate, consider that you are riding in one of the vans at a constant velocity of $25 \mathrm{~m} / \mathrm{s}$ due west. You lie back in the captain's chair against the headrest and feel very comfortable, not experiencing and bumps or accelerations. In fact, if you slump down in the chair and look far out at the horizon, you will not have any physical sensation of motion. Now, let a second identical van, being driven by your brother, approach you from behind at a uniform speed of $30 \mathrm{~m} / \mathrm{s}$ relative to the ground. When your brother's van comes into view, you make some measurements and conclude that he is traveling relative to you at $5 \mathrm{~m} / \mathrm{s}$ due west. On the other hand, if your brother measured your speed, he would conclude that you are backing up toward him with a relative speed of $5 \mathrm{~m} / \mathrm{s}$. You and your brother each determine that the other is moving with a relative speed of $5 \mathrm{~m} / \mathrm{s}$, but you can not make physical measure-
ments that would determine whether you are moving, he is moving, or both of you are moving. This result is consistent with the classical principle of relativity and carries over to all possible physical measurements in each van. Further, the results of an experiment performed on any physical system on your van must yield identical numerical results to those obtained by your brother, when he conducts the same experiment on an identical system in his van. For example, if you measure the frequency of sound waves produced by your van's horn to be 550 Hz , then your brother would measure the fundamental frequency of sound from his van's horn to be 550 Hz . Also, you would measure the speed of light from your van's dome light to be $3 \times 10^{8} \mathrm{~m} / \mathrm{s}$ (approximately) and your brother would obtain the same result for the speed of light from his van's dome light.

What about the situation where you measure the frequency of sound produced by your brother's horn and he measures the frequency of sound from your horn? From the results of the classical Doppler effect in the last chapter, you know the two frequency measurements will be dissimilar, since your brother is approaching and you are receding from sound waves in stationary air. The relative speed between the sound waves in air and your brother would be $v_{\mathrm{s}}+30 \mathrm{~m} / \mathrm{s}$, while it would be $v_{\mathrm{s}}-25 \mathrm{~m} / \mathrm{s}$ between the sound in air and you. In this situation the transporting material medium (air) for sound waves is another frame of reference in addition to the reference frames of the two vans.

What about the situation where you measure the speed of light from your brother's headlights and he measures the speed of light from your taillights? Unlike sound waves, light does not require any material medium for its transmission, and you need only consider your frame of reference and that of your brother. In this case the two vans are viewed as approaching each other with a constant speed of $u=5 \mathrm{~m} / \mathrm{s}$. As such, common sense dictates that the relative speed between you and the light from your brother's headlights would be $c+u$ and, likewise, between your brother and the light from your taillights. Although this result is intuitive and in agreement with Galilean relativity, it is not consistent with Einstein's second postulate. According to Einstein, you and your brother would measure the relative speed to be $c=3 \times 10^{8} \mathrm{~m} / \mathrm{s}$, since the speed of light is invariant and independent of the relative motion between the source and observer. To emphasize this point, suppose your bother's van is overtaking you and at half the speed of light and after he passes, you flash your headlights at him (possibly to indicate to him that in your considered opinion he is violating a traffic law). Einstein's second postulate predicts that he would measure the speed of light from your headlights to pass him at the normal speed of $c=3 \times 10^{8} \mathrm{~m} / \mathrm{s}!$ In fact, he would observe the same speed of light for that emitted from your headlights as you would observe, regardless of his speed relative to you. Surely, you must find this hard to be-
lieve and most remarkable. After all, does it not violate our notions of common sense? Yet, every experimental examination of this phenomenon verifies the truth of Einstein's second postulate. Serious experimental verification of Einstein's second postulate was not possible until the technological advances of the twentieth century. Perhaps because of this, the invariance of light was not realized nor even seriously contemplated, until Einstein published his work on relativity. It was his remarkable insight and understanding that brought about an intellectual and philosophical revolution and made man recognize the limitations of his dimensional experience. If natural phenomena exist that are conceptually beyond the grasp of man's reasoning-beyond deductive realization or physical verification - then we must unshackle our imaginations and arrest our beliefs, if we are to visualize the subtle laws of nature.

We will now deduce the basic results of Einstein's special theory of relativity from some gedanken experiments. As always, we consider two frames of reference, $S$ and $S^{\prime}$, to be separating from each other along their common $X-X^{\prime}$ axis at the uniform speed $u$, after having coincided at time $t=t^{\prime} \equiv 0$. Further, it is conceptually convenient to allow observers to exist at many different spatial positions at the same instant in time in both the $S$ and $S^{\prime}$ frame of reference. Thus, observers spatially separated and at rest in a particular frame of reference can synchronize their clocks and simplify their measurements of spatial and temporal intervals for a particle (or system) traveling at a relativistic speed.

### 2.2 Lengths Perpendicular to the Axis of Relative Motion

As a beginning to the development of Einsteinian relativity from the two fundamental postulates, consider whether coordinate axes that are perpendicular to an axis of relative motion in one frame of reference will be viewed by other inertial observers as being perpendicular. The gedanken experiment for this query is depicted in Figure 2.1, where a meter stick is aligned with the $Y-Z$ plane in system S and another with the $Y^{\prime}-Z^{\prime}$ plane in system $S^{\prime}$. At the top of each meter stick is located a small plane mirror, labeled M in system S and $\mathrm{M}^{\prime}$ in the $\mathrm{S}^{\prime}$ system, adjusted so the mirror surfaces face each other. At some instant in time, a beam of light is emitted from M parallel to the $X$-axis at a distance $y$ above it and in the direction of the $\mathrm{M}^{\prime}$ mirror.

How does the beam of light appear to an observer in the $\mathrm{S}^{\prime}$ frame of reference? For consistency with Einstein's second postulate, he will view the beam of light as traveling at the uniform speed $c$ and incident on his

Figure 2.1
The reflection of a light beam between two plane mirrors set up parallel to one another in systems $S$ and $S^{\prime}$

$\mathrm{M}^{\prime}$ mirror at some distance $y^{\prime}$ above his $X^{\prime}$-axis. When the beam of light strikes the $\mathrm{M}^{\prime}$ mirror, the observer in $\mathrm{S}^{\prime}$ notices the beam of light is reflected upon its incident path concluding that the beam of light is parallel to his $X^{\prime}$-axis. This result is consistent with the initial requirements that the $X^{\prime}$-axis coincides with the $X$-axis and that the beam of light was adjusted to be parallel to the $X$-axis. An observer in system S will also notice the beam of light to be reflected from $\mathrm{M}^{\prime}$ upon its incident path, in accordance with Einstein's first postulate. He concludes that the $\mathrm{M}^{\prime}$ mirror must have been perpendicular to the beam of light and, thus, $\mathrm{M}^{\prime}$ must be parallel to his mirror M.

The conclusion that the two mirrors are parallel would also be obtained by the observer in $\mathrm{S}^{\prime}$, if he were to initiate a beam of light from $\mathrm{M}^{\prime}$ parallel to his $X^{\prime}$ axis and in the direction of M . As yet we do not know if $y=y^{\prime}$, but the observers in both reference frames conclude that the two mirrors are parallel to one another and perpendicular to their common $X-X^{\prime}$ axis. Since the mirrors are parallel, then so are the $Y-Z$ and $Y^{\prime}-Z^{\prime}$ planes. Thus, in general, observers in different inertial frames of reference see coordinate axes $Y, Y^{\prime}, Z, Z^{\prime}$ as being perpendicular to the $X-X^{\prime}$ axis. Since our systems S and $\mathrm{S}^{\prime}$ coincided at time $t=t^{\prime} \equiv 0$, in addition to being perpendicular to the axis of relative motion $Y$ is parallel to $Y^{\prime}$ and, likewise, $Z$ and $Z^{\prime}$ are parallel. In general, this need not be true for inertial systems that are not moving along a common axis; however, all inertial observers having a common axis of relative motion will view any length measurement made perpendicular to their common axis as being normal to that axis.

From the above discussion it is easy to argue that the distance of the light beam above the $X-X^{\prime}$ axis is the same for observers in both systems (i.e., $y=y^{\prime}$ ). Obviously, since the light beam strikes $\mathrm{M}^{\prime}$ and is reflected upon its incident path a distance $y^{\prime}$ above the $X^{\prime}$-axis, the value of $y^{\prime}$ measured in $\mathrm{S}^{\prime}$ must be the same as the value $y$ measured in S . Suppose, however, that the light reflected from $\mathrm{M}^{\prime}$ strikes above the mirror M in system S. An observer in the S frame of reference would surmise that his meter stick was smaller than the meter stick in the $S^{\prime}$ frame of reference. But, according to Einstein's first postulate, if an observer in $S^{\prime}$ were to send out a beam of light from $\mathrm{M}^{\prime}$ parallel to the $X-X^{\prime}$ axis so as to be reflected from M, he would conclude that his meter sick was smaller than the meter stick in system S. As illustrated in Figure 2.1, the two reflected rays for this hypothetical case would necessarily cross. However, since light, propagating at a constant velocity, travels in a straight line, parallel incident rays (in our case they are coincident) are reflected from parallel plane mirrors such that the reflected rays are parallel! Thus, there is a contradiction between Einstein's first and second postulates, which means that our initial supposition is in violation of nature's law and, therefore, incorrect.

According to Einstein's first postulate, any supposition made by an observer in system $S$ would necessarily be the same supposition made by an observer in the $S^{\prime}$ frame of reference. If the supposition violates any known laws, like the first gedanken experiment or the fact that parallel light rays never cross, then the supposition is wrong. An analogous argument shows the impossibility of a beam of light being emitted from M , parallel to the $X-X^{\prime}$ axis, and reflected from $\mathrm{M}^{\prime}$ such as to return below M. Consequently, the only possible conclusion is the one stated initially: any length or coordinate measurement made perpendicular to the axis of relative motion has the same value for all inertial observers. This generalization can be expressed as

$$
\begin{equation*}
y^{\prime}=y \quad \Delta \mathrm{y}^{\prime}=\Delta y \tag{2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
z^{\prime}=z \quad \Delta z^{\prime}=\Delta z, \tag{2.2}
\end{equation*}
$$

which are two of the three Lorentz space-coordinate transformations. Clearly, these are identical to the Galilean space transformations for the $y$, $y^{\prime}$ and $z, z^{\prime}$ coordinates. As yet, we do not know the relativistic spatial transformation for the $x, x^{\prime}$ coordinates and we should not, at this time, make any assumptions regarding its form.

### 2.3 Time Interval Comparisons

In this gedanken experiment, illustrated in Figure 2.2, we let the plane of a mirror $\mathrm{M}^{\prime}$ be perpendicular to the $Y^{\prime}$-axis at some distance $\Delta y^{\prime}$ above the origin of coordinates. An observer in $\mathrm{S}^{\prime}$ sends a light pulse up the $Y^{\prime}$ axis, where it is reflected upon its incident path by the mirror $\mathrm{M}^{\prime}$ and eventually absorbed at its point of origin $\mathrm{O}^{\prime}$. In accordance with Figure 2.2, any $\mathrm{S}^{\prime}$ observer will measure the distance from $\mathrm{O}^{\prime}$ to $\mathrm{M}^{\prime}$ to be given by

$$
\begin{equation*}
\Delta y^{\prime}=c\left(\frac{\Delta t^{\prime}}{2}\right)=\frac{1}{2} c \Delta t^{\prime}, \tag{2.3}
\end{equation*}
$$

where $\Delta t^{\prime}$ is defined as the time it takes the light pulse to travel from $\mathrm{O}^{\prime}$ to $\mathrm{M}^{\prime}$ and back to $\mathrm{O}^{\prime}$.

Observers in the S frame of reference do not see the motion and path of the light pulse in $\mathrm{S}^{\prime}$ as being vertical, since $\mathrm{M}^{\prime}$ (at rest relative to $\mathrm{S}^{\prime}$ ) is moving at a uniform speed $u$ relative to their reference frame. Instead, they observe the motion and path of the light pulse in $\mathrm{S}^{\prime}$ to be something like the isosceles triangle depicted in Figure 2.2, where $\Delta t \equiv t_{B}-t_{A}$ is the time interval, according to S observers, for the light pulse to go from $A$ to $\mathrm{M}^{\prime}$ to $B$. It should be obvious that, whereas $\mathrm{S}^{\prime}$ observers need only one clock to measure the time interval $\Delta t^{\prime}, S$ observers need two clocks for their measurement of the corresponding time interval $\Delta t$. In system S ,

Figure 2.2
The path of a vertical pulse of light being reflected from a mirror in $S^{\prime}$, as viewed by observers in $\mathrm{S}^{\prime}$ and S .

we need one clock at $A$ and another at $B$, and since the two clocks are spatially separated, it is essential that they be synchronized. Later, we will consider a method by which clocks can be synchronized, but for now, we simply assume the synchronization of clocks at $A$ and $B$ has been effected. Clearly, $\Delta t$ corresponds to the difference between the reading of the two clocks at $A$ and $B$ in system S .

Viewing the left triangle of Figure 2.2 and invoking the Pythagorean theorem, we have

$$
(\Delta y)^{2}+\left(\frac{1}{2} u \Delta t\right)^{2}=\left(\frac{1}{2} c \Delta t\right)^{2},
$$

which is easily solved for $\Delta y$ in the form

$$
\begin{equation*}
\Delta y=\frac{1}{2} c \Delta t \sqrt{1-\beta^{2}} \tag{2.4}
\end{equation*}
$$

where we have set

$$
\begin{equation*}
\beta \equiv \frac{u}{c} . \tag{2.5}
\end{equation*}
$$

Here, $\Delta y$ is the vertical displacement of the mirror $\mathrm{M}^{\prime}$, as measured by observers in system S. Now, using Equation 2.1 from the previous gedanken experiment $\left(\Delta y=\Delta y^{\prime}\right)$ along with Equations 2.3 and 2.4, we have

$$
\begin{equation*}
\frac{1}{2} c \Delta t \sqrt{1-\beta^{2}}=\frac{1}{2} c \Delta t^{\prime} . \tag{2.6}
\end{equation*}
$$

By defining

$$
\begin{equation*}
\gamma \equiv \frac{1}{\sqrt{1-\beta^{2}}} \tag{2.7}
\end{equation*}
$$

and solving Equation 2.6 for $\Delta t$, we obtain

$$
\begin{equation*}
\Delta t=\gamma \Delta t^{\prime} \tag{2.8}
\end{equation*}
$$

Time Dilation
The result expressed by Equation 2.8 gives a comparison of time intervals measured in two different inertial reference frames. The meaning and implications of this result may need some elaboration. First, consider that in the limit as $u$ approaches $c$ in Equation 2.7 (remember $\beta=u / c$ ), $\gamma$ approaches $\infty$. However, for $u \ll c, \gamma$ approaches 1, and Equation 2.8 reduces to the Galilean transformation (Equation 1.29) in accordance with
the correspondence principle. Thus, the range of values for $\gamma$ can be expressed as

$$
\begin{equation*}
1 \leq \gamma \leq \infty, \tag{2.9}
\end{equation*}
$$

which implies that $\Delta t>\Delta t^{\prime}$ in Equation 2.8 for $u$ not small. That is, the time interval $\Delta t$ measured between two events (emission and absorption of the light pulse) occurring at spatially different positions in system S is greater than the proper time $\Delta t^{\prime}$, which is the time interval measured in system $S^{\prime}$ between two events occurring at the same position. Because of the factor $\gamma$ in Equation 2.8, $\Delta t$ is greater than the proper time and is referred to as a dilated time. Hence, the name time dilation that is normally associated with Equation 2.8.

It is important to keep in mind Einstein's first postulate, because if the experiment were performed in system $S$, observers in $S^{\prime}$ would conclude that $\Delta t^{\prime}=\gamma \Delta t$. The significance of the time dilation result is that it emphasizes how time interval measurements differ between inertial observers in relative motion, because of differing physical measurements. $A$ time interval between two events is always shortest in a system where the events occur at the same position and dilated by the factor $\gamma$ in all other inertial systems. In solving problems associated with the time dilation equation, it is most convenient and less confusing to identify the proper time as occurring in the primed system, with the dilated time then given by Equation 2.8 for the unprimed inertial system. As the concept of time dilation is most incredible, a few examples will be presented in an attempt to clarify the subtleties of the phenomenon.

If you believe the secret of eternal youth is in keeping on the move, you are not far from wrong. In fact, time dilation predicts that if you have a twin, your biological clocks will be different, if one twin is traveling uniformly at a relativistic speed (e.g., $u>0.4 c$ ) relative to the other. For example, consider that at age twenty you take off in a rocket ship traveling at 0.866 the speed of light. You leave behind a younger brother of age ten and travel through space for twenty years (according to your clock). When you return home, at age forty, you will find your kid brother to be fifty years old! He will have aged by $\Delta t=40$ years, while you have aged by only $\Delta t^{\prime}=20$ yrs. That is, time dilation gives

$$
\Delta t=\gamma \Delta t^{\prime}=(20 \mathrm{yrs}) / \sqrt{1-(.866 c / c)^{2}}=40 \mathrm{yrs} .
$$

As compared to your brother, your biological clock and aging process was slowed by the time dilation effect. It should be emphasized that time dilation is a real effect that applies not just to clocks but to time itself-time flows at different rates to different inertial observers.

Other time dilation effects have been observed in laboratories for the lifetimes of radioactive particles. As a particular example, consider the decay of unstable elementary particles called muons (or mu-mesons). A muon is observed in a laboratory to decay into an electron in an average time of $2.20 \times 10^{-6} \mathrm{sec}$, after it comes into being. Normally, muons are created in the upper atmosphere by cosmic ray particles and travel with a uniform mean speed of $2.994 \times 10^{8} \mathrm{~m} / \mathrm{s}=0.9987 \mathrm{c}$ toward the earth's surface. In their lifetime, the muons should be able to travel a distance of

$$
s=u \Delta t=\left(2.994 \times 10^{8} \frac{\mathrm{~m}}{\mathrm{~s}}\right)\left(2.20 \times 10^{-6} \mathrm{~s}\right)=659 \mathrm{~m},
$$

according to the laws of classical kinematics. Since they are created at altitudes exceeding 6000 m , they should rarely reach the earth's surface. But they do reach the earth's surface and in profusion-approximately 207 muons per square meter per second are detected at sea level.

The muon paradox is immediately resolved, if we take time dilation into account. According to observers in the earth's reference frame, the muon's proper mean lifetime is $\Delta t^{\prime}=2.20 \times 10^{-6} \mathrm{~s}$. The mean time that we observe the muons in motion is a time dilated to the value

$$
\begin{aligned}
\Delta t & =\gamma \Delta t^{\prime}=\frac{2.20 \times 10^{-6} \mathrm{~s}}{\sqrt{1-\left(\frac{0.9987 c}{c}\right)^{2}}} \\
& =43.1 \times 10^{-6} \mathrm{~s} .
\end{aligned}
$$

Thus, according to Einstein's postulates, the muons should (and do) travel a mean distance of

$$
\Delta x=u \Delta t=\left(2.994 \times 10^{8} \frac{\mathrm{~m}}{\mathrm{~s}}\right)\left(43.1 \times 10^{-6} \mathrm{~s}\right)=1.29 \times 10^{4} \mathrm{~m}
$$

in our reference frame.

### 2.4 Lengths Parallel to the Axis of Relative Motion

Consider the situation schematically illustrated in Figure 2.3, where observers in $\mathrm{S}^{\prime}$ have placed a mirror $\mathrm{M}^{\prime}$ perpendicular to their $X^{\prime}$-axis at

Figure 2.3
A horizontal pulse of light being reflected from a vertical mirror in $S^{\prime}$, as viewed by observers in S .

some distance $\Delta x^{\prime}$ from the origin of their reference frame. In order to measure the distance $\Delta x^{\prime}$, they send out a light pulse from $A^{\prime}$ parallel to the $X^{\prime}$-axis such that it will be reflected by $\mathrm{M}^{\prime}$ back to $A^{\prime}$. For generality we will denote this distance by $\Delta x^{\prime}$ and, thus, observers in $\mathrm{S}^{\prime}$ reason that

$$
c=\frac{2 \Delta x^{\prime}}{\Delta t^{\prime}},
$$

where $\Delta t^{\prime}$ is the time interval required for the light pulse to travel $A^{\prime}$ to $\mathrm{M}^{\prime}$ and back to $A^{\prime}$. Thus, the distance they measure between $A^{\prime}$ and $\mathrm{M}^{\prime}$ is given by

$$
\begin{equation*}
\Delta x^{\prime}=\frac{1}{2} \mathrm{c} \Delta t^{\prime}, \tag{2.10}
\end{equation*}
$$

where $\Delta t^{\prime}$ should be interpreted as a length measurement.
What do observers in system S measure, and how do they operationally perform the necessary measurements for the length in question? First consider the motion of the light pulse from $A^{\prime}$ to $\mathrm{M}^{\prime}$ as viewed by observers in the S -frame and depicted in Figure 2.4. Observers in system S note the origination of the light pulse at point $A$ at time $t_{A}$. It propagates to the right at the uniform speed $c$, while the mirror $\mathrm{M}^{\prime}$ moves to the right uniformly at a speed $u$. At some later time $t_{B}$, the observers in S will note the light pulse striking the mirror $\mathrm{M}^{\prime}$. The two clocks in S record a time difference of $\Delta t_{A-B} \equiv t_{B}-t_{A}$ and, thus, the light pulse must have traveled the distance $c \Delta t_{A-B}$. With the distance from the origin of the $Y^{\prime}$-axis to the mirror $\mathrm{M}^{\prime}$ (as measured by S-observers) denoted by $\Delta x$, then Figure


Figure 2.4
A horizontal pulse of light propagating towards a vertical mirror in $S^{\prime}$, as viewed by observers in $S$.

## 2.4 suggest that

$$
\Delta x=(c-u) \Delta t_{A-B} .
$$

Thus, the time interval $\Delta t_{A-B}$ is given by

$$
\begin{equation*}
\Delta t_{A-B}=\frac{\Delta x}{c-u} \tag{2.11}
\end{equation*}
$$

Now, consider the motion of the light pulse from $\mathrm{M}^{\prime}$ back to the $Y^{\prime}$ axis, as viewed by observers in system S . The situation, as depicted in Figure 2.5 , suggests that the light pulse is reflected from $\mathrm{M}^{\prime}$ at point $B$ at the time $t_{B}$. It then propagates to the left at the speed of light $c$, arriving at the $Y^{\prime}$-axis at point $C$ and time $t_{C}$. Of course, during the time interval $\Delta t_{B-C}=t_{C}-t_{B}$, the $\mathrm{S}^{\prime}$-frame and mirror $\mathrm{M}^{\prime}$ were moving to the right with constant speed $u$. In this case, the distance $\Delta x$ in question is immediately obtained from Figure 2.5 as

$$
\Delta x=(c+u) \Delta t_{B-c} .
$$

Solving the above equation for the time interval $\Delta t_{B-C}$ gives

$$
\begin{equation*}
\Delta t_{B-C}=\frac{\Delta x}{c+u}, \tag{2.12}
\end{equation*}
$$

which is not the same as $\Delta t_{A-B}$ as far as observers in system S are concerned. These results also agree with classical common sense. That is, if

## Figure 2.5

A horizontal pulse of light being reflected from a vertical mirror in $S^{\prime}$, as viewed by observers in S .

the mirror and light pulse are traveling to the right, then the relative speed between the light pulse and the mirror is $c-u$ and Equation 2.11 is immediately obtained. On the other hand, if the mirror is moving to the right while the light pulse is traveling to the left, then the relative speed of separation between the mirror and the light pulse is $c+u$, which lead to Equation 2.12.

Let observers in S define the time interval $\Delta t$ as that time required for the pulse of light in $\mathrm{S}^{\prime}$ to travel from $A^{\prime}$ to $\mathrm{M}^{\prime}$ and back to $A^{\prime}$, as viewed in their reference frame.

Clearly, then

$$
\Delta t=\Delta t_{A-B}+\Delta t_{B-c}=\frac{\Delta x}{c-u}+\frac{\Delta x}{c+u},
$$

which, when solved for $\Delta x$, yields

$$
\begin{equation*}
\Delta x=\frac{1}{2} c \Delta t\left(1-\frac{u^{2}}{c^{2}}\right) . \tag{2.13}
\end{equation*}
$$

Substitution of Equation 2.8 into Equation 2.13 gives

$$
\begin{equation*}
\Delta x=\frac{1}{2} c \Delta t^{\prime} \gamma\left(1-\beta^{2}\right), \tag{2.14}
\end{equation*}
$$

where Equation 2.5 has been utilized for $\beta$. Now, from Equation 2.10 and
2.14 we have the famous Lorentz-Fitzgerald length contraction equation in the form

$$
\Delta x=\Delta x^{\prime} \sqrt{1-\beta^{2}}
$$

which simplifies to

$$
\begin{equation*}
\Delta x=\frac{\Delta x^{\prime}}{\gamma}, \tag{2.15}
\end{equation*}
$$

## Length Contraction

by using the definition of $\gamma$ given by Equation 2.7. This equation describes how length measurements made parallel to the axis of relative motion compare between the two inertial frames of reference. In view of the result in Equation 2.9, the length measurement obtained by S-observers on a moving object is always less than the corresponding proper length measured by $\mathrm{S}^{\prime}$-observers on the object at rest (i.e., $\Delta x<\Delta x^{\prime}$ ), when $u$ is not small and the length of the object is parallel to the axis of relative motion. Since $\Delta x<\Delta x^{\prime}$, the terminology contraction is associated with Equation 2.15 and the name proper length is always associated with a length measured in the rest frame of an object. For $u \ll c$ we have $\gamma \approx 1$, and Equation 2.15 reduces to the Galilean transformation (Equation 1.26) in accordance with the correspondence principle.

The length contraction phenomenon has also been verified in actual laboratory experiments. For example, we can consider the muon paradox by taking into account contracted displacements. From the point of view of the muon, which is at rest relative to itself, it views the earth as traveling toward it with a speed of $u=0.9987 \mathrm{c}$ for average time of $\Delta t=2.20 \times 10^{-6} \mathrm{~s}$. Thus, the resulting displacement of the earth relative to the muon is

$$
\Delta x=u \Delta t=659 \mathrm{~m},
$$

which is a contracted length as measured by the muon. The proper length ( $\Delta x^{\prime}$ in the earth's reference frame) would correspond to

$$
\Delta x^{\prime}=\frac{\Delta x}{\sqrt{1-\beta^{2}}}=1.29 \times 10^{4} \mathrm{~m} .
$$

This result is in perfect agreement with that obtained by the time dilation arguments, except for the interpretive meanings of $\Delta x$ and $\Delta x^{\prime}$ being reversed. Note that the primed variables still refer to proper time intervals
$\Delta t^{\prime}$ and length measurements $\Delta x^{\prime}$, and the problem can be solved by Equations 2.8 and 2.15.

### 2.5 Simultaneity and Clock Synchronization

Consider the situation as depicted in the schematic of Figure 2.6, where observers in $\mathrm{S}^{\prime}$ set up two identical clocks on the $X^{\prime}$-axis that are spatially separated by the distance $\Delta x^{\prime}$. The origin of the $\mathrm{S}^{\prime}$ reference frame is located at the midpoint between the clocks that are positioned at points $A^{\prime}$ and $B^{\prime}$. A flash bulb at the origin of $\mathrm{S}^{\prime}$ is used to send out simultaneous light pulses in the direction of $A^{\prime}$ and $B^{\prime}$ respectively, so that the clocks can be started at the instant the light pulses strike. In this manner, observers in system $\mathrm{S}^{\prime}$ can be assured of their clocks being started at the same instant in time (simultaneously started) and thus synchronized for all time.

The inquiry now is as to whether two events that appear to occur simultaneously to observers in $\mathrm{S}^{\prime}$ will be viewed as occurring simultaneously to observers in S. Clearly, when the flash bulb goes off, light pulses are simultaneously propagating at the speed c in the direction of $A^{\prime}$ and $B^{\prime}$. But according to observers in $\mathrm{S}, A^{\prime}$ is approaching a light pulse at the uniform speed $u$, while $B^{\prime}$ is receding from a light pulse at the speed $u$. As depicted in Figure 2.7a, the observers in S notice the clock at $A^{\prime}$ being started at a time $t_{A}$, as recorded on their clock at position $A$. But at that particular instant in time, the observers in S do not notice the light pulse striking the

Figure 2.6
The synchronization of two clocks at rest in the $S^{\prime}$ frame of reference, according to observers in system $\mathrm{S}^{\prime}$.



Figure 2.7
The synchronization of two clocks at rest in the $S^{\prime}$ frame of reference, according to observers in system S .
clock at $B^{\prime}$, since the clock at $B^{\prime}$ has been moving to the right at a constant speed $u$. Instead, as suggested by Figure 2.7 b , the clock at $B^{\prime}$ will be started at a time later than $t_{A} \equiv t_{A}-t_{0}$, say $t_{B} \equiv t_{B}-t_{0}$, according to observers in S. From Figure 2.7,

$$
\frac{1}{2} \Delta x=(c+u) t_{A},
$$

and observers in S conclude that the clock $A^{\prime}$ in $\mathrm{S}^{\prime}$ starts at time

$$
t_{A}=\frac{\frac{1}{2} \Delta x}{c+u}
$$

whereas, the clock at $B^{\prime}$ in $\mathrm{S}^{\prime}$ starts at a later time

$$
t_{B}=\frac{\frac{1}{2} \Delta x}{c-u} .
$$

We can call this discrepancy in time, as viewed only by observers in S on events (the starting of the two clocks) occurring simultaneously in $\mathrm{S}^{\prime}$, a synchronization correction term, $\tau_{s}$, and define it by

$$
\begin{equation*}
\tau_{s} \equiv t_{B}-t_{A}=\frac{1}{2} \Delta x\left(\frac{1}{c-u}-\frac{1}{c+u}\right) . \tag{2.16}
\end{equation*}
$$

The algebraic simplification of Equation 2.16 gives the synchronization correction as

$$
\begin{equation*}
\tau_{s}=\frac{\Delta x u / c^{2}}{1-\beta^{2}} \tag{2.17}
\end{equation*}
$$

Taking into account length contraction, as given by Equation 2.15, $\tau_{s}$, can be expressed in the more convenient form

Synchronization Correction

$$
\begin{equation*}
\tau_{s}=\frac{\Delta x^{\prime} u / c^{2}}{\sqrt{1-\beta^{2}}}=\gamma \frac{\Delta x^{\prime} u}{c^{2}}, \tag{2.18}
\end{equation*}
$$

where the definition given in Equation 2.7 has been used in the last representation. In Equation 2.18, $\Delta x^{\prime}$ should be recognized as the proper distance between the two clocks in $\mathrm{S}^{\prime}$. It should also be noted that the synchronization correction of Equation 2.18 is entirely different from the previously discussed time dilation effect. Whereas synchronization is related to the nonuniqueness of simultaneity to different inertial observers, time dilation has to do with differing time interval measurements between two events by different inertial observers. For the meaning of the former, consider clocks in both reference frames to be identical and initially started at the same instant in time (say at the instant when both reference frames were coincident), such that all clocks are initially synchronized. Later on in time, we can say that all clocks in $S$ are still synchronized and likewise for all clocks in $S^{\prime}$, but the clocks in $S$ are no longer synchronized with the clocks in $\mathrm{S}^{\prime}$. There is a synchronization correction resulting from the motion of separation between the two sets of clocks.

The form of Equation 2.18 can be varied to a still more convenient one by taking out the time dilation effect. That is, since

$$
\Delta t=\gamma \Delta t^{\prime}
$$

we can write

$$
\begin{equation*}
\tau_{s}=\gamma \tau_{s}^{\prime} \tag{2.19}
\end{equation*}
$$

where, in accordance with Equation 2.18,

$$
\begin{equation*}
\tau_{s}^{\prime} \equiv \frac{\Delta x^{\prime} u}{c^{2}} \tag{2.20}
\end{equation*}
$$

$\tau_{s}^{\prime}$ must be interpreted as the time discrepancy expected by observers in S to exist between the two $\mathrm{S}^{\prime}$ clocks according to observers in $\mathrm{S}^{\prime}$ ! It should be emphasized that from the point of view of the $S$ frame of reference, observers in $\mathrm{S}^{\prime}$ should see the clock at $A^{\prime}$ leading to the clock at $B^{\prime}$ by the time $\tau_{s}^{\prime}$; but, according to observers in $\mathrm{S}^{\prime}$, there is no time discrepancy between the two clocks in $\mathrm{S}^{\prime}$. Think about the meaning of this in relation to Equation 2.19, when you consider the problems at the end of the chapter.

### 2.6 Time Dilation Paradox

According to Einstein's first postulate, all inertial systems are equivalent for the formulation of physical laws. This principle, combined with time dilation considerations, means that observers in any one inertial system will consider their own clocks to run faster than clocks in any other inertial system. This presents an apparently paradoxical situation, since observers in two different inertial systems view the other's clocks as running slower. As a particular case in point, consider Homer and Triper to be identical twins. Homer remains on the earth (home), while Triper travels to a distant planet and back at a relativistic speed. Because of time dilation, Homer considers his biological clock as being faster than Triper's and concludes that he will be older than Triper when Triper returns from his voyage. But, while Triper was traveling at a constant speed away from or toward the earth, he regarded himself as stationary and the earth as moving. As such, he would consider Homer's clock to be slower than his and would expect Homer to be younger than he is when he returns home. It is paradoxical to Triper to find that Homer is older than he when he returns to earth. The paradox arises from the seemingly symmetric roles played by the twins as contrasted with their asymmetric aging.

To particularize this example, let planet P be 20 light years (abbreviated as $c$-yrs) from, and stationary with respect to, the earth. Further, let the acceleration and deceleration times for Triper be negligible in compar-
ison to his coasting times, where he has the uniform speed of $0.8 c$. Actually, a detailed treatment of this problem would require the inclusion of accelerating reference frames, a topic requiring the general theory of relativity. However, we will attempt to gain some insight into this problem by using the synchronization disparity of moving clocks.

Consider the situation as depicted in Figure 2.8, where Triper is illustrated in system $\mathrm{S}^{\prime}$ as either receding or approaching the earth at the uniform speed of $0.8 c$. Homer considers himself at rest and calculates the time required for Triper to go from the earth ( E ) to the planet $(\mathrm{P})$ as

$$
\Delta t_{\mathrm{E}-\mathrm{p}}=\frac{\Delta x}{u}=\frac{20 c-\mathrm{yrs}}{0.8 c}=25 \mathrm{yrs} .
$$

Since the return trip would take the same time, $\Delta t_{\mathrm{P}-\mathrm{E}}=25$ yrs, then Homer would age by

$$
\Delta t_{\mathrm{H}}=\Delta \mathrm{t}_{\mathrm{E}-\mathrm{P}}+\Delta t_{\mathrm{P}-\mathrm{E}}=50 \mathrm{yrs}
$$

during Triper's voyage. But, according to Homer, Triper's clock would register a time change of only

$$
\Delta t_{\mathrm{T}}^{\prime}=\Delta t_{\mathrm{H}} \sqrt{1-\beta^{2}}=(50 \mathrm{yrs})(0.6)=30 \mathrm{yrs} .
$$

Thus, Homer concludes that he will be 20 yrs older than his twin when Triper returns from the voyage.

From Triper's point of view, the distance from the earth to the planet is contracted to the value

$$
\Delta x=\frac{\Delta x^{\prime}}{\gamma}=\frac{20 c-y r s}{5 / 3}=12 c-y r s
$$




Figure 2.9
The aging of Homer as viewed by Triper
as suggested by Figure 2.9. Here, of course, Triper considers himself in the stationary system $S$ and Homer in the moving system $S^{\prime}$. Accordingly, for $u=0.8 c$ we have

$$
\Delta t_{\mathrm{E}-\mathrm{P}}=\frac{\Delta x}{u}=\frac{12 c-\mathrm{yrs}}{0.8 c}=15 \mathrm{yrs},
$$

and the total time required for his trip would be

$$
\Delta t_{\mathrm{T}}=\Delta t_{\mathrm{E}-\mathrm{P}}+\Delta t_{\mathrm{P}-\mathrm{E}}=30 \mathrm{yrs},
$$

which is exactly what Homer predicted for Triper's time. But, the real problem is that Triper does not understand why Homer would age by 50 yrs. After all, Triper considers himself at rest in his system and Homer to be moving, which means that Homer's clock measures proper time. Thus, for 30 yrs to pass on Triper's clock, Homer's clock should record only

$$
\Delta t_{\mathrm{H}}^{\prime}=\Delta t_{\mathrm{T}} \sqrt{1-\beta^{2}}=(30 \mathrm{yrs})(0.6)=18 \mathrm{yrs},
$$

which is of course the real paradox.
To understand this apparent discrepancy, let there be a clock on the Planet P that is synchronized with Homer's clock on the earth E. To Triper these clocks are unsynchronized by the amount.

$$
\tau_{s}^{\prime}=\frac{\Delta x^{\prime} u}{c^{2}}=\frac{(20 c-\mathrm{yrs})(0.8 c)}{c^{2}}=16 \mathrm{yrs} .
$$

This means that when Triper is approaching the planet, the planet-clock leads the earth-clock by 16 yrs. When Triper momentarily stops at P , he is in the same reference system as the earth-planet system and observes the

E-clock and P-clock to be synchronized. This means that in the decelerating time required for Triper to slow down to a stop (assumed negligible for Triper), the E-clock must have gained a time of 16 yrs. Of course, as Triper is returning home, he is approaching the earth and the E-clock leads the P-clock by 16 yrs, suggesting to Triper that the E-clock gained another 16 yrs while he was accelerating up to the 0.8 c speed. When he lands on earth, the P-clock is synchronized with the E-clock, indicating that the Pclock gained 16 yrs while Triper was decelerating to a stop. When Triper takes the total synchronization correction time into account, he realizes that Homer must have aged by

$$
\Delta t_{\mathrm{H}}^{\prime}=18 \mathrm{yrs}+16 \mathrm{yrs}+16 \mathrm{yrs}=50 \mathrm{yrs},
$$

while he has aged by only 30 years. This result predicted by Einsteinian relativity becomes nonparadoxical only when the asymmetric roles of the twins is properly taken into account. Homer and Triper realize that the one (Homer) who remains in an inertial frame will age more than the one (Triper) who accelerates.

## Review of Derived Equations

A listing of the derived equations in this chapter is presented below, along with new defined units and symbols. Not included are the well-known definitions of kinematics.

## EINSTEIN'S POSTULATES

1. Classical Principle of Relativity
2. Invariance of the Speed of Light

## DEFINED UNITS

```
c-yrs Distance
```


## SPECIAL SYMBOLS

$$
\begin{aligned}
\beta & \equiv \frac{u}{c} \\
\gamma & \equiv \frac{1}{\sqrt{1-\beta^{2}}}
\end{aligned}
$$

## DERIVED EQUATIONS

$\Delta t=\gamma \Delta t^{\prime} \quad$ Time Dialation
$\Delta x=\frac{\Delta x^{\prime}}{\gamma} \quad$ Length Contraction
$\tau_{s}=\gamma \frac{\Delta x^{\prime} u}{c^{2}} \quad$ Synchronization Correction

## Problems

2.1 Find the value of $\gamma$ for $u=(0.84)^{1 / 2} c, u=0.6 c, u=0.8 c$, and $u=$ $0.866 c$.

## Solution:

From Equations 2.5 and 2.7 we have

$$
\gamma=\frac{1}{\sqrt{1-u^{2} / c^{2}}}
$$

so direct substitution for $u$ gives

$$
\begin{aligned}
& \gamma=\frac{1}{\sqrt{1-0.84}}=\frac{1}{\sqrt{0.16}}=\frac{1}{0.4}=\frac{5}{2}, \\
& \gamma=\frac{1}{\sqrt{1-0.36}}=\frac{1}{\sqrt{0.64}}=\frac{1}{0.8}=\frac{5}{4}, \\
& \gamma=\frac{1}{\sqrt{1-0.64}}=\frac{1}{\sqrt{0.36}}=\frac{1}{0.6}=\frac{5}{3}, \\
& \gamma=\frac{1}{\sqrt{1-0.75}}=\frac{1}{\sqrt{0.25}}=\frac{1}{0.5}=2
\end{aligned}
$$

2.2 Express $\gamma$ as a series, using the binomial expansion.

Answer: $\quad \gamma=1+\frac{1}{2} \beta^{2}+\frac{3}{8} \beta^{4}+\ldots$
2.3 Two inertial systems are receding from one another at a uniform speed of $0.6 c$. In one system a sprinter runs 200 m in 20 s , according to his stopwatch. If the path of the sprinter is perpendicular to the axis of relative motion between the two systems, how far did the sprinter run and how
long did it take him, according to observers in the other inertial system?

## Solution:

Given $u=0.6 c, \Delta \mathrm{z}^{\prime}=200 \mathrm{~m}, \Delta t^{\prime}=20 \mathrm{~s}$, and $\Delta \mathrm{z}=\Delta \mathrm{z}^{\prime}=200 \mathrm{~m}$, according to Equation 2.2. With $\beta=u / c=0.6, \gamma$ can be computed with Equation 2.7,

$$
\gamma \equiv \frac{1}{\sqrt{1-\beta^{2}}}=\frac{5}{4},
$$

and Equation 2.8 immediately yields

$$
\Delta t=\gamma \Delta t^{\prime}=\left(\frac{5}{4}\right)(20 \mathrm{~s})=25 \mathrm{~s} .
$$

2.4 Consider Problem 2.3 for the situation where the path of the sprinter is parallel to the axis of relative motion between the two systems.

Answer: $\quad 160 \mathrm{~m}, 25 \mathrm{~s}$
2.5 An observer moves at $0.8 c$ parallel to the edge of a cube having a proper volume of $15^{3} \mathrm{~cm}^{3}$. What does the observer measure for the volume of the cube?

Solution:
With $u=0.8 c \rightarrow \gamma=5 / 3, \Delta y=\Delta y^{\prime}=15 \mathrm{~cm}, \Delta z=\Delta z^{\prime}=15 \mathrm{~cm}$, and $\Delta x^{\prime}=15 \mathrm{~cm}$,

$$
\Delta x=\frac{\Delta x^{\prime}}{\gamma}=\frac{15 \mathrm{~cm}}{5 / 3}=9 \mathrm{~cm} .
$$

Accordingly, the volume measured by the observer is

$$
V=\Delta x \Delta y \Delta z=(9 \mathrm{~cm})(15 \mathrm{~cm})(15 \mathrm{~cm})=2025 \mathrm{~cm}^{3} .
$$

2.6 Two inertial systems are uniformly separating at a speed of exactly $\sqrt{0.84} c$. In one system a jogger runs a mile $(1609 \mathrm{~m})$ in 6 min along the axis of relative motion. How far in meters does he run and how long does it take, to observers in the other system?

Answer: $\quad 643.6 \mathrm{~m}, 15 \mathrm{~min}$
2.7 Consider two inertial systems separating at the uniform speed of $3 \mathrm{c} / 5$. If a rod is parallel to the axis of relative motion and measures 1.5 m in its system, what is its length to observers in the other system?

## Solution:

Using $u=3 c / 5 \rightarrow \gamma=5 / 4$ and the proper length as $\Delta x^{\prime}=1.5 \mathrm{~m}$,

$$
\Delta x=\frac{\Delta x^{\prime}}{\gamma}=\frac{1.5 \mathrm{~m}}{5 / 4}=1.2 \mathrm{~m} .
$$

2.8 The proper mean lifetime of $\pi$-mesons with a speed of $0.90 c$ is $2.6 \times$ $10^{-8} \mathrm{~s}$. Compute their average lifetime as measured in a laboratory and the average distance they would travel before decaying.

Answer: $\quad 6.0 \times 10^{-8} \mathrm{~s}, 16 \mathrm{~m}$
2.9 A meterstick moves parallel to its length with a uniform speed of $0.6 c$, relative to an observer. Compute the length of the meter stick as measured by the observer and the time it takes for the meter stick to pass him.

## Solution:

With $u=0.6 c \rightarrow \gamma=5 / 4$ and $\Delta x^{\prime}=1 \mathrm{~m}$,

$$
\begin{aligned}
& \Delta x=\frac{\Delta x^{\prime}}{\gamma}=\frac{1 \mathrm{~m}}{5 / 4}=0.8 \mathrm{~m}, \\
& \Delta t=\frac{\Delta x}{u}=\frac{0.8 \mathrm{~m}}{(0.6)\left(3 \times 10^{8} \mathrm{~m} / \mathrm{s}\right)} \approx 4.4 \times 10^{-9} \mathrm{~s} .
\end{aligned}
$$

2.10 Two inertial systems are separating at the uniform rate of $0.6 c$. If in one system a particle is observed to move parallel to the axis of relative motion between the two systems at a speed of 0.1 c for $2 \times 10^{-5} \mathrm{~s}$, how far does the particle move, according to observers in the other system?

Answer: 480 m
2.11 How long must a satellite orbit the earth at the uniform rate of 6,711 $\mathrm{mi} / \mathrm{hr}$ before its clock loses one second by comparison with an earth clock?

## Solution:

With knowledge of $u=6,711 \mathrm{mi} / \mathrm{hr}=3 \times 10^{3} \mathrm{~m} / \mathrm{s}$ and $\Delta t-\Delta t^{\prime}=1$ s , we need to find $\Delta t^{\prime}$. Since

$$
\Delta t-\Delta t^{\prime}=\gamma \Delta t^{\prime}-\Delta t^{\prime}=\Delta t^{\prime}(\gamma-1)
$$

the proper time can be expressed as

$$
\Delta t^{\prime}=\frac{\Delta t-\Delta t^{\prime}}{\gamma-1}=\frac{1 \mathrm{~s}}{\gamma-1} .
$$

Unfortunately, since $u$ is very small compared to the speed of light, $\gamma$ in the last expression is very nearly one. To avoid this difficulty, we use the result obtained in Problem 2.2,

$$
\gamma \approx 1+\frac{1}{2} \beta^{2},
$$

and substitute into the previous expression to obtain

$$
\Delta t^{\prime}=\frac{1 \mathrm{~s}}{\frac{1}{2} \beta^{2}}=\frac{2 c^{2}}{u^{2}}(1 \mathrm{~s}) .
$$

Using $c=3 \times 10^{8} \mathrm{~m} / \mathrm{s}$ and the value for $u$ gives

$$
\Delta t^{\prime}=2 \times 10^{10} \mathrm{~s} \approx 634 \mathrm{yrs}
$$

2.12 What must be the relative speed of separation between two inertial observers, if their time interval measurements are to differ by ten percent? That is, for $\left(\Delta t-\Delta t^{\prime}\right) / \Delta t^{\prime}=0.10$, find $u$.

Answer: $0.417 c$
2.13 What must be the relative speed of separation between two inertial systems, for a length measurement to be contracted to 0.90 of its proper length?

## Solution:

For this situation

$$
\Delta x=0.90 \Delta x^{\prime} \rightarrow \frac{\Delta x^{\prime}}{\gamma}=0.90 \Delta x^{\prime}
$$

Therefore, from the definition $\gamma$ we have

$$
\sqrt{1-\beta^{2}}=0.90 \rightarrow 1-\beta^{2}=0.81 \rightarrow \beta^{2}=0.19 .
$$

Since $\beta=u / c, u=0.436 c$.
2.14 A flying saucer passes a rocket ship traveling at $0.8 c$ and the alien adjusts his clock to coincide with the rocket pilot's watch. Twenty minutes later, according to the alien, the flying saucer passes a space station that is stationary with respect to the rocket ship. What is the distance in meters between the rocket ship and the space station, according to (a) the alien and (b) the pilot of the rocket ship?

Answer: $2.88 \times 10^{11} \mathrm{~m}, 4.80 \times 10^{11} \mathrm{~m}$
2.15 Consider the situation described in Section 2.5, with the distance between $A^{\prime}$ and $B^{\prime}$ in $S^{\prime}$ as $100 c$-min. With $u=0.6 c$, compute the distance between the clocks at $A^{\prime}$ and $B^{\prime}$, as measured by observers in system S .

Further, if stopwatches in S are started at the instant the flashbulb in $\mathrm{S}^{\prime}$ goes off, show that a stopwatch in S reads 25 min when the light flash reaches $A^{\prime}$ and another reads 100 min when the light flash reaches $B^{\prime}$.

## Solution:

With $u=0.6 c \rightarrow \gamma=5 / 4$ and the proper length given as $\Delta x^{\prime}=100 c-$ min , then

$$
\begin{aligned}
& \Delta x=\frac{\Delta x^{\prime}}{\gamma}=\frac{100 c-\mathrm{min}}{5 / 4}=80 c-\mathrm{min} \\
& t_{A}=\frac{\frac{1}{2} \Delta x}{c+u}=\frac{40 c-\mathrm{min}}{1.6 c}=25 \mathrm{~min} \\
& t_{B}=\frac{\frac{1}{2} \Delta x}{c-u}=\frac{40 c-\mathrm{min}}{0.4 c}=100 \mathrm{~min}
\end{aligned}
$$

2.16 According to observers in system S of Problem 2.15, how much time elapses between the activation of the two clocks in $\mathrm{S}^{\prime}$ ? How much time do they expect to have elapsed on the clock at $A^{\prime}$ in $\mathrm{S}^{\prime}$, when the $B^{\prime}$ clock is activated?

Answer: $75 \mathrm{~min}, 60 \mathrm{~min}$
2.17 Two explosions, separated by a distance of 200 c -min in space, occur simultaneously to an earth observer. How much time elapses between the two explosions, according to aliens traveling at 0.8 c parallel to a line connecting the two events?

## Solution:

With proper distance between the explosions being measured by the earth observer, we have $\Delta x^{\prime}=200 c$-min and $u=0.8 c \rightarrow \gamma=5 / 3$. Thus, the aliens see the explosions occurring a distance of

$$
\Delta x=\frac{\Delta x^{\prime}}{\gamma}=\frac{200 \mathrm{c}-\mathrm{min}}{5 / 3}=120 \mathrm{c}-\mathrm{min}
$$

apart, during the time interval

$$
\tau_{s}=\gamma \frac{\Delta x^{\prime} u}{c^{2}}=\left(\frac{5}{3}\right) \frac{(200 c-\min )(0.8 c)}{c^{2}}=\frac{800}{3} \mathrm{~min}
$$

2.18 How much time will the aliens of Problem 2.17 expect to have elapsed, on an earth clock, between the occurrence of the two explosions? Is this time interval equal to that measured by the earth observer?

## Answer: 160 min , No

2.19 Two inertial systems are uniformly separating at a speed of 0.8 c . A gun fired in one system is equidistant from two observers in that system. Both observers hear the shot 6 s after it was fired and each raises a flag. If the speed of sound in that system is $300 \mathrm{~m} / \mathrm{s}$, how much time elapses between the occurrence of the two events (raising the flags), according to observers in the other system?

## Solution:

In this problem we know $u=0.8 c \rightarrow \gamma=5 / 3, \Delta t^{\prime}=6 \mathrm{~s}$, and $v_{s}^{\prime}=300$ $\mathrm{m} / \mathrm{s}$. The question is answered by finding $\tau_{s}$, which requires that we first compute $\Delta x^{\prime}$. Accordingly,

$$
\frac{1}{2} \Delta x^{\prime}=v_{s}^{\prime} \Delta t^{\prime}=\left(300 \frac{\mathrm{~m}}{\mathrm{~s}}\right)(6 \mathrm{~s})=1800 \mathrm{~m}
$$

which results in

$$
\begin{aligned}
\Delta x^{\prime} & =3600 \mathrm{~m} \\
\tau_{s} & =\gamma \frac{\Delta x^{\prime} u}{c^{2}}=\left(\frac{5}{3}\right) \frac{(3600 \mathrm{~m})(0.8 c)}{\left(3 \times 10^{8} \mathrm{~m} / \mathrm{s}\right)(c)}=16 \times 10^{-6} \mathrm{~s}
\end{aligned}
$$

2.20 Consider the situation described for Homer and Triper in Section 2.6 , with $u=0.6 c$ and the distance between the earth and planet $9 c$-yrs. How many years will Homer and Triper age, during Triper's voyage?

Answer: 30 yrs, 24 yrs

## CHAPTER 3

## Transformations of Relativistic Kinematics



The velocity of light forms the upper limit of velocities for all material bodies. ... The simple mechanical law of adding and subtracting velocities is no longer valid or, more precisely, is only approximately valid for small velocities, but not for those near the velocity of light. A. EINSTEIN AND L. INFIELD, The Evolution of Physics (I938)

## Introduction

The initial consideration of Einsteinian relativity in the preceding chapter was based totally on two fundamental postulates and basic physical reasoning (logic) applied to several gedanken experiments. The results obtained for time dilation and length contraction were in stark contrast to the time interval ( $\Delta t=\Delta t^{\prime}$ ) and length measurement ( $\Delta x=\Delta x^{\prime}$ ) transformation equations predicted by Galilean relativity in Chapter 1. It was demonstrated, however, that these two relativistic effects reduced exactly
to their classical counterparts under the correspondence principle, and we can expect any extensions of Einsteinian relativity in kinematics and dynamics to reduce to their corresponding classical transformation, when the relative speed between two inertial systems is small compared to the speed of light.

Since the classical time interval and length measurement transformation equations were a direct consequence of the Galilean space-time coordinate transformations, Equations 1.25a and 1.25d, then the results of the last chapter clearly illustrate the inconsistency of the Galilean transformations with the basic postulates of Einstein's special theory of relativity. As such, we need a new set of space-time coordinate transformation equations capable of relating the position and time variables $x, y, z$, and $t$ of an event measured in one coordinate system with the coordinates $x^{\prime}$, $y^{\prime}, z^{\prime}$, and $t^{\prime}$ of the same event as measured in another system, when there is uniform relative motion between the two systems. The correct spatial transformations are obtained in the next section by incorporating the length contraction effect with physical arguments similar to those presented in Section 1.3. The relativistic temporal transformation equation is then directly obtained from either the spatial transformations or by qualitative arguments combining time dilation and synchronization phenomena. After the relativistic coordinate transformations are fully developed and compared with the corresponding classical transformations, the relativistic kinematic transformation equations for velocity and acceleration are derived from first principles in a manner similar to that presented in Chapter 1. Finally, the relativistic Doppler effect for transverse electromagnetic waves is considered using arguments analogous to those presented in the development of the classical Doppler effect for sound waves.

## 3.I Relativistic Spatial Transformations

To develop the relativistic spatial transformation equations, we consider two inertial systems $S$ and $S^{\prime}$ to be separating from one another at a constant speed u along their common $X-X^{\prime}$ axis. As always, we allow that the origins of S and $\mathrm{S}^{\prime}$ coincided at time $t=t^{\prime} \equiv 0$ and that identical clocks in both systems were started simultaneously at that instant. To avoid any conflict with the concept of simultaneity, the spatial coordinates of the clocks in both systems should be identical ( $x=x^{\prime}, y=y^{\prime}$, and $z=z^{\prime}$ ) at the instant $t=t^{\prime} \equiv 0$, so that we are comparing two clocks at the same point in space. Now, consider a particle moving about in space being viewed by observers in both systems S and $\mathrm{S}^{\prime}$. The immediate problem is to deduce the relation between the S-coordinates ( $x, y$, and $z$ ) and $\mathrm{S}^{\prime}$-coordinates ( $x^{\prime}, y^{\prime}$, and $z^{\prime}$ ) of the particle's position at an instant $t>0$ in time. From the results given by Equations 2.1 and 2.2, we know the rela-
tions $y=y^{\prime}$ and $z=z^{\prime}$ are valid for all of time. This suggests that the physical considerations for the particle being viewed can be simplified by allowing $y=y^{\prime}=0$ and $z=z^{\prime}=0$ at some instant $t>0$ in time. Accordingly, Figure 3.1 depicts the position of the particle on the $X-X^{\prime}$ axis at point $P$ in system S and at point $P^{\prime}$ in system $\mathrm{S}^{\prime}$. The relation between the coordinates $x$ and $x^{\prime}$ will obviously depend on the frame of reference assumed, so each point of view will be considered separately.

The point of view of observers in system S is illustrated in Figure 3.1a by length measurements given below the $X-X^{\prime}$ axis. The particle's nonzero space-time coordinates are denoted as $x$ and $t$, where the coordinate $t$ represents the time that has elapsed on a clock in system S after the two systems coincided. Consequently, observers in $S$ would measure the distance of separation between their origin O and the origin $\mathrm{O}^{\prime}$ as $u t$, while the distance between $\mathrm{O}^{\prime}$ and $\mathrm{P}^{\prime}$ would be viewed as being contracted to the value $x^{\prime} / \gamma$. Thus, from Figure 3.1a observers in S conclude that

$$
\begin{aligned}
& x^{\prime}=\gamma(x-u t) \\
& y^{\prime}=y \\
& z^{\prime}=z
\end{aligned}
$$

(3.1a) $\mathrm{S} \rightarrow \mathrm{S}^{\prime}$
(a)

(b)


Figure 3.1
The spacial $x$-coordinate transformations from (a) $S$ to $S^{\prime}$ and (b) $S^{\prime}$ to $S$.
are the correct set of relativistic transformation equations for spatial coordinates, where the latter two were previously obtained and noted as Equations 2.1 and 2.2, respectively. These equations constitute part of what is commonly called the Lorentz transformation, with the other part being the relativistic relation between $t^{\prime}$ and $t$. They were first derived by H. A. Lorentz; however, it was not until a number of years later that their real significance was fully understood and explained by Einstein. Since $\gamma$ $\approx 1$ in the limit of small $u$, these relativistic transformations reduce exactly to the Galilean transformation given by Equations 1.24a through 1.24c.

Observers in system $\mathrm{S}^{\prime}$ can also deduce a set of spatial transformation equations, as suggested by the geometry given in Figure 3.1b. At that instant in time $t^{\prime}>0$ when the particle is on the $X^{\prime}$ axis, observers in $\mathrm{S}^{\prime}$ view the distance from $\mathrm{O}^{\prime}$ to $P^{\prime}$ as $x^{\prime}$, the distance from $\mathrm{O}^{\prime}$ to O as $u t^{\prime}$, and the distance from O to $P$ as contracted to the value $x / \gamma$. Accordingly, their spatial transformation equations are of the form

$$
\begin{equation*}
\mathrm{S}^{\prime} \rightarrow \mathrm{S} \tag{3.2a}
\end{equation*}
$$

$$
\begin{align*}
& x=\gamma\left(x^{\prime}+u t^{\prime}\right) \\
& y=y^{\prime}  \tag{3.2b}\\
& z=z^{\prime} \tag{3.2c}
\end{align*}
$$

It should be noted that these equations are just the inverse of Equations 3.1a to 3.1 c , which can be obtained from the first set by replacing primed with unprimed variables and vise versa, and by replacing $u$ with $-u$. Again, these equations reduce to the ordinary classical transformations, Equations 1.25 a to 1.25 c , when the relative speed of separation $u$ between S and $\mathrm{S}^{\prime}$ is small compared to the speed of light $c$. To complete our discussion of the space-time Lorentz transformation, the next section considers the manner in which time coordinates in S and $\mathrm{S}^{\prime}$ transform.

### 3.2 Relativistic Temporal Transformations

The correct relativistic relation between the time coordinates $t$ and $t^{\prime}$ of systems S and $\mathrm{S}^{\prime}$ is easily obtained by direct qualitative arguments combining the effects of time dilation and synchronization. Since all clocks in both systems were simultaneously set to the value of zero, at that instant when the two systems coincided, then all clocks in both systems are initially synchronized. However, after that instant the clocks in system S are no longer synchronized with the clocks in system $\mathrm{S}^{\prime}$ (recall Section 2.5), because of the relativistic motion between the two systems. Now consider a stationary clock in system $\mathrm{S}^{\prime}$ to be located at point $P$ in system S , at that instant in time when the particle is on the $X-X^{\prime}$ axis. The clock in $\mathrm{S}^{\prime}$ at $P^{\prime}$
is unsynchronized with the clock in S at $P$ by the amount $\tau_{s .}$. Further, any time measurement made in $\mathrm{S}^{\prime}$ will correspond to a dilated time in system S. Combining these arguments with the fact that $\tau_{s}=\left(\tau_{s}^{\prime}\right)_{\text {dilated }}$ suggests that a time measurement of $t$ in system $S$ corresponds to a time measurement of $t^{\prime}$ in $\mathrm{S}^{\prime}$ being increased by the amount $\tau_{s}^{\prime}$ and the resulting total time being dilated. That is,
or

$$
\begin{align*}
& t=\left(t^{\prime}+\tau_{s}^{\prime}\right)_{\text {dilated }} \\
& t=\gamma\left(t^{\prime}+\tau_{s}^{\prime}\right) . \tag{3.3}
\end{align*}
$$

Substitution of Equation 2.20 into Equation 3.3, with $\Delta x^{\prime}$ being replaced appropriately with $x^{\prime}$, gives the more fundamental result

$$
\begin{equation*}
t=\gamma\left(t^{\prime}+\frac{x^{\prime} u}{c^{2}}\right) \tag{3.4}
\end{equation*}
$$

$$
\mathrm{S}^{\prime} \rightarrow \mathrm{S}
$$

This is the correct relativistic time coordinate transformation equation that constitutes the other part of the inverse Lorentz transformation referred to in the previous section. It gives the relation between the measurement of the time coordinate of an event occurring in $\mathrm{S}^{\prime}$ to the corresponding measurement made on the same event occurring in S by an observer in system $S^{\prime}$. From the point of view of an observer in system $S$, the time coordinate transformation is of the form

$$
\begin{equation*}
t^{\prime}=\gamma\left(t-\frac{x u}{c^{2}}\right) \tag{3.5}
\end{equation*}
$$

$$
\mathrm{S} \rightarrow \mathrm{~S}^{\prime}
$$

and is just the inverse of the relation expressed by Equation 3.4. These results are clearly different from the classical results given by Equations 1.25 d and 1.24 d , respectively; however, they obviously reduce to their classical counterparts in the limit that $u$ is small compared to the speed of light $c$.

The relativistic time transformation equations, obtained above by qualitative arguments, can be easily derived by combining Equations 3.1a and 3.2a. From the point of view of an observer in system S, we desire a relativistic equation for $t^{\prime}$ in terms of unprimed coordinates $x$ and $t$. This is directly accomplished by solving Equations 3.1a and 3.2a simultaneously to eliminate the variable $x^{\prime}$. That is, substitution of Equation 3.1a into Equation 3.2a gives

$$
\begin{aligned}
x & =\gamma\left[\gamma(x-u t)+u t^{\prime}\right] \\
& =\gamma^{2}(x-u t)+\gamma u t^{\prime},
\end{aligned}
$$

which can be solved for $t^{\prime}$ in terms of $x$ and $t$ as

$$
\begin{align*}
t^{\prime} & =\frac{x}{\gamma u}-\frac{\gamma}{u}(x-u t) \\
& =\gamma t+\frac{x}{\gamma u}-\frac{\gamma x}{u} \\
& =\gamma\left(t+\frac{x}{u \gamma^{2}}-\frac{x}{u}\right) \\
& =\gamma\left[t+\frac{x}{u}\left(\frac{1}{\gamma^{2}}-1\right)\right] . \tag{3.6}
\end{align*}
$$

From Equations 2.5 and 2.7

$$
\begin{equation*}
\gamma=\frac{1}{\sqrt{1-u^{2} / c^{2}}}, \tag{3.7}
\end{equation*}
$$

thus $1 / \gamma^{2}$ is simply given by

$$
\begin{equation*}
\frac{1}{\gamma^{2}}=1-\frac{u^{2}}{c^{2}} . \tag{3.8}
\end{equation*}
$$

With Equation 3.8 substituted into Equation 3.6 we have

$$
t^{\prime}=\gamma\left[t+\frac{x}{u}\left(-\frac{u^{2}}{c^{2}}\right)\right],
$$

which immediately reduces to the result given by Equation 3.5,

$$
\begin{equation*}
t^{\prime}=\gamma\left(t-\frac{x u}{c^{2}}\right) . \tag{3.5}
\end{equation*}
$$

The result expressed by Equation 3.4 is obtained by a similar procedure, that is, Equation 3.2a is solved for $x$ and substitution into Equation 3.1a, and the resulting equation solved for $t$ in terms of $t^{\prime}$ and $x^{\prime}$.

### 3.3 Comparison of Classical and Relativistic Transformations

The relativistic space-time coordinate transformations have been developed in the previous two sections from fundamental considerations. These relations are known as the Lorentz or Einstein transformations and will be

$$
S^{\prime} \rightarrow S
$$

Coordinate Transformations

$$
\begin{array}{ll}
\frac{\text { Lorentz-Einstein }}{x=\gamma\left(x^{\prime}+u t^{\prime}\right)} & \frac{\text { Galileo-Newton }}{x}=x^{\prime}+u t^{\prime} \\
y=y^{\prime} & y=y^{\prime} \\
z=z^{\prime} & z=z^{\prime} \\
t=\gamma\left(t^{\prime}+\frac{x^{\prime} u}{c^{2}}\right) & t=t^{\prime}
\end{array}
$$

TABLE 3.1
A comparison of the relativistic and classical space-time coordinate equations for the transformation of measurements from $S^{\prime}$ to $S$.
tabulated below in a concise and informative manner and compared with the analogous Galilean transformations of classical mechanics.

Consider the occurrence of a single event in space and allow coordinate measurements to be made by an observer in system $S$ and, likewise, by an observer in $\mathrm{S}^{\prime}$. The Lorentz transformation representing how an observer in $\mathrm{S}^{\prime}$ relates his coordinates ( $x^{\prime}, y^{\prime}, z^{\prime}$ and $t^{\prime}$ ) of the event to the S coordinates ( $x, y, z$, and $t$ ) of the same event, is compared with the Galilean transformation in Table 3.1. Although it should be obvious from our discussion of Einsteinian relativity, it merits emphasizing that it is the relativistic Lorentz transformations that are uniquely compatible with Einstein's postulates and, therefore, supersede the classical Galilean transformations. Another important observation is that for $u \ll c, \gamma \approx 1$, and the relativistic (Lorentzian-Einsteinian) equations reduce exactly to the classical (Galilean-Newtonian) transformations.

As indicated in the derivational sections, the inverse transformation equations to those presented in Table 3.1 are easily obtained by replacing unprimed coordinates with primed coordinates and vise versa, and by substituting $-u$ for $u$. That is,

$$
\begin{array}{lllll}
x \rightarrow x^{\prime} & \text { while } & x^{\prime} \rightarrow x, & y \rightarrow y^{\prime} & \text { while } \\
z \rightarrow z^{\prime} \rightarrow y \\
z \rightarrow-u . & \text { while } & z^{\prime} \rightarrow z, & t \rightarrow t^{\prime} & \text { while } \\
t^{\prime} \rightarrow t \\
u \rightarrow-u . & & &
\end{array}
$$

Table 3.2 illustrates the results of applying these operations, thus giving the coordinate equations for the transformation of measurements on an event from $S$ to $S^{\prime}$. As before, the inverse Lorentz transformation equations reduce exactly to the inverse Galilean transformations for $u \ll c$.

The equations in Tables 3.1 and 3.2 represent the most fundamental transformations allowable by nature for problems involving the relative motion of inertial systems. It should be noted that these transformations are universally applicable in inertial systems; whereas the Galilean-Newtonian transformations are only good approximations to physical reality

TABLE 3.2
A comparison of the relativistic and classical space-time coordinate equations for the transformation of measurements from $S$ to $S^{\prime}$.

## Coordinate Transformations

$$
\begin{array}{ll}
\text { Lorentz-Einstein } & \text { Galilec } \\
\hline x^{\prime}=\gamma(x-u t) & x^{\prime}=x \\
y^{\prime}=y & y^{\prime}=y \\
z^{\prime}=z & z^{\prime}=z \\
t^{\prime}=\gamma\left(t-\frac{x u}{c^{2}}\right) & t^{\prime}=t
\end{array}
$$

when $u \ll c$. Unlike the Galilean-Newtonian transformations and classical mechanics, the Lorentzian-Einsteinian transformations predict an upper limit for the speed of a particle or system. This results from the mathematical form of $\gamma=1 / \sqrt{1-u^{2} / c^{2}}$ being real for $u \ll c$ and imaginary for $u>c$. Consequently, for $\gamma$ imaginary the transformation equations have no physical interpretation, and thus $c$ must be viewed as the upper limit for the speed of any physical entity. Furthermore, it should be emphasized that this speed limitation in nature is entirely consistent with Einstein's first postulate that required all inertial systems to be equivalent with respect to physical measurements. Otherwise, for $u>c$ an event, and the coordinate measurements associated with it, would be real and observable in one inertial system but imaginary or unobservable in another.

An appreciation and understanding of the Lorentz transformation equations are best attained by an application of theses relations to basic problems. Having available two sets of transformation equations tends to be confusing to beginning students, until it is realized that the two sets are in essence the same equations. Since all space-time coordinate variables for both systems $S$ and $S^{\prime}$ are contained in each set of transformations, knowledge of either set should be sufficient for solving any physical problem. To be specific, suppose you know the values of $x^{\prime}, t^{\prime}$ and $u$ and wish to find the values of $x$ and $t$. Certainly, the easiest approach would be to employ the Lorentz equations of Table 3.1; however, those in Table 3.2 will suffice. You need only replace $x^{\prime}, t^{\prime}, u$, and $\gamma$ in the first and last equation with their known values, and then solve the resulting equations simultaneously for $x$ and $t$. The results for $x$ and $t$ obtained by this procedure will be identical to those predicted by the equations of Table 3.1. To prove part of this last statement, we need only solve the equation
for

$$
\begin{aligned}
& x^{\prime}=\gamma(x-u t) \\
& t=\frac{x}{u}-\frac{x^{\prime}}{\gamma u}
\end{aligned}
$$

substitute into the equation

$$
t^{\prime}=\gamma\left(t-\frac{x u}{c^{2}}\right),
$$

and solve the resulting equation,

$$
\begin{aligned}
t^{\prime} & =\gamma\left(\frac{x}{u}-\frac{x^{\prime}}{\gamma u}\right)-\frac{\gamma x u}{c^{2}} \\
& =\frac{\gamma x}{u}-\frac{x^{\prime}}{u}-\frac{\gamma x u}{c^{2}} \\
& =\frac{\gamma x}{u}\left(1-\frac{u^{2}}{c^{2}}\right)-\frac{x^{\prime}}{u} \\
& =\frac{x}{\gamma u}-\frac{x^{\prime}}{u},
\end{aligned}
$$

for $x$ to obtain

$$
x=\gamma\left(x^{\prime}+u t^{\prime}\right) .
$$

In a similar manner the equation

$$
t=\gamma\left(t^{\prime}+\frac{x^{\prime} u}{c^{2}}\right)
$$

is directly derived from the Lorentz relations for $x^{\prime}$ and $t^{\prime}$ given in Table 3.2. The important point to remember in using the Lorentz transformation is that proper time and proper length measurements were originally associated with the $\mathrm{S}^{\prime}$ system, where the experiment of interest was always considered to be stationary. Although it may be unnecessary, it tends to be more convenient and less confusing to identify proper time and proper length measurements with the $\mathrm{S}^{\prime}$ system. The following examples should help clarify this point and further decrease any confusion surrounding the two sets of transformations.

Imagine two events as occurring at the same position in a frame of reference at two different instances in time. Using the Lorentz time coordinate transformation equation, show that in any other frame of reference, the time interval between the events is greater than the proper time by the factor $\gamma$. In this problem, we choose $\mathrm{S}^{\prime}$ as the system where the two events occur at the same position at instants $t_{1}^{\prime}$ and $t_{2}^{\prime}$. Thus, with

$$
x_{1}^{\prime}-x_{2}^{\prime} \equiv x^{\prime} \rightarrow \Delta x^{\prime}=0
$$

and the $\mathrm{S}^{\prime} \rightarrow \mathrm{S}$ (Table 3.1) Lorentz time transformation

$$
t=\gamma\left(t^{\prime}+\frac{x^{\prime} u}{c^{2}}\right),
$$

we immediately obtain

$$
\Delta t=\gamma\left(\Delta t^{\prime}+\frac{\Delta x^{\prime} u}{c^{2}}\right)=\gamma \Delta t^{\prime}
$$

which is the time dilation result given by Equation 2.8. This same result can be obtained using the $\mathrm{S} \rightarrow \mathrm{S}^{\prime}$ space-time transformations (Table 3.2) in the form

$$
\begin{align*}
& x^{\prime}=\gamma(x-u t) \rightarrow \Delta x^{\prime}=\gamma(\Delta x-u \Delta t),  \tag{3.9a}\\
& t^{\prime}=\gamma\left(t-\frac{x u}{c^{2}}\right) \rightarrow \Delta t^{\prime}=\gamma\left(\Delta t-\frac{\Delta x u}{c^{2}}\right) . \tag{3.9b}
\end{align*}
$$

Again, with proper time being defined in system $\mathrm{S}^{\prime}, \Delta x^{\prime}=0$ and Equation 3.9a gives

$$
\begin{equation*}
\Delta x=u \Delta t \tag{3.10}
\end{equation*}
$$

Now, substitution of Equation 3.10 into Equation 3.9 b gives the expected time dilation equation, that is

$$
\begin{aligned}
\Delta t^{\prime} & =\gamma\left(\Delta t-\frac{\Delta t u^{2}}{c^{2}}\right) \\
& =\gamma \Delta t\left(1-\frac{u^{2}}{c^{2}}\right) \\
& =\frac{\gamma \Delta t}{\gamma^{2}}=\frac{\Delta t}{\gamma} .
\end{aligned}
$$

It should now be apparent that either set of Lorentz transformations can be utilized with equivalent and relative ease in solving physical problems. The results obtained by either set will be correct and entirely consistent with the point of view assumed. In the above example, we knew $\Delta t^{\prime}=t_{2}^{\prime}-t_{1}^{\prime}$ would be the proper time interval and that $\Delta t=t_{2}-t_{1}$ would be a dilated time interval, since we allowed $\mathrm{S}^{\prime}$ to be the system where the two events occurred at the same position. If we had assumed $S$ to be the
system where $x_{1}=x_{2}$ for two events, then $t_{2}-t_{1}$ would be the proper time and $t_{2}^{\prime}-t_{1}^{\prime}$ would be dilated by the factor $\gamma$, as the equation

$$
\Delta t^{\prime}=\gamma \Delta t
$$

would be directly obtained by either set of Lorentz transformations. Length contraction is also directly obtained from the Lorentz transformations, and is considered, along with other examples, in the problems at the end of the chapter.

### 3.4 Relativistic Velocity Transformations

In the last section we observed that the Lorentz transformation equations predict an upper limit for the speed of a particle. This result is also predicted by the relativistic transformation equations for velocity components, which will be derived by the same mathematical procedure used in obtaining the Galilean velocity transformations in Chapter 1. We consider a particle moving in a rectilinear path with constant velocity and being viewed by observers in two inertial systems $S$ and $\mathrm{S}^{\prime}$. In system S the particle is observed to be at position $x_{1}, y_{1}$, and $z_{1}$ at time $t_{1}$ and at $x_{2}, y_{2}$, and $z_{2}$ at time $t_{2}$, while in system $\mathrm{S}^{\prime}$ the initial coordinates of the particle are denoted as $x_{1}^{\prime}, y_{1}^{\prime}, z_{1}^{\prime}$, and $t_{1}^{\prime}$ and the final coordinates as $x_{2}^{\prime}, y_{2}^{\prime}, z_{2}^{\prime}$, and $t_{2}^{\prime}$. The relativistic velocity transformations can be derived from the Lorentz space-time transformation by using the definition of either average velocity or instantaneous velocity, and each derivation will be considered separately.

To observers at rest in system S , the $x$-component of average velocity is defined as the ratio of displacement $x_{2}-x_{1}$ to the corresponding time interval $t_{2}-t_{1}$. But the position $x_{1}$ of the particle at time $t_{1}$ in S corresponds to the position

$$
\begin{equation*}
x_{1}^{\prime}=\gamma\left(x_{1}-u t_{1}\right) \tag{3.11}
\end{equation*}
$$

at time

$$
\begin{equation*}
t_{1}^{\prime}=\gamma\left(t_{1}-\frac{x_{1} u}{c^{2}}\right) \tag{3.12}
\end{equation*}
$$

in system $\mathrm{S}^{\prime}$, according to the Lorentz transformation of Table 3.2. Likewise, the particle's position $x_{2}$ at time $t_{2}$ in S corresponds to position

$$
\begin{equation*}
x_{2}^{\prime}=\gamma\left(x_{2}-u t_{2}\right) \tag{3.13}
\end{equation*}
$$

at the instant in time

$$
\begin{equation*}
t_{2}^{\prime}=\gamma\left(t_{2}-\frac{x_{2} u}{c^{2}}\right) \tag{3.14}
\end{equation*}
$$

in $\mathrm{S}^{\prime}$, according to measurements made by observers in system S. Subtracting Equation 3.11 from Equation 3.13 gives the horizontal displacement of the particle in $\mathrm{S}^{\prime}$ as

$$
\begin{equation*}
\Delta x^{\prime}=\gamma(\Delta x-u \Delta t) \tag{3.15}
\end{equation*}
$$

which occurs during the time interval

$$
\begin{equation*}
\Delta t^{\prime}=\gamma\left(\Delta t-\frac{\Delta x u}{c^{2}}\right) \tag{3.16}
\end{equation*}
$$

obtained by subtracting Equation 3.12 from Equation 3.14. The particle's $x$-component of average velocity in system $\mathrm{S}^{\prime}$ is measured by observers in $S$ to be

$$
\begin{equation*}
\bar{v}_{x}^{\prime}=\frac{\Delta x-u \Delta t}{\Delta t-\frac{\Delta x u}{c^{2}}}, \tag{3.17}
\end{equation*}
$$

which is obtained by dividing Equation 3.15 by Equation 3.16 and using the definition

$$
\begin{equation*}
\bar{v}_{x}^{\prime} \equiv \frac{\Delta x^{\prime}}{\Delta t^{\prime}} . \tag{3.18}
\end{equation*}
$$

As the x-component of average velocity observed in S is simply $\bar{v}_{x} \equiv \Delta x / \Delta t$, division of the numerator and denominator of Equation 3.17 by $\Delta t$ gives the relation between $\bar{v}_{x}^{\prime}$ and $\bar{v}_{x}$ as

$$
\begin{equation*}
\mathrm{S} \rightarrow \mathrm{~S}^{\prime} \tag{3.19}
\end{equation*}
$$

$$
\bar{v}_{x}^{\prime}=\frac{\bar{v}_{x}-u}{1-\frac{\bar{v}_{x} u}{c^{2}}} .
$$

This is the relativistic velocity transformation equation for the motion of a particle parallel to the common $X-X^{\prime}$ axis, as measured by observers in system S . The relativistic transformations for the $y$ and $z$ components of velocity are easily obtained by this same procedure. It is obvious from the

Lorentz transformation of Table 3.2 that during the time interval $\Delta t$ the particle's displacements parallel to the $y$ and $z$ axes in S are related to its displacements in system $\mathrm{S}^{\prime}$ by the equations

$$
\Delta y^{\prime}=\Delta y \quad \text { and } \quad \Delta z^{\prime}=\Delta z
$$

Division of these relations by Equation 3.16 immediately yields
and

$$
\begin{equation*}
\bar{v}_{y}^{\prime}=\frac{\bar{v}_{y} / \gamma}{1-\frac{\bar{v}_{x} u}{c^{2}}} \tag{3.20a}
\end{equation*}
$$

$$
\begin{equation*}
\bar{v}_{z}^{\prime}=\frac{\bar{v}_{z} / \gamma}{1-\frac{\bar{v}_{x} u}{c^{2}}}, \tag{3.20b}
\end{equation*}
$$

where the definition of average velocity for each of the spatial coordinates had been appropriately utilized.

The velocity-component transformations given by Equations 3.19, 3.20 a , and 3.20 b were derived by using the definition of average velocity. However, similar relations (with average velocities replaced by instantaneous velocities) are obtainable by employing the definition of instantaneous velocity, after taking the differential of each Lorentz transformation equation in Table 3.2. The results obtained are

$$
\begin{align*}
& v_{x}^{\prime}=\frac{v_{x}-u}{1-\frac{v_{x} u}{c^{2}}},  \tag{3.21a}\\
& v_{y}^{\prime}=\frac{v_{y} / \gamma}{1-\frac{v_{x} u}{c^{2}}},  \tag{3.21b}\\
& v_{z}^{\prime}=\frac{v_{z} / \gamma}{1-\frac{v_{x} u}{c^{2}}}, \tag{3.21c}
\end{align*}
$$

which are identical to the previous transformations with average velocities being replaced by instantaneous velocities. To illustrate the procedure used in obtaining these results, we ill derive the inverse velocity transformation equations by adopting the point of view of observers in system $\mathrm{S}^{\prime}$. The derivation is based on the idea that for any inertial system $S$ or $\mathrm{S}^{\prime}$, instantaneous velocity is defined at the ratio of an infinitesimal displacement to
the corresponding infinitesimal time interval $d t$ or $d t^{\prime}$, in the limit that the time interval goes to zero. Accordingly, we differentiate the coordinates of Table 3.1 to obtain

$$
\begin{align*}
& d x=\gamma\left(d x^{\prime}+u d t^{\prime}\right),  \tag{3.22a}\\
& d y=d y^{\prime},  \tag{3.22b}\\
& d z=d z^{\prime},  \tag{3.22c}\\
& d t=\gamma\left(d t^{\prime}+\frac{d x^{\prime} u}{c^{2}}\right) . \tag{3.22d}
\end{align*}
$$

From the definition of instantaneous velocity, we have for the infinitesimal displacements in $\mathrm{S}^{\prime}$

$$
\begin{aligned}
& v_{x}^{\prime} \equiv \frac{d x^{\prime}}{d t^{\prime}} \rightarrow d x^{\prime}=v_{x}^{\prime} d t^{\prime}, \\
& v_{y}^{\prime} \equiv \frac{d y^{\prime}}{d t^{\prime}} \rightarrow d y^{\prime}=v_{y}^{\prime} d t^{\prime} \\
& v_{z}^{\prime} \equiv \frac{d z^{\prime}}{d t^{\prime}} \rightarrow d z^{\prime}=v_{z}^{\prime} d t^{\prime},
\end{aligned}
$$

which upon substitution into Equations 3.22 a-d give

$$
\begin{align*}
& d x=\gamma\left(v_{x}^{\prime}+u\right) d t^{\prime},  \tag{3.23a}\\
& d y=v_{y}^{\prime} d t^{\prime},  \tag{3.23b}\\
& d z=v_{z}^{\prime} d t^{\prime}  \tag{3.23c}\\
& d t=\gamma\left(1+\frac{v_{x}^{\prime} u}{c^{2}}\right) d t^{\prime} . \tag{3.23d}
\end{align*}
$$

Using the same definition for instantaneous velocity in system $\mathrm{S}\left(v_{x} \equiv\right.$ $d x / d t, v_{y} \equiv d y / d t$, and $\left.v_{z} \equiv d z / d t\right)$ we divide the equations for $d x, d y$, and $d z$ by the equation for $d t$ and immediately obtain

$$
\begin{array}{ll}
\mathrm{S}^{\prime} \rightarrow \mathrm{S}^{(3.24 \mathrm{a})} & v_{x}=\frac{v_{x}^{\prime}+u}{1+\frac{v_{x}^{\prime} u}{c^{2}}}, \\
\mathrm{~S}^{\prime} \rightarrow \mathrm{S}^{(3.24 b)} & v_{y}=\frac{v_{y}^{\prime} / \gamma}{1+\frac{v_{x}^{\prime} u}{c^{2}}}, \\
\mathrm{~S}^{\prime} \rightarrow \mathrm{S}^{(3.24 \mathrm{c})} & v_{z}=\frac{v_{z}^{\prime} / \gamma}{1+\frac{v_{z}^{\prime} u}{c^{2}}},
\end{array}
$$

These velocity component transformations are the inverse of those given in Equations 3.21 a-c and contain quantities measured by observers in system $\mathrm{S}^{\prime}$.

The two sets of relativistic velocity transformation equations have a surprising and interesting result in common. With respect to the axis of relative motion, a transverse component of velocity in one system is dependent on both the corresponding transverse and longitudinal components of velocity in the other system. Further, both sets of transformations reduce exactly to their classical counterparts under the correspondence principle. For example, in Equations 3.21 and 3.24
and

$$
\begin{aligned}
& 1-\frac{v_{x} u}{c^{2}} \approx 1 \\
& 1+\frac{v_{x}^{\prime} u}{c^{2}} \approx 1
\end{aligned}
$$

for $u \ll c$. Consequently, both Equations 3.21a and 3.24a reduce to

$$
v_{x}^{\prime}=v_{x}-u
$$

which is exactly the classical or Galilean transformation equation given by Equation 1.30a or Equation 1.31a. It is also interesting to note that unlike the Galilean transformations, none of the relativistic velocity transformations are invariant. This is a direct result of the dilation of time in Einsteinian relativity.

To illustrate the consistency between Einstein's second postulate and the above results, consider a situation where a particle moves along the $X^{\prime}$-axis with a speed c relative to $\mathrm{S}^{\prime}$ (i.e., $v_{x}^{\prime}=c$ ). The problem is to calculate the particle's speed relative to observers in system $S$. According to the classical view, the particle's speed relative to S is $v_{x}^{\prime}=c+u$-it has a speed exceeding the speed of light as far as observers in $S$ are concerned. However, according to Einstein and Equation 3.24a

$$
\begin{aligned}
v_{x} & =\frac{c+u}{1+\frac{c u}{c^{2}}} \\
& =\frac{c+u}{\frac{1}{c}(c+u)}=c
\end{aligned}
$$

That is, if observers in $S^{\prime}$ measure a particle's speed to be $c$, then observers in system S will also measure $c$ for the speed of the particle, irrespective
of the speed of separation between the inertial reference frames $S$ and $S^{\prime}$. The result is totally compatible with Einstein's postulates and it tends to suggest that particle velocities can not exceed the speed of light.

As another example of the application of Einstein's velocity addition formula, Equation 3.24a, consider three inertial reference frames separating from one another along a common axis of relative motion. Let $\mathrm{S}^{\prime}$ be moving to the right of $S$ with a speed relative to $S$ of $u=3 c / 4$. Allow the third system $\mathrm{S}^{\prime \prime}$ to be moving to the right of $\mathrm{S}^{\prime}$ with a speed $u^{\prime}=3 \mathrm{c} / 4$ relative to $S^{\prime}$. Now, consider a particle to be moving parallel to the axis of relative motion with a speed $v_{x}^{\prime \prime}=3 c / 4$, as measured by observers in $\mathrm{S}^{\prime \prime}$. The problem is to obtain the speed of the particle $v_{x}$, as measured by observers in system S. Clearly, observers in $\mathrm{S}^{\prime}$ obtain

$$
\begin{aligned}
v_{x}^{\prime} & =\frac{v_{x}^{\prime \prime}+u^{\prime}}{1+\frac{v_{x}^{\prime \prime} u^{\prime}}{c^{2}}} \\
& =\frac{\frac{3 c}{4}+\frac{3 c}{4}}{1+\frac{9}{16}} \\
& =\frac{\frac{6 c}{4}}{\frac{25}{16}}=\frac{24}{25} c,
\end{aligned}
$$

while to observers in system $S$ the particle's speed is

$$
\begin{aligned}
v_{x} & =\frac{v_{x}^{\prime}+u}{1+\frac{v_{x}^{\prime} u}{c^{2}}} \\
& =\frac{\frac{24}{25} c+\frac{3}{4} c}{1+\left(\frac{24}{25}\right)\left(\frac{3}{4}\right)} \\
& =\frac{\left(\frac{96}{100}+\frac{75}{100}\right) c}{1+\frac{72}{100}}=\frac{171}{172} c .
\end{aligned}
$$

The result of this example suggests that a particle's speed can be viewed as approaching the speed of light, but it can never really attain the exact speed c. By comparison with the previous example, if a particle's speed is exactly $c$, as measured by any inertial observer, then its speed is $c$ according to all inertial observers. The difference between these two conclusions is subtle, but an important one to keep in mind!

### 3.5 Relativistic Acceleration Transformations

To complete our kinematical considerations, we need to develop the appropriate transformation equations for acceleration components in Einsteinian relativity. Frequently, you may hear a statement that the special theory of relativity is incapable of considering the acceleration of particles. Clearly this is a misconception, since we can surely consider the Lorentzian spatial coordinate transformations and all of their time derivatives. It is only a special and restrictive class of problems that deal with rectilinear motion and constant velocity. The more general problem is concerned with a particle moving about in space and exhibiting curvilinear motion, which necessarily requires the particle to have a nonzero acceleration.

The derivational procedure for obtaining the relativistic acceleration transformations is based on the definition of instantaneous acceleration as being the ratio of an infinitesimal change in velocity to the corresponding time interval. To simplify the mathematics of this section, we introduce

$$
\begin{equation*}
\alpha \equiv 1-\frac{v_{x} u}{c^{2}} \tag{3.25a}
\end{equation*}
$$

and note that

$$
\begin{equation*}
\frac{d \alpha^{-1}}{d t}=\frac{a_{x} u}{c^{2}} \alpha^{-2} . \tag{3.25b}
\end{equation*}
$$

Using these relations, the differential of Equation 3.21a becomes

$$
\begin{aligned}
d v_{x}^{\prime} & =\frac{d}{d t}\left[\left(v_{x}-u\right) \alpha^{-1}\right] d t \\
& =\left[a_{x} \alpha^{-1}+\left(v_{x}-u\right) \frac{d \alpha^{-1}}{d t}\right] d t \\
& =\left[a_{x} \alpha^{-1}+\left(v_{x}-u\right) \frac{a_{x} u}{c^{2}} \alpha^{-2}\right] d t
\end{aligned}
$$

$$
\begin{align*}
& =\left[a_{x} \alpha+\left(v_{x}-u\right) \frac{a_{x} u}{c^{2}}\right] \alpha^{-2} d t \\
& =\left[a_{x}-\frac{v_{x} a_{x} u}{c^{2}}+\left(v_{x}-u\right) \frac{a_{x} u}{c^{2}}\right] \alpha^{-2} d t \\
& =a_{x}\left(1-\frac{u^{2}}{c^{2}}\right) \alpha^{-2} d t \\
& =\frac{a_{x}}{\gamma^{2} \alpha^{2}} d t \tag{3.26}
\end{align*}
$$

Since in system $\mathrm{S}^{\prime}, \mathrm{a}_{x}^{\prime} \equiv \mathrm{d} v_{x}^{\prime} / d t^{\prime}$, then Equation 3.26 can be divided by the differential of Equation 3.5 in the form

$$
\begin{equation*}
d t^{\prime}=\gamma\left(1-\frac{v_{x} u}{c^{2}}\right) d t=\gamma \alpha d t \tag{3.27}
\end{equation*}
$$

to easily obtain the transformation equation for the $x$-component of acceleration as

$$
\begin{equation*}
\mathrm{S} \rightarrow \mathrm{~S}^{\prime} \tag{3.28a}
\end{equation*}
$$

$$
a_{x}^{\prime}=\frac{a_{x}}{\gamma^{3} \alpha^{3}} .
$$

By using similar reasoning to that above, we can derive the $y$-component of acceleration by differentiating Equation 3.21b:

$$
\begin{aligned}
d v_{y}^{\prime} & =\frac{d}{d t}\left(v_{y} \gamma^{-1} \alpha^{-1}\right) d t \\
& =\left[a_{y} \gamma^{-1} \alpha^{-1}+v_{y} \gamma^{-1} \frac{d \alpha^{-1}}{d t}\right] d t \\
& =\left[a_{y} \gamma^{-1} \alpha^{-1}+\frac{v_{y} a_{x} u}{c^{2}} \gamma^{-1} \alpha^{-2}\right] d t \\
& =\left[a_{y} \alpha+\frac{v_{y} a_{x} u}{c^{2}}\right] \gamma^{-1} \alpha^{-2} d t \\
& =\left[a_{y}-\frac{v_{x} a_{y} u}{c^{2}}+\frac{v_{y} a_{x} u}{c^{2}}\right] \gamma^{-1} \alpha^{-2} d t \\
& =\left[a_{y}-\left(v_{x} a_{y}-v_{y} a_{x}\right) \frac{u}{c^{2}}\right] \gamma^{-1} \alpha^{-2} d t .
\end{aligned}
$$

Again, dividing this relation for the differential velocity by the expression for differential time (Equation 3.27), we obtain

$$
\begin{equation*}
a_{y}^{\prime}=\frac{a_{y}-\left(v_{x} a_{y}-v_{y} a_{x}\right) \frac{u}{c^{2}}}{\gamma^{2} \alpha^{3}} . \tag{3.28b}
\end{equation*}
$$

Of course, the relativistic transformation equation for the $z$-component of acceleration is identical to Equation 3.28b, except for the $y$-subscripts being replaced by $z$-subscripts:

$$
\begin{equation*}
a_{z}^{\prime}=\frac{a_{z}-\left(v_{x} a_{z}-v_{z} a_{x}\right) \frac{u}{c^{2}}}{\gamma^{2} \alpha^{3}} \tag{3.28c}
\end{equation*}
$$

For the inverse acceleration transformations we obtain

$$
\begin{array}{ll}
a_{x}=\frac{a_{x}^{\prime}}{\gamma^{3}}\left(1+\frac{v_{x}^{\prime} u}{c^{2}}\right)^{-3} \equiv \frac{a_{x}^{\prime}}{\gamma^{3} \alpha^{\prime 3}}, \\
a_{y}=\frac{a_{y}^{\prime}+\left(v_{x}^{\prime} a_{y}^{\prime}-v_{y}^{\prime} a_{x}^{\prime}\right) \frac{u}{c^{2}}}{\gamma^{2} \alpha^{\prime 3}}, & \text { (3.29a) } \mathrm{S}^{\prime} \rightarrow \mathrm{S}  \tag{3.29b}\\
a_{z}=\frac{a_{z}^{\prime}+\left(v_{x}^{\prime} a_{z}^{\prime}-v_{z}^{\prime} a_{x}^{\prime}\right) \frac{u}{c^{2}}}{\gamma^{2} \alpha^{\prime 3}}
\end{array}
$$

Whereas the Galilean-Newtonian acceleration transformations (Equations $1.32 \mathrm{a}-\mathrm{c}$ ) were invariant, acceleration is certainly not invariant in Einsteinian relativity. Not only are the acceleration transformations mathematically intimidating, but the transverse components transform differently than the longitudinal component. Interestingly, however, they do reduce exactly to their classical counterparts under the correspondence principle.

### 3.6 Relativistic Frequency Transformations

To complete our discussion on relativistic kinematics, we will develop the transformation equations for the frequency and wavelength of electromagnetic waves. Unlike sound waves considered in the classical Doppler effect, electromagnetic waves ( $x$-rays, visible light, etc.) do not require a physical
medium for their propagation. Further, all electromagnetic waves in free space travel at the speed of light and obey the basic relation

$$
\begin{equation*}
c=\lambda \nu=\lambda^{\prime} \nu^{\prime} . \tag{3.30}
\end{equation*}
$$

This equation reflects the requirement of Einstein's second postulate that the product of wavelength and frequency of an electromagnetic wave be equal to the universal constant c for all inertial observers. Clearly, the values of $\lambda$ and $\nu$ measured by observers in system $S$ need not be identical to $\lambda^{\prime}$ and $v^{\prime}$ measured in $\mathrm{S}^{\prime}$; however, Equation 3.30 must always be valid.

The relativistic transformation equations for the frequency and wavelength of electromagnetic waves are easily derived by using arguments similar to those presented for the classical Doppler effect. By analogy with the fist case considered there, our relativistic gedanken experiment considers an emitter $\mathrm{E}^{\prime}$ of monochromatic light waves to be positioned at the origin of coordinates in system $\mathrm{S}^{\prime}$, and a receiver or detector to be located at the origin of system S . The first situation to be considered is depicted in Figure 3.2, where the emitter and detector are receding from each other with a uniform speed $u$. The schematic represents the point of view for observers in inertial system $S$, who are at rest relative to themselves and view system $\mathrm{S}^{\prime}$ as receding. Accordingly, a time interval $\Delta t=t_{2}-t_{1}$ is required for the first electromagnetic wave emitted by $\mathrm{E}^{\prime}$ to travel the distance $c \Delta t$ to reach R. As illustrated in Figure 3.2, system $\mathrm{S}^{\prime}$ has receded through the distance $u \Delta t$ during the time of wave emission $\Delta t$. With $x$ being the distance between R and $\mathrm{E}^{\prime}$ at the instant $t_{2}$ when R first detects a wave, then the wavelength measured by an observer in system $S$ is

$$
\begin{equation*}
\lambda=\frac{x}{N}, \tag{3.31}
\end{equation*}
$$

Figure 3.2
An emitter $E^{\prime}$ of electromagnetic waves receding from a detector (receiver) R at a uniform speed $u$.
where $N$ is the number of waves perceived eventually by R. Solving Equation 3.30a for $v$ and using Equation 3.31 gives

$$
\begin{equation*}
v=\frac{c N}{x} \tag{3.32}
\end{equation*}
$$

for the frequency as measured by an observer in system S. From the geometry of Figure 3.2

$$
\begin{equation*}
x=(c+u) \Delta t, \tag{3.33}
\end{equation*}
$$

which allows Equation 3.32 to take form

$$
\begin{equation*}
\nu=\frac{N}{\Delta t(1+u / c)} . \tag{3.34}
\end{equation*}
$$

Since

$$
\begin{equation*}
N=N^{\prime} \equiv \nu^{\prime} \Delta t^{\prime} \tag{3.35}
\end{equation*}
$$

and $\beta \equiv u / c$, the Equation 3.34 becomes

$$
\begin{equation*}
v=\frac{v^{\prime} \Delta t^{\prime}}{\Delta t(1+\beta)} . \tag{3.36}
\end{equation*}
$$

Up to this point our derivation has been exactly like the first case considered for the classical Doppler effect leading to Equation 1.43; however, in Einsteinian relativity $\Delta t \neq \Delta t^{\prime}$. Since the first and last wave emitted by $\mathrm{E}^{\prime}$ occurred at the same position in $\mathrm{S}^{\prime}$ at instants $t_{1}^{\prime}$ and $t_{2}^{\prime}$, respectively, then the time interval $\Delta t^{\prime}$ must be recognized as the proper time in our equation. Thus, taking time dilation (Equation 2.8) into account allows our frequency transformation to be expressed as

$$
\begin{equation*}
v=\frac{v^{\prime}}{\gamma(1+\beta)} . \tag{3.37}
\end{equation*}
$$

Receding Case

The wavelength transformation is directly obtained from this result by realizing that $v=c / \lambda$ and $v^{\prime}=c / \lambda^{\prime}$ from Equation 3.30:

$$
\begin{equation*}
\lambda=\lambda^{\prime} \gamma(1+\beta) . \tag{3.38}
\end{equation*}
$$

Receding Case
These two equations represent the relativistic Doppler effect of electromagnetic waves for receding systems. Except for the presence of $\gamma$ in these equations, the results are of the same form as the classical Doppler effect
given by Equations 1.43 and 1.44. This difference in form is solely precipitated by the absence of absolute time in Einsteinian relativity.

There is yet another significant difference between the classical and relativistic Doppler effects. In our classical considerations we had two separate cases for the situation where S and $\mathrm{S}^{\prime}$ were receding from each other. The second case (Equation 1.50) was the inverse of the first obtained by allowing

$$
\begin{equation*}
v \rightarrow v^{\prime} \quad v^{\prime} \rightarrow v \quad u \rightarrow-u . \tag{3.39}
\end{equation*}
$$

Performing these operations on Equations 3.37 gives

$$
\begin{equation*}
v=v^{\prime} \gamma(1-\beta), \tag{3.40}
\end{equation*}
$$

which corresponds to the situation where the emitter $\mathrm{E}^{\prime}$ is stationary in $\mathrm{S}^{\prime}$ and the receiver R in S is viewed as receding from observers in $\mathrm{S}^{\prime}$ with the uniform speed $u$. Unlike the classical effect, where the two equations (Equations 1.43 and 1.50 ) predicted different physical phenomena, Equation 3.40 can be shown to reduce exactly to Equation 3.37. That is,

$$
\begin{aligned}
v & =v^{\prime} \gamma(1-\beta) \\
& =\frac{\nu^{\prime}(1-\beta)}{\sqrt{1-\beta^{2}}} \\
& =\frac{v^{\prime} \sqrt{1-\beta} \sqrt{1-\beta}}{\sqrt{1-\beta} \sqrt{1+\beta}} \\
& =\frac{v^{\prime} \sqrt{1-\beta}}{\sqrt{1+\beta}} \\
& =\frac{v^{\prime} \sqrt{1-\beta} \sqrt{1+\beta}}{\sqrt{1+\beta} \sqrt{1+\beta}} \\
& =\frac{v^{\prime} \sqrt{1-\beta^{2}}}{1+\beta} \\
& =\frac{v^{\prime}}{\gamma(1+\beta)} .
\end{aligned}
$$

Whereas in Galilean relativity there are two frequency transformation equations required for the complete description of sound waves perceived by observers in receding inertial systems, there is only one such equation predicted by Einsteinian relativity for electromagnetic waves. This partic-
ular difference is not due to the absence of absolute time in the latter theory, but, rather, by the absence of a material medium being required in nature for the propagation of electromagnetic waves.

Before considering the situation where the emitter and receiver approach one another, let us look at the phenomenological implications of Equation 3.37 and 3.38. For $u$ relativistic $\gamma>1$ and $\beta<1$, which means that

$$
\begin{equation*}
\gamma(1+\beta)>1 \tag{3.41}
\end{equation*}
$$

Consequently, in Equations 3.37 and 3.38

$$
\begin{equation*}
\nu<v^{\prime} \quad \text { and } \quad \lambda>\lambda^{\prime} \tag{3.42}
\end{equation*}
$$

respectively. Since blue light has a shorter wavelength ( $\lambda_{b} \approx 4.7 \times 10^{-7} \mathrm{~m}$ ) than red light $\left(\lambda_{r} \approx 6.7 \times 10^{-7} \mathrm{~m}\right)$, this phenomena is referred to as a red shift because $\lambda>\lambda^{\prime}$. When an emitter of electromagnetic waves is receding from a detector, the shift toward longer wavelengths is called a red shift. As an example of this phenomenon, consider a distant star to be receding from the earth at a speed of $3 c / 5$. If the star emits electromagnetic radiation of $3.3 \times 10^{-7} \mathrm{~m}$, then observers on the earth will measure the wavelength of the incident waves to be

$$
\lambda=\lambda^{\prime} \gamma(1+\beta)=\left(3.3 \times 10^{-7} \mathrm{~m}\right)\left(\frac{5}{4}\right)\left(1+\frac{3}{5}\right)=6.6 \times 10^{-7} \mathrm{~m}
$$

In this example the waves have been shifted from the ultraviolet to the red wavelength region of the electromagnetic spectrum. Frequently, electromagnetic wavelengths are specified in Angstrom units, where an Angstrom unit is simply defined by

$$
\begin{equation*}
\AA \equiv 10^{-10} \mathrm{~m} \tag{3.43}
\end{equation*}
$$

What about the case where a distant star is approaching the earth with a uniform speed $u$ relative to the earth? We might expect the wave pulses to be bunched together thus giving rise to a blue shift. To quantitatively develop the appropriate relativistic frequency and wavelength transformations, consider the situation as depicted in Figure 3.3. As before, let the emitter $E^{\prime}$ be at the origin of coordinates of the $S^{\prime}$ system and the receiver R be at the coordinate origin of system S . As viewed by observers in S , a time interval $\Delta t$ is required for the first wave pulse emitted by $\mathrm{E}^{\prime}$ to reach the receiver R . During this time $\mathrm{E}^{\prime}$ has moved a distance $u \Delta t$ closer to R .

Figure 3.3
An emitter E' of electromagnetic waves approaching a detector (receiver) R at a uniform speed $u$.

Approaching Case

Approaching Case


Hence, the total number of waves $N^{\prime}$, emitted by $\mathrm{E}^{\prime}$ in the elapsed time $\Delta t$, will be bunched together in the distance $x$, as illustrated in Figure 3.3. But comparing this situation with the one previously discussed, we find that Equations 3.31 and 3.32 are still valid. But now

$$
\begin{equation*}
x=(c-u) \Delta t, \tag{3.44}
\end{equation*}
$$

as seen from the geometry of Figure 3.3, and Equation 3.32 becomes

$$
\begin{equation*}
\nu=\frac{N}{\Delta t(1-u / c)} . \tag{3.45}
\end{equation*}
$$

Substitution of Equation 3.35 into Equation 3.45 results in

$$
\begin{equation*}
v=\frac{v^{\prime} \Delta t^{\prime}}{\Delta t(1-\beta)}, \tag{3.46}
\end{equation*}
$$

and after time dilation is properly accounted for, we have

$$
\begin{equation*}
v=\frac{v^{\prime}}{\gamma(1-\beta)} . \tag{3.47}
\end{equation*}
$$

Utilization of Equation 3.30 transforms Equation 3.47 from the domain of frequencies to that of wavelengths, resulting in

$$
\begin{equation*}
\lambda=\lambda^{\prime} \gamma(1-\beta) . \tag{3.48}
\end{equation*}
$$

Since $\gamma(1-\beta)$ is less than one for $u<c$, then $\lambda<\lambda^{\prime}$ and we have what is called a blue shift. Also, it should be observed that Equations 3.47 and
3.48 are just the inverse of Equations 3.37 and 3.38, respectively, with $u$ being replaced by $-u(\beta$ replaced by $-\beta)$. If you were to consider this case from the point of view of observers in $S^{\prime}$, who view themselves at rest and system $S$ to be approaching, the frequency transformation obtained is of the form

$$
\begin{equation*}
\nu=v^{\prime} \gamma(1+\beta) . \tag{3.49}
\end{equation*}
$$

This result is easily deduced by performing the operations given in Equation 3.39 on Equation 3.47. However, it can readily be shown that this result reduces exactly to Equation 3.47, by using arguments similar to those presented following Equation 3.40. It is important to note that only two frequency transformation equations (Equations 3.37 and 3.47) are required for the complete description of the relativistic Doppler effect for electromagnetic waves; whereas, four such equations are required to describe the classical Doppler effect for sound waves.

## Review of Derived Equations

A listing of the derived Lorentz-Einstein transformation equations is presented below, along with the transformations for the frequency and wavelength of electromagnetic waves. Only the coordinate, velocity, and acceleration equations for the transformation of measurements on an event from $S^{\prime}$ to $S$ are listed, as the inverse transformations are easily obtained by replacing unprimed variables with primed variable and vise versa, and by substituting $-u$ for $u$. The velocity transformations can be derived by employing the definition of either average or instantaneous velocity with the space-time coordinate transformations.

## LORENTZ-EINSTEIN TRANSFORMATIONS $\left(S^{\prime} \rightarrow\right.$ S)

Space-Time Transformations

$$
\begin{aligned}
& x=\gamma\left(x^{\prime}+u t^{\prime}\right) \\
& y=y^{\prime} \\
& z=z^{\prime} \\
& t=\gamma\left(t^{\prime}+\frac{x^{\prime} u}{c^{2}}\right)
\end{aligned}
$$

## Velocity Transformations

$$
\begin{aligned}
& v_{x}=\frac{v_{x}^{\prime}+u}{1+\frac{v_{x}^{\prime} u}{c^{2}}} \\
& v_{y}=\frac{v_{y}^{\prime} / \gamma}{1+\frac{v_{x}^{\prime} u}{c^{2}}} \\
& v_{z}=\frac{v_{z}^{\prime} / \gamma}{1+\frac{v_{x}^{\prime} u}{c^{2}}}
\end{aligned}
$$

Acceleration Transformations

$$
\begin{aligned}
& \alpha^{\prime} \equiv 1+\frac{v_{x}^{\prime} u}{c^{2}} \\
& a_{x}=\frac{a_{x}^{\prime}}{\gamma^{3} \alpha^{\prime 3}} \\
& a_{y}=\frac{a_{y}^{\prime}+\left(v_{x}^{\prime} a_{y}^{\prime}-v_{y}^{\prime} a_{x}^{\prime}\right) \frac{u}{c^{2}}}{\gamma^{2} \alpha^{\prime 3}} \\
& a_{z}=\frac{a_{z}^{\prime}+\left(v_{x}^{\prime} a_{z}^{\prime}-v_{z}^{\prime} a_{x}^{\prime}\right) \frac{u}{c^{2}}}{\gamma^{2} \alpha^{\prime 3}}
\end{aligned}
$$

## RELATIVISTIC FREQUENCY TRANSFORMATIONS

$$
\begin{aligned}
& \left.\left.\begin{array}{l}
c=\lambda v=\lambda^{\prime} v^{\prime} \\
v=\frac{v^{\prime}}{\gamma(1+\beta)} \\
\lambda=\lambda^{\prime} \gamma(1+\beta)
\end{array}\right\} \quad \begin{array}{l}
\text { Invariance of Light } \\
\nu=\frac{v^{\prime}}{\gamma(1-\beta)} \\
\lambda=\lambda^{\prime} \gamma(1-\beta)
\end{array}\right\} \quad \text { Approaching Cases }
\end{aligned}
$$

## Problems

3.1 Consider inertial systems $S$ and $S^{\prime}$ to be separating along their common $X-X^{\prime}$ axis at the uniform speed of $3 c / 5$. If an observer in $\mathrm{S}^{\prime}$ views an exploding flashbulb to occur 60 m from his origin of coordinates along the $X^{\prime}$-axis at a time reading of $8 \times 10^{-8} \mathrm{~s}$, what are the horizontal and time coordinates of the event according to an observer in system S ?

## Solution:

With $x^{\prime}=60 \mathrm{~m}, t^{\prime}=8 \times 10^{-8} \mathrm{~s}$, and $3 c / 5 \rightarrow \gamma=5 / 4$, we obtain the $x$-coordinate from Equation 3.2a,

$$
\begin{aligned}
x & =\gamma\left(x^{\prime}+u t^{\prime}\right) \\
& =\frac{5}{4}\left[60 \mathrm{~m}+\frac{3}{5}\left(3 \times 10^{8} \frac{\mathrm{~m}}{\mathrm{~s}}\right)\left(8 \times 10^{-8} \mathrm{~s}\right)\right]=93 \mathrm{~m},
\end{aligned}
$$

and the time coordinate from Equation 3.4,

$$
\begin{aligned}
t & =\gamma\left(t^{\prime}+\frac{x^{\prime} u^{\prime}}{c^{2}}\right) \\
& =\frac{5}{4}\left[8 \times 10^{-8} \mathrm{~s}+\frac{(60 \mathrm{~m})(3 / 5)}{3 \times 10^{8} \mathrm{~m} / \mathrm{s}}\right]=2.5 \times 10^{-7} \mathrm{~s}
\end{aligned}
$$

3.2 Observers in system $S$ measure the horizontal coordinate of an event to be 50 m at a time reading $2 \times 10^{-7}$. What are the horizontal and time coordinates of the event to observers in $\mathrm{S}^{\prime}$, if the uniform speed of separation between S and $\mathrm{S}^{\prime}$ is $3 c / 5$ ?

Answer: $\quad x^{\prime}=17.5 \mathrm{~m}, t^{\prime}=1.25 \times 10^{-7} \mathrm{~s}$
3.3 Consider measuring the length of an object moving relative to your reference frame by measuring the positions of each end $x_{1}$ and $x_{2}$ at the same instant in time. Using the Lorentz spatial coordinate transformation given by Equation 3.1a, show that the length you measure is smaller than the object's proper length.

## Solution:

The proper length of an object is always measured in a frame of reference, say $\mathrm{S}^{\prime}$, in which the object is at rest. With $u$ being the speed of the object and system $\mathrm{S}^{\prime}$ relative to S , then from Equation 3.1a we have

$$
x_{1}^{\prime}=\gamma\left(x_{1}-u t_{1}\right) \quad \text { and } \quad x_{2}^{\prime}=\gamma\left(x_{2}-u t_{2}\right) .
$$

Since $\mathrm{t}_{1}=\mathrm{t}_{2} \rightarrow \Delta t=0$ in system $\mathrm{S}, \Delta x^{\prime}=x_{2}^{\prime}-x_{1}^{\prime}$ is

$$
\Delta x^{\prime}=\gamma\left(\Delta x-u \Delta \lambda^{T^{0}}\right)=\gamma \Delta x
$$

Because $\gamma>1$, the proper length $\Delta x^{\prime}=x_{2}^{\prime}-x_{1}^{\prime}$ in S is greater than the length $\Delta x=x_{2}-x_{1}$ you measure.
3.4 Do Problem 3.3 using Lorentz coordinate transformations given by Equations 3.2a and 3.4. You might wish to review Section 3.3 for a similar problem concerning time dilation.

Answer: $\quad x_{2}-x_{1}=\frac{x_{2}^{\prime}-x_{1}^{\prime}}{\gamma}$
3.5 Two clocks, positioned in system $\mathrm{S}^{\prime}$ at $x_{A}^{\prime}=25 \mathrm{~m}$ and $x_{B}^{\prime}=75 \mathrm{~m}$, record the same time $t_{0}^{\prime}$ for the occurrence of an event. What is the difference in time between the two clocks in $\mathrm{S}^{\prime}$, according to observers in system S, if $u=3 c / 5$ ?

## Solution:

With $\Delta x^{\prime} \equiv x_{B}^{\prime}-x_{A}^{\prime}=50 \mathrm{~m}, t_{A}^{\prime}=t_{B}^{\prime} \equiv t_{0}^{\prime}$, and $\mathrm{u}=3 c / 5 \rightarrow \gamma=5 / 4$, the Lorentz transformation gives

$$
t_{A}=\gamma\left(t_{0}^{\prime}+\frac{x_{A}^{\prime} u}{c^{2}}\right) \quad \text { and } \quad t_{B}=\gamma\left(t_{0}^{\prime}+\frac{x_{B}^{\prime} u}{c^{2}}\right) .
$$

Subtracting $t_{A}$ from $t_{B}$ and substituting the data gives

$$
\begin{aligned}
\Delta t & \equiv t_{B}-t_{A}=\gamma\left(0+\frac{\Delta x^{\prime} u}{c^{2}}\right) \\
& =\left(\frac{5}{4}\right) \frac{(50 \mathrm{~m})\left(\frac{3}{5}\right)}{3 \times 10^{8} \frac{\mathrm{~m}}{\mathrm{~s}}}=1.25 \times 10^{-7} \mathrm{~s},
\end{aligned}
$$

where $\Delta x^{\prime} u / c^{2}$ is recognized as the quantity $\tau_{s}^{\prime}$ of Chapter 2 .
3.6 Keeping in mind the physical coordinates associated with the event of Problem 3.2, if a second event occurs at $10 \mathrm{~m}, 3 \times 10^{-7} \mathrm{~s}$ as measured in system S , what is the time interval between the events measured by observers in system $\mathrm{S}^{\prime}$ ?

Answer: $\quad \Delta t^{\prime}=2.25 \times 10^{-7} \mathrm{~s}$
3.7 Derive the time transformation equation $\mathrm{t}=\gamma\left(t^{\prime}+x^{\prime} u / c^{2}\right)$ by using Equations 3.1a and 3.2a.

## Solution:

Substitution of Equation 3.2a,

$$
x=\gamma\left(x^{\prime}+u t^{\prime}\right),
$$

into Equation 3.1a,

$$
x^{\prime}=\gamma(x-u t),
$$

allows for the elimination of $x$ :

$$
\begin{aligned}
\mathrm{x}^{\prime} & =\gamma\left[\gamma\left(x^{\prime}+u t^{\prime}\right)-u t\right] \\
& =\gamma^{2} x^{\prime}+\gamma^{2} u t^{\prime}-\gamma u t .
\end{aligned}
$$

This result can be solved for $t$ in terms of $t^{\prime}$ and $x^{\prime}$ as

$$
\begin{aligned}
t & =\frac{1}{\gamma u}\left(\gamma^{2} x^{\prime}-x^{\prime}+\gamma^{2} u t^{\prime}\right) \\
& =\frac{\gamma x^{\prime}}{u}-\frac{x^{\prime}}{\gamma u}+\gamma t^{\prime} \\
& =\gamma\left(t^{\prime}+\frac{x^{\prime}}{u}-\frac{x^{\prime}}{\gamma^{2} u}\right) \\
& =\gamma\left[t^{\prime}+\frac{x^{\prime}}{u}\left(1-\frac{1}{\gamma^{2}}\right)\right] \\
& =\gamma\left[t^{\prime}+\frac{x^{\prime}}{u}\left(1-\left(1-\frac{u^{2}}{c^{2}}\right)\right)\right] \\
& =\gamma\left(t^{\prime}+\frac{x^{\prime} u}{c^{2}}\right) .
\end{aligned}
$$

3.8 Derive the $\mathrm{S}^{\prime} \rightarrow \mathrm{S}$ time coordinate transformation equation by using Equations 3.1a and 3.5.

$$
\text { Answer: } \quad t=\gamma\left(t^{\prime}+\frac{x^{\prime} u}{c^{2}}\right)
$$

3.9 Observers in one inertial system measure the coordinates of two events and determine that they are separated in space and time by 1500 m and $7 \times 10^{-6} \mathrm{~s}$, while observers in a second inertial system measure the two events to be separated by $5 \times 10^{-6} \mathrm{~s}$. Find the relative speed of separation between the two systems.

## Solution:

From the obvious dilation of time in the given data, we consider the second system to be moving relative to the first with an unknown speed $u$. Consequently, the data given can be identified as $\Delta x=$ $1500 \mathrm{~m}, \Delta t=7 \times 10^{-6} \mathrm{~s}$, and $\Delta t^{\prime}=5 \times 10^{-6} \mathrm{~s}$. Using Equation 3.5 in the form (Note: $\beta \equiv u / c$ )

$$
\Delta t^{\prime}=\gamma\left(\Delta t-\frac{\Delta x \beta}{c}\right)
$$

direct substitution of the physical data gives

$$
\begin{aligned}
5 \times 10^{-6} \mathrm{~s} & =\gamma\left[7 \times 10^{-6} \mathrm{~s}-\frac{(1500 \mathrm{~m}) \beta}{3 \times 10^{8} \mathrm{~m} / \mathrm{s}}\right] \\
& =\gamma\left(7 \times 10^{-6} \mathrm{~s}-\beta 5 \times 10^{-6} \mathrm{~s}\right)
\end{aligned}
$$

or, more simply

$$
5=\gamma(7-5 \beta) .
$$

Squaring this equation and using the definition of $\gamma$ gives

$$
50 \beta^{2}-70 \beta+24=0,
$$

which can be solved for $\beta$ using the general solution for a quadratic equation given in Appendix A. Section A.5. Accordingly

$$
\begin{aligned}
\beta & =\frac{-(-70) \pm \sqrt{70^{2}-(4)(50)(24)}}{(2)(50)} \\
& =\frac{70 \pm \sqrt{4900-4800}}{100} \\
& =\frac{70 \pm 10}{100}=0.8 \quad \text { or } \quad 0.6,
\end{aligned}
$$

and the two answers to this problem are $u=0.8 c$ and $u=0.6 c$.
3.10 What must be the uniform speed of separation between two inertial systems, if in one system observers determine that two events are separated in space and time by 900 m and $1.8 \times 10^{-6} \mathrm{~s}$, respectively, while in the other system the two events occur simultaneously?

Answer: $u=0.6 c$
3.11 An alien in a flying saucer passes an astronaut in a space station at $0.6 c$. Two-thirds second after the flying saucer passes, the astronaut observes a particle $3 \times 10^{8} \mathrm{~m}$ away moving in the same direction as the saucer. One second after the first observation, the astronaut notes the particle to be $5 \times 10^{8} \mathrm{~m}$ away. What are the particle's space-time coordinates for each position according to the alien?

## Solution:

With the space station being identified as system S and the flying saucer as $\mathrm{S}^{\prime}$, then the physical data are denoted as $x_{1}=3 \times 10^{8} \mathrm{~m}$, $t_{1}$ $=(2 / 3) \mathrm{s}, x_{2}=5 \times 10^{8}, t_{2}=(5 / 3) \mathrm{s}$, and $u=0.6 c=1.8 \times 10^{8} \mathrm{~m} / \mathrm{s} \rightarrow \gamma$ $=5 / 4$. Using the Lorentz transformations from $\mathrm{S} \rightarrow \mathrm{S}^{\prime}$ of Table 3.2, we have

$$
\begin{aligned}
x_{1}^{\prime} & =\gamma\left(x_{1}-u t_{1}\right) \\
& =\frac{5}{4}\left[3 \times 10^{8} \mathrm{~m}-\left(1.8 \times 10^{8} \frac{\mathrm{~m}}{\mathrm{~s}}\right)\left(\frac{2}{3} \mathrm{~s}\right)\right] \\
& =\frac{5}{4}(3-1.2) \times 10^{8} \mathrm{~m}=2.25 \times 10^{8} \mathrm{~m}, \\
x_{2}^{\prime} & =\gamma\left(x_{2}-u t_{2}\right) \\
& =\frac{5}{4}\left[5 \times 10^{8} \mathrm{~m}-\left(1.8 \times 10^{8} \frac{\mathrm{~m}}{\mathrm{~s}}\right)\left(\frac{5}{3} \mathrm{~s}\right)\right] \\
& =\frac{5}{4}(5-3) \times 10^{8} \mathrm{~m}=2.5 \times 10^{8} \mathrm{~m}, \\
t_{1}^{\prime} & =\gamma\left(t_{1}-\frac{x_{1} u}{c^{2}}\right) \\
& =\frac{5}{4}\left[\frac{2}{3} \mathrm{~s}-\frac{\left(3 \times 10^{8} \mathrm{~m}\right)(0.6)}{3 \times 10^{8} \mathrm{~m} / \mathrm{s}}\right] \\
& =\frac{5}{4}\left(\frac{2}{3}-0.6\right) \mathrm{s}=\frac{5}{4}\left(\frac{1}{15}\right) \mathrm{s}=\frac{1}{12} \mathrm{~s}, \\
t_{2}^{\prime} & =\gamma\left(t_{2}-\frac{x_{2} u}{c^{2}}\right) \\
& =\frac{5}{4}\left[\frac{5}{3} \mathrm{~s}-\frac{\left(5 \times 10^{8} \mathrm{~m}\right)(0.6)}{3 \times 10^{8} \mathrm{~m} / \mathrm{s}}\right] \\
& =\frac{5}{4}\left(\frac{5}{3}-1\right) \mathrm{s}=\frac{5}{4}\left(\frac{2}{3}\right) \mathrm{s}=\frac{5}{6} \mathrm{~s}
\end{aligned}
$$

3.12 Referring to Problem 3.11, find the particle's $x$-component of velocity as measured by (a) the astronaut and (b) the alien

Answer: $\quad v_{x}=2 \times 10^{8} \mathrm{~m} / \mathrm{s}, v_{x}^{\prime}=1 / 3 \times 10^{8} \mathrm{~m} / \mathrm{s}$
3.13 Two spaceships are receding from each other at a uniform speed and in line with the earth. If the speed of each spaceship is $0.8 c$ relative to the earth, find the speed of one relative to the other.

## Solution:

The three systems in this problem can be identified in a simple manner. The earth is considered to be system S, and the spaceship that is receding from the earth is taken as system $\mathrm{S}^{\prime}$. Thus, its velocity relative to the earth is $u=0.8 c$, and the other spaceship must be approaching the earth with a velocity $v_{x}=-0.8 c$. The problem now becomes one of finding $v_{x}^{\prime}$ by using the appropriate velocity transformation equation. That is

$$
\begin{aligned}
v_{x}^{\prime} & =\frac{v_{x}-u}{1-\frac{v_{x} u}{c^{2}}} \\
& =\frac{-0.8 c-0.8 c}{[1-(-0.8)(0.8)]} \\
& =\frac{-1.6 c}{1+0.64}=-\frac{1.6 c}{1.64} .
\end{aligned}
$$

3.14 Two spaceships are observed to have the same speed relative to the earth. If they are in line with the earth and approaching each other at a uniform speed of $1.2 c / 1.36$, what is the velocity of each relative to the earth?

Answer: $u=0.6 c, v_{x}=-0.6 c$
3.15 If a beam of light moves along the $Y^{\prime}$-axis in system $\mathrm{S}^{\prime}$, find (a) the components of velocity and (b) the magnitude of velocity for the light beam, as measured by observers in system S .

## Solution:

With the data $v_{x}^{\prime}=v_{z}^{\prime}=0$ and $v_{y}^{\prime}=c$, then from the Lorentz velocity transformations we have

$$
\begin{aligned}
& v_{x}=\frac{v_{x}^{\prime}+u}{1+\frac{v_{x}^{\prime} u}{c^{2}}}=\frac{0+u}{1+0}=u \\
& v_{y}=\frac{v_{y}^{\prime} / \gamma}{1+\frac{v_{x}^{\prime} u}{c^{2}}}=\frac{c / \gamma}{1+0}=\frac{c}{\gamma} \\
& v_{z}=\frac{v_{z}^{\prime} / \gamma}{1+\frac{v_{x}^{\prime} u}{c^{2}}}=\frac{0 / \gamma}{1+0}=0
\end{aligned}
$$

for the components of velocity observed in system S . The magnitude of the velocity is given by

$$
\begin{aligned}
v & =\sqrt{v_{x}^{2}+v_{y}^{2}+v_{z}^{2}} \\
& =\sqrt{u^{2}+\frac{c^{2}}{\gamma^{2}}+0} \\
& =c
\end{aligned}
$$

3.16 Systems $S$ and $\mathrm{S}^{\prime}$ are separating uniformly at a speed of $0.8 c$. Observers in $\mathrm{S}^{\prime}$ view a particle moving in the positive $Y^{\prime}$ direction, and at one instant the particle's instantaneous speed is measured to be $0.6 c$. If the particle accelerates in the positive $Y^{\prime}$ direction to a speed of $0.8 c$ in six seconds, what is the particle's acceleration to observers in system S ?

Answer: $\quad a=a_{y}=\frac{9}{25} \times 10^{7} \frac{\mathrm{~m}}{\mathrm{~s}^{2}}$
3.17 Derive the wavelength transformation equation for the case of $\mathrm{E}^{\prime}$ receding from R, by expressing the distances in Figure 3.2 in terms of wavelength.

## Solution:

From Figure 3.2 we have

$$
x=c \Delta t+u \Delta t
$$

where each term can be related to wavelength as follows:

$$
\begin{aligned}
& x=\lambda N=\lambda N^{\prime}, \\
& c \Delta t=\lambda^{\prime} \nu^{\prime} \Delta t=\lambda^{\prime} \nu^{\prime}\left(\gamma \Delta t^{\prime}\right)=\gamma \lambda^{\prime} N^{\prime}, \\
& u \Delta t=\gamma u \Delta t^{\prime}=\gamma u \frac{N^{\prime}}{\nu^{\prime}}=\gamma u \frac{N^{\prime}}{c / \lambda^{\prime}}=\gamma \lambda^{\prime} N^{\prime} \beta .
\end{aligned}
$$

With these equalities substituted into the first equation above, we obtain

$$
\lambda N^{\prime}=\gamma \lambda^{\prime} N^{\prime}+\gamma \lambda^{\prime} N^{\prime} \beta,
$$

which reduces to the familiar wavelength equation

$$
\lambda=\lambda^{\prime} \gamma(1+\beta) .
$$

3.18 Starting with Equation 3.49, show that Equation 3.47 is obtained

Answer: $\quad \nu=\frac{v^{\prime}}{\gamma(1-\beta)}$
3.19 If a distant galaxy is approaching the earth at a uniform speed of $0.6 c$, what is the ratio of $v^{\prime}$ to $v$ ?

## Solution:

Since $u=0.6 c, \beta=3 / 5$ and $\gamma=5 / 4$. From the blue shift frequency transformation equation

$$
v=\frac{v^{\prime}}{\gamma(1-\beta)}
$$

we immediately obtain

$$
\begin{aligned}
\frac{v^{\prime}}{v} & =\gamma(1-\beta) \\
& =\frac{5}{4}\left(1-\frac{3}{5}\right)=\frac{5}{4}\left(\frac{2}{5}\right)=\frac{1}{2} .
\end{aligned}
$$

3.20 A distant galaxy is receding from the earth uniformly at a speed of $0.8 c$. If the wavelength of electromagnetic radiation received by the earth measures $6600 \AA$, what is the wavelength of the emitted radiation?

Answer: $\quad \lambda^{\prime}=2200 \AA$
3.21 How fast must you move toward light of proper wavelength $6400 \AA$ for it to appear to have a wavelength of $3200 \AA$ ?

## Solution:

This problem corresponds to a blue shift phenomenon with $\lambda=3200$ $\AA$ and $\lambda^{\prime}=6400 \AA$. From the wavelength transformation (Equation 3.48)

$$
\lambda=\lambda^{\prime} \gamma(1-\beta)
$$

and the fact that $\lambda / \lambda^{\prime}=1 / 2$, we obtain

$$
\begin{aligned}
\frac{1}{2} & =\gamma(1-\beta)=\frac{1-\beta}{\sqrt{1-\beta^{2}}} \\
& =\frac{\sqrt{1-\beta}}{\sqrt{1+\beta}}
\end{aligned}
$$

Squaring this equation gives

$$
\frac{1}{4}=\frac{1-\beta}{1+\beta},
$$

which can be simplified to

$$
\frac{1}{4}+\frac{\beta}{4}=1-\beta
$$

and solved for $\beta$ :

$$
\beta=\frac{3 / 4}{5 / 4}=\frac{3}{5} \rightarrow u=\frac{3}{5} c .
$$

3.22 If a distant galaxy is receding from the earth such that the emitted radiation wavelength is shifted by a factor of two, what is the speed of the galaxy relative to the earth?

Answer: $u=3 / 5 c$
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## Transformations of Relativistic Dynamics



Having been accelerated to nearly the speed of light, Lead ions collide at the Large Hadron Collider particle accelerator.

The most important result of a general character to which the special theory has led is concerned with the conception of mass. Before the advent of relativity, physics recognized two conservation laws of fundamental importance, namely, the law of the conservation of energy and the law of the conservation of mass; these two fundamental laws appeared to be quite independent of each other. By means of the theory of relativity they have been united into one law. A. EINSTEIN, Relativity (196|)

## Introduction

The discussion of classical and Einsteinian relativity in the previous chapters illustrates how fundamental physical quantities, such as space-time coordinates, velocity, and acceleration, depend on the inertial system in
which they are measured. In our investigation of relativistic dynamics, we will find how the mass, energy, and momentum of a body depend on the relativistic speed existing between the body and an inertial observer. We will also find it necessary to redefine basic quantities like total energy and kinetic energy, since their classical definitions are limited and become invalid for bodies traveling at relativistic speeds. However, these new relationships will reduce to their classical counterparts under the correspondence principle.

Up to this point, gedanken experiments have been viewed by observers in two different inertial systems, such that measurements of physical quantities in each system could be compared in obtaining transformation equations. The results obtained from this theoretical approach are most useful in that any physical quantity in kinematics can be transformed correctly from one inertial system to another by the appropriate use of the associated transformations. This same theoretical approach will be initially utilized herein to obtain a relativistic mass equation. For the most part, however, transformation equations per se are not obtained in our consideration of relativistic dynamics. Instead, equations for mass, force, energy, and momentum are developed that are appropriate for any particular inertial system. The derivations for relativistic force, energy and momentum employ the fundamental defining equations of these quantities from classical mechanics, with a relativistic mass relation being appropriately incorporated. This allows for a logical development of these concepts in Einsteinian relativity, while capitalizing on our knowledge of the fundamentals of classical physics.

The classical conservation principles of energy and momentum are employed in obtaining new relativistic relationships, and the appropriateness of these conservation principles in special relativity is also investigated. As will be seen, conservation of momentum is assumed in both classical and relativistic mechanics; however, the classical conservation of energy principle becomes a mass-energy conservation principle in Einsteinian relativity. Our discussion of relativistic dynamics is concluded with a straight forward development of momentum and energy transformation equations for two inertial systems $S$ and $\mathrm{S}^{\prime}$.

## 4.I Relativistic Mass

It is of immediate interest to study the behavior of mass within the framework of Einstein's special theory of relativity. Unfortunately, we have a rather limited knowledge of mass and gravity, so a direct and logical development of the properties of a massive body moving at a relativistic speed is not available. Instead, we employ the fundamental conservation
principle for linear momentum to deduce a relativistic mass relation for an isolated inertial system. As before, we will consider two inertial systems S and $\mathrm{S}^{\prime}$ to be separating from each other along their common $X-X^{\prime}$ axis at a uniform relative speed $u$ and consider a gedanken experiment being viewed by observers in both systems.

Consider two identical massive bodies to be approaching each other on a collision course at a constant speed parallel to the $X-X^{\prime}$ axis, as illustrated in Figure 4.1a. Let observers in system $S^{\prime}$ measure the speed of each body before the collision to be $u$, with $m_{1}^{\prime}$ moving in the positive $x^{\prime}$-direction and $m_{2}^{\prime}$ traveling in the negative $x^{\prime}$-direction. Further, allow the bodies to have a perfectly inelastic collision, such that observers in $\mathrm{S}^{\prime}$ will view the combined mass $m_{1}^{\prime}+m_{2}^{\prime}=2 m^{\prime}$ to be at rest relative to $\mathrm{S}^{\prime}$ after the collision (see Figure 4.1 b ). We denote the velocities of $m_{1}^{\prime}$ and $m_{2}^{\prime}$ in $S^{\prime}$ as

$$
\begin{align*}
& v_{1 x}^{\prime}=u  \tag{4.1}\\
& v_{2 x}^{\prime}=-u \\
& v_{1 y}^{\prime}=v_{1 z}^{\prime}=v_{2 y}^{\prime}=v_{2 z}^{\prime}=0 \tag{4.3}
\end{align*}
$$

(4.2) $\}$ Before Impact


Figure 4.1
A perfectly inelastic collision of two identical bodies of mass $m_{1}^{\prime}$ $=m_{2}^{\prime}$ traveling in opposite directions with identical speeds, according to observers in system $\mathrm{S}^{\prime}$.

$$
\begin{equation*}
v_{x}^{\prime}=v_{y}^{\prime}=v_{z}^{\prime}=0 \tag{4.4}
\end{equation*}
$$

after the collision.
The physical data measured in $\mathrm{S}^{\prime}$ can now be transformed to system $S$, where observers consider themselves at rest and $S^{\prime}$ to be moving in the positive $x$-direction with a speed $u$. To observers in system S , the situation before and after impact is similar to that depicted in Figures 4.2a and 4.2b. The velocity of each body can be obtained using the relativistic velocity component transformations given by Equations 3.24a, 3.24b, and 3.24c. Accordingly, we obtain

$$
\begin{aligned}
v_{1 x} & =\frac{v_{1 x}^{\prime}+u}{1+\frac{v_{1 x}^{\prime} u}{c^{2}}} \\
& =\frac{u+u}{1+\frac{u u}{c^{2}}}
\end{aligned}
$$



Figure 4.2
The perfectly inelastic collision of two massive bodies before (a) and after (b) impact, according to observers in system S .
(b)


$$
\begin{align*}
& =\frac{2 u}{1+\beta^{2}} \\
v_{2 x} & =\frac{v_{2 x}^{\prime}+u}{1+\frac{v_{2 x}^{\prime} u}{c^{2}}} \\
& =\frac{-u+u}{1+\frac{(-u) u}{c^{2}}} \\
& =0,  \tag{4.6}\\
v_{1 y} & =v_{1 z}=v_{2 y}=v_{2 z}=0 \tag{4.7}
\end{align*}
$$

(4.5) Before Impact
for the velocity components of $m_{1}$ and $m_{2}$ before the collision. After the collision, the two masses are viewed in S as stuck together with a total mass

$$
\begin{equation*}
M=m_{1}+m_{2} \tag{4.8}
\end{equation*}
$$

and velocity components

$$
\begin{align*}
v_{x} & =\frac{v_{x}^{\prime}+u}{1+\frac{v_{x}^{\prime} u}{c^{2}}} \\
& =\frac{0+u}{1+\frac{(0) u}{c^{2}}} \\
& =u,  \tag{4.9}\\
v_{y} & =v_{z}=0 . \tag{4.10}
\end{align*}
$$

At this point we invoke the conservation of linear momentum principle, which says total linear momentum before impact must equal total linear momentum after impact. Since the $y$ and $z$ components of velocity are zero before (Equation 4.7) and after (Equation 4.10) impact, we are only concerned with the translational momentum in the x -direction. Thus, in system $S$ the conservation of momentum can be expressed by

$$
\begin{equation*}
m_{1} v_{1 x}+m_{2} v_{2 x}=M v_{x}, \tag{4.11}
\end{equation*}
$$

where M is defined by Equation 4.8. Substitution from Equation 4.6, 4.8, and 4.9 allows the momentum equation to be expressed as

$$
\begin{equation*}
m_{1} v_{1 x}=\left(m_{1}+m_{2}\right) u \tag{4.12}
\end{equation*}
$$

It is now convenient to generalize the result expressed by Equation 4.12 and to simplify the symbolic notation. From Equation 4.6, it is apparent that mass $m_{2}$ is at rest in system S before the collision. We adopt the convention that the rest or inertial mass of a body be denoted as $m_{0}$ and, like proper length and proper time, allow it to be defined as that mass measured in a frame of reference in which the body is at rest. With this convention for $m_{2}$, there is no longer any need for the subscript on $m_{1}$ and, consequently, we have

$$
\begin{align*}
& m_{1} \equiv m,  \tag{4.13a}\\
& m_{2} \equiv m_{0} . \tag{4.13b}
\end{align*}
$$

Although the two masses are identical in $\mathrm{S}^{\prime}$, they are viewed differently in system S in that $m_{0}$ is at rest and $m$ is a relativistic mass, since it is in a state of uniform relative motion (Equation 4.5). To generalize Equation 4.12 we need only recognize that the velocity of $m$ ( $m_{1}$ originally) before the collision corresponds to a speed in the positive x -direction of

$$
\begin{equation*}
v_{1}=\sqrt{v_{1 x}^{2}+v_{1 y}^{2}+v_{1 z}^{2}}=v_{1 x}, \tag{4.14}
\end{equation*}
$$

where Equation 4.7 has been used in obtaining the last equality. Again, there is no need for the subscript on $v_{1}$, so with

$$
\begin{equation*}
v_{1}=v_{1 x} \equiv v \tag{4.15}
\end{equation*}
$$

and the identities of Equations 4.13a and 4.13b, Equations 4.12 becomes

$$
\begin{equation*}
m v=\left(m+m_{0}\right) u . \tag{4.16}
\end{equation*}
$$

Even though Equation 4.16 is expressed as a scalar equation in terms of speeds $v$ and $u$, it is equivalent to the vector equation expressed in terms of velocities $\mathbf{v}$ and $\mathbf{u}$, since the directions of $\mathbf{v}$ and $\mathbf{u}$ are identical. For this reason we will refer to $v$ and $u$ as velocities, with the directions being understood to be in the positive $x$-direction. With this understanding, the velocity of $m$ before the collision, as given by Equation 4.5, can be rewritten, with $v_{1 x}$ being replaced by $v$, as

$$
\begin{equation*}
v=\frac{2 u}{1+\beta^{2}} \tag{4.17}
\end{equation*}
$$

Referring to Equations 4.16 and 4.17 , it is obvious that the relativistic mass $m$ can be expressed in terms of the rest mass $m_{0}$ and $v$, the velocity
of $m$ relative to $m_{0}$, by solving the two equations simultaneously to eliminate $u$. To do so, we first solve Equation 4.16 for $\mathrm{m} / m_{0}$ as

$$
\frac{m}{m_{0}}=\frac{u}{v-u}
$$

which can be rewritten in terms of $\beta(\beta \equiv u / c)$ as

$$
\frac{m}{m_{0}}=\frac{\beta}{\frac{v}{c}-\beta}
$$

(4.18) Momentum Conservation

Likewise, Equation 4.17 can be expressed in terms of $\beta$ as

$$
\begin{equation*}
\frac{v}{c}=\frac{2 \beta}{1+\beta^{2}} \tag{4.19}
\end{equation*}
$$

and these last two equations can now be combined to eliminate $\beta$ and hence also $u$. The idea is to solve Equation 4.19 for $\beta$ and substitute into Equation 4.18. From Equation 4.19 we obtain a quadratic equation in terms of $\beta$,

$$
\begin{equation*}
\beta^{2}-\frac{2 c}{v} \beta+1=0 \tag{4.20}
\end{equation*}
$$

which has the solution

$$
\begin{equation*}
\beta=\frac{c}{v} \pm \sqrt{\frac{c^{2}}{v^{2}}-1} \tag{4.21}
\end{equation*}
$$

Since $\beta \rightarrow 0$ for $u \ll c$, then the negative sign must clearly be chosen in Equation 4.21 with the result being

$$
\begin{align*}
\beta & =\frac{c}{v}-\sqrt{\frac{c^{2}}{v^{2}}-1} \\
& =\frac{c}{v}-\sqrt{\left(\frac{c^{2}}{v^{2}}\right)\left(1-\frac{v^{2}}{c^{2}}\right)} \\
& =\frac{c}{v}\left(1-\sqrt{1-\frac{v^{2}}{c^{2}}}\right) . \tag{4.22}
\end{align*}
$$

By analogy with the definition of $\gamma$

$$
\begin{equation*}
\gamma \equiv \frac{1}{\sqrt{1-\frac{u^{2}}{c^{2}}}}, \tag{2.7}
\end{equation*}
$$

we define

$$
\begin{equation*}
\Gamma \equiv \frac{1}{\sqrt{1-\frac{v^{2}}{c^{2}}}} \tag{4.23}
\end{equation*}
$$

and immediately rewrite Equation 4.22 as

$$
\begin{equation*}
\beta=\frac{c}{v}\left(1-\Gamma^{-1}\right) . \tag{4.24}
\end{equation*}
$$

Now, substitution of this expression for $\beta$ into the conservation of momentum equation (Equation 4.18) gives

$$
\begin{aligned}
\frac{m}{m_{0}} & =\frac{\frac{c}{v}\left(1-\Gamma^{-1}\right)}{\frac{v}{c}-\frac{c}{v}\left(1-\Gamma^{-1}\right)} \\
& =\frac{1-\Gamma^{-1}}{\frac{v^{2}}{c^{2}}-1+\Gamma^{-1}} \\
& =\frac{1-\Gamma^{-1}}{-\Gamma^{-2}+\Gamma^{-1}} \\
& =\frac{1-\Gamma^{-1}}{\Gamma^{-1}\left(1-\Gamma^{-1}\right)} \\
& =\Gamma .
\end{aligned}
$$

This result can be rewritten in the more symmetrical form
Relativistic Mass

$$
\begin{equation*}
m=\Gamma m_{0}, \tag{4.25}
\end{equation*}
$$

which is Einstein's relativistic mass equation. Since $\Gamma>1$ for $v$ relativistic, then

$$
m>m_{0}
$$

That is, the mass of a body is not invariant in Einsteinian relativity, but will be observed to increase when the body is in a state of motion. For $v$ $\ll \mathrm{c}$, this increase in mass is very small $(\Gamma \approx 1)$ and $m \approx m_{0}$, which is exactly why we do not observe this phenomenon in everyday experiences. This result also explains why it is impossible to accelerate a body up to or beyond the speed of light $c$. As the body is accelerated toward the speed of light, its mass continuously increases and the externally applied accelerating force becomes less and less effective. At a speed very close to $c$, the mass of the body tends toward infinity, which would require an infinite external force for additional acceleration. Hence, acceleration of a body up to or beyond the speed of light is impossible by any finite force.

### 4.2 Relativistic Force

Frequently, in classical mechanics Newton's second law of motion is represented by

$$
\begin{equation*}
\mathbf{F}=m \mathbf{a}, \quad m \neq m(t), \tag{1.17}
\end{equation*}
$$

instead of the more general defining equation

$$
\begin{equation*}
\mathrm{F} \equiv \frac{d \mathbf{p}}{d t} \tag{1.16}
\end{equation*}
$$

Newton's Second Law

Often, the application of either equation to a problem will give the correct answer, since the mass of a body or a system of bodies is usually constant and independent of time in Newtonian dynamics. This is not the situation in relativistic dynamics, however, as the mass of an accelerating body experiences a dilation that is time dependent. This is immediately apparent from the relativistic mass equation, since the mass of a body is dependent on speed, which is ever changing for an accelerating body. From these arguments, it should be clear that $\mathbf{F}=m \mathbf{a}=\Gamma m_{0} \mathbf{a}$ is not valid in relativistic dynamics. The defining equation of Newton's second law is, however, applicable in relativistic dynamics and can be expressed as

$$
\begin{aligned}
\mathbf{F} & =\frac{d \mathbf{p}}{d t}=\frac{d(m \mathbf{v})}{d t} \\
& =m \frac{d \mathbf{v}}{d t}+\mathbf{v} \frac{d m}{d t} \\
& =m \mathbf{a}+\mathbf{v} m_{0} \frac{d \Gamma}{d t}
\end{aligned}
$$

or more fundamentally as

A relativistic relationship that is analogous to the classical $\mathbf{F}=m \mathbf{a}$ can be derived by using Newton's second law as expressed by Equation 4.26. The derivation can be greatly simplified by considering a body to be in a state of rectilinear motion and uniform acceleration, as viewed by ob-
servers in inertial system S. Under these conditions, Newton's second law in a state of rectilinear motion and uniform acceleration, as viewed by ob-
servers in inertial system S. Under these conditions, Newton's second law can be expressed as

$$
\begin{equation*}
\mathbf{F}=\Gamma m_{0} \mathbf{a}+m_{0} \mathbf{v} \frac{d \Gamma}{d t} . \tag{4.2.2}
\end{equation*}
$$

$$
\begin{align*}
\mathbf{F} & =\frac{d \mathbf{p}}{d t}=\frac{d p}{d t} \mathbf{n} \\
& =\frac{d p}{d v} \frac{d v}{d t} \mathbf{n} \\
& =\frac{d p}{d v} \mathrm{an}=\mathbf{a} \frac{d p}{d v}, \tag{4.27}
\end{align*}
$$

where $\mathbf{n}$ is a unit vector in the direction of the momentum. It should be noted that we are considering a special case where the force, velocity, momentum, and acceleration vectors are all in the same direction. Substituting for linear momentum $(\mathbf{p}=m \mathbf{v})$, Equation 4.27 becomes

$$
\begin{aligned}
\mathbf{F} & =\mathbf{a} \frac{d m v}{d v} \\
& =m \mathbf{a}+v \mathbf{a} \frac{d m}{d v},
\end{aligned}
$$

which from Equation 4.25 is rewritten as

$$
\begin{equation*}
\mathbf{F}=\Gamma m_{0} \mathbf{a}+m_{0} v \mathbf{a} \frac{d \Gamma}{d v} . \tag{4.28}
\end{equation*}
$$

This result is also easily obtained from Equation 4.26, with $\mathbf{n}$ representing the assumed common direction for $\mathbf{v}$ and $\mathbf{a}$, that is

$$
\begin{aligned}
\mathbf{F} & =\left(\Gamma m_{0} a+m_{0} v \frac{d \Gamma}{d v} \frac{d v}{d t}\right) \mathbf{n} \\
& =\left(\Gamma m_{0} a+m_{0} v a \frac{d \Gamma}{d v}\right) \mathbf{n} .
\end{aligned}
$$

Further, Equation 4.28 for the relativistic force is easily reduced in form by obtaining the derivative of $\Gamma$ with respect to velocity. That is, differentiating Equation 4.23 yields

$$
\begin{align*}
\frac{d \Gamma}{d v} & =-\frac{1}{2}\left(1-\frac{v^{2}}{c^{2}}\right)^{-3 / 2}\left(-\frac{2 v}{c^{2}}\right) \\
& =\Gamma^{3} \frac{v}{c^{2}} \tag{4.29}
\end{align*}
$$

which upon substitution into Equation 4.28 gives

$$
\begin{aligned}
\mathbf{F} & =\Gamma m_{0} \mathbf{a}+\Gamma^{3} m_{0} \frac{v^{2}}{c^{2}} \mathbf{a} \\
& =\Gamma m_{0} \mathbf{a}\left(1+\Gamma^{2} \frac{v^{2}}{c^{2}}\right) \\
& =\Gamma^{3} m_{0} \mathbf{a}\left(\frac{1}{\Gamma^{2}}+\frac{v^{2}}{c^{2}}\right) \\
& =\Gamma^{3} m_{0} \mathbf{a}\left(1-\frac{v^{2}}{c^{2}}+\frac{v^{2}}{c^{2}}\right) \\
& =\Gamma^{3} m_{0} \mathbf{a}
\end{aligned}
$$

Thus, for a body in rectilinear motion, the net accelerating force is given by

$$
\mathbf{F}=\Gamma^{3} m_{0} \mathbf{a}=\Gamma^{2} m \mathbf{a}
$$

(4.30) Relativistic Force

This result is analogous to the classical equation $\mathrm{F}=m \mathbf{a}$ and in fact reduces to it as $\Gamma \rightarrow 1$. Although this result is limited to a special class of problems, it will prove useful for derivations in the next section.

### 4.3 Relativistic Kinetic and Total Energy

The work-energy theorem of classical mechanics states that the work done on a body is equivalent to its change in kinetic energy. Accordingly, if a body is at rest with inertial mass $m_{0}$, then the work done in accelerating it to a uniform velocity $\mathbf{v}$ is equivalent to its final kinetic energy $T$. For this situation the derivation of the body's relativistic kinetic energy can be sim-

Infinitesimal Work
plified and previous results utilized, if we allow the net external force doing the work to be in the same direction as the body's displacement. This allows the work equation

$$
\begin{equation*}
\mathrm{d} W \equiv \mathbf{F} \cdot d \mathbf{r} \tag{1.20}
\end{equation*}
$$

to be written as

$$
\begin{equation*}
d T=F d r \tag{4.31}
\end{equation*}
$$

since $\theta=0^{\circ}$ and $\cos \theta$ from the dot product becomes one. As the body is in rectilinear motion, the magnitude of the force expressed by Equation 4.30 can be substituted into Equation 4.31 and simplified as

$$
\begin{align*}
d T & =\Gamma^{2} m a d r \\
& =\Gamma^{2} m \frac{d v}{d t} d r \\
& =\Gamma^{2} m \frac{d r}{d t} d v \\
& =\Gamma^{2} m v d v \\
& =m_{0} \Gamma^{3} v d v . \tag{4.32}
\end{align*}
$$

This result is amenable to integration by parts; however, a further simplification is attained by solving Equation 4.29 for

$$
\mathrm{c}^{2} d \Gamma=\Gamma^{3} v d v
$$

so that Equation 4.32 becomes
Relativistic Kinetic Energy

$$
\begin{equation*}
d T=m_{0} c^{2} d \Gamma \tag{4.33}
\end{equation*}
$$

This result represents the relativistic kinetic energy in differential form, which can be integrated once the limits of integration have been decided. In our present consideration, where work is done on a body initially at rest $\left(v_{i}=0, v_{f}=v\right)$, we need only recognize that for $v_{i}=0, T_{i}=0$ and $\Gamma_{i}$ $=1$. Thus, from Equation 4.33 we have

$$
\begin{equation*}
\int_{0}^{T} d T=m_{0} c^{2} \int_{1}^{\Gamma} d \Gamma \tag{4.34}
\end{equation*}
$$

which immediately yields

$$
\begin{equation*}
T=m_{0} c^{2}(\Gamma-1) \tag{4.35}
\end{equation*}
$$

for the relativistic kinetic energy. This result has several interesting interpretations and is perfectly general and applicable in spite of our initial simplifying assumptions.

Under the correspondence principle the relativistic kinetic energy must reduce exactly to the classical kinetic energy. This is easily demonstrated by expanding $\Gamma$ in Equation 4.35 by use of the binomial expansion

$$
\begin{equation*}
(x+y)^{n}=x^{n}+n x^{n-1} y+\cdots \tag{4.36}
\end{equation*}
$$

given in Appendix A, to obtain

$$
\begin{equation*}
\Gamma \approx 1+\frac{1}{2} \frac{v^{2}}{c^{2}}, \quad v \ll c . \tag{4.3.3}
\end{equation*}
$$

With this relation for $\Gamma$ (remember $v \ll c$ and only the first couple of terms are significant) Equation 4.35 becomes

$$
\begin{align*}
T & =m_{0} c^{2}\left(1+\frac{1}{2} \frac{v^{2}}{c^{2}}-1\right) \\
& =\frac{1}{2} m_{0} v^{2} \tag{1.22}
\end{align*}
$$

in agreement with classical mechanics. For a body moving at a relativistic speed, the error arising from using $1 / 2 m_{0} v^{2}$ for $T$ is only 0.75 percent for $v$ $=0.1 c$ but nearly 69 percent when $v=0.9 c$, for example

$$
\begin{aligned}
\frac{T-\frac{1}{2} m_{0} v^{2}}{T} & =1-\frac{\frac{1}{2} m_{0} v^{2}}{T} \\
& =1-\frac{\frac{1}{2} m_{0} v^{2}}{m_{0} c^{2}(\Gamma-1)} \\
& =1-\frac{\frac{1}{2}(v / c)^{2}}{\Gamma-1} \\
& =1-\frac{\frac{1}{2}(0.81)}{1.3} \approx 0.69
\end{aligned}
$$

A more interesting consequence of Equation 4.35 becomes evident by rewriting it in the form

Rest Energy
Relativistic Total Energy

Relativistic Kinetic Energy

$$
\begin{equation*}
\mathrm{T}=\Gamma m_{0} c^{2}-m_{0} c^{2}=m c^{2}-m_{0} c^{2} . \tag{4.38}
\end{equation*}
$$

Both terms on the right-hand side of this equation have, necessarily, dimensions of energy and they represent an energy-mass equivalence that are symbolically identified as

The interpretation of these quantities is straightforward in that for a body
at rest with inertial mass $m_{0}$, $E_{0}$ must correspond to its rest energy, while
$E$ corresponds to its total relativistic energy. For a body at rest, kinetic en-
The interpretation of these quantities is straightforward in that for a body
at rest with inertial mass $m_{0}, E_{0}$ must correspond to its rest energy, while
$E$ corresponds to its total relativistic energy. For a body at rest, kinetic en-
The interpretation of these quantities is straightforward in that for a body
at rest with inertial mass $m_{0}, E_{0}$ must correspond to its rest energy, while
$E$ corresponds to its total relativistic energy. For a body at rest, kinetic energy, represented by

$$
\begin{align*}
E_{0} & \equiv m_{0} c^{2},  \tag{4.39}\\
E & \equiv m c^{2} . \tag{4.40}
\end{align*}
$$

must be zero and $E$, given by

$$
\begin{equation*}
E=E_{0}+T \tag{4.41b}
\end{equation*}
$$

must equal $E_{0}$. Amazingly, a body at rest possesses energy $m_{0} c^{2}$ according to Einsteinian relativity. Equation 4.41a is practically always used as the fundamental equation for relativistic kinetic energy instead of Equation 4.35 , since it is conceptually much simpler and logically much more direct. Further, the relativistic energy defined by Equation 4.40 is recognized as the total energy of a body from Equation 4.41b.

These results are surprising and have absolutely no counterpart in classical physics. The energy mass equivalence represented by Equation 4.40 is the single most important result of Einstein's special theory of relativity. It gives the energy equivalence of a 1 kg mass to be on the order of $c^{2}$ or $9 \times 10^{16} \mathrm{~J}$. Consequently, even an extremely small mass has a relatively large energy equivalence. As an example, assuming the average caloric intake per person per day to be 3200 kcal , then the energy consumed per day by ten million people has a mass equivalence of approximately one and a half grams:

$$
\begin{aligned}
m_{0} & =\frac{E_{0}}{c^{2}} \\
& =(3200 \mathrm{kcal})\left(10^{7} \text { people }\right) \frac{\left(4.186 \times 10^{3} \mathrm{~J} / \mathrm{kcal}\right)}{c^{2}}
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{1.340 \times 10^{14} \mathrm{~J}}{9 \times 10^{16} \mathrm{~m}^{2} / \mathrm{s}^{2}} \\
& =1.489 \times 10^{-3} \mathrm{~kg} \approx 1.5 \mathrm{~g} .
\end{aligned}
$$

Another interesting result is easily obtained from Equation 4.33. If a body has an initial velocity $v_{i}=v_{1}$ and final velocity $v_{f}=v_{2}$, then integration of Equation 4.33 gives

$$
\begin{aligned}
T_{2}-T_{1} & =m_{0} c^{2}\left(\Gamma_{2}-\Gamma_{1}\right) \\
& =\Gamma_{2} m_{0} c^{2}-\Gamma_{1} m_{0} c^{2} \\
& =m_{2} c^{2}-m_{1} c^{2} \\
& =\left(m_{2}-m_{1}\right) c^{2} .
\end{aligned}
$$

The result can be symbolically represented as

$$
\begin{equation*}
\Delta T=\Delta m c^{2}=\Delta E \tag{4.42}
\end{equation*}
$$

where the last equality $(\Delta T=\Delta E)$ is obvious from Equation 4.41. Consequently, any change in the kinetic or total energy of a body results in a corresponding change in its mass. Indeed, hot water has more mass than the same amount of cold water, and so forth. The reason we do not observe these changes in everyday experiences is because $\Delta m$ is very small as compared to the change in energy and, furthermore, commonly encountered values of $\Delta E$ are relatively small.

It needs to be emphasized that the concept of total energy in Einsteinian relativity differs from that of classical mechanics in that the former does not include potential energy $V$. The conservation of energy principle in a broader sense is, however, still valid in relativistic dynamics, provided the rest energy of a body or system of bodies is taken into account. The principle now becomes one of mass-energy conservation, which is represented as

$$
\begin{equation*}
E_{0}+T+V=\text { CONSTANT } \tag{4.43}
\end{equation*}
$$

for an isolated inertial system.

### 4.4 Relativistic Momentum

An expression for the relativistic momentum of a body is easily obtained from the classical definition of momentum and the equations representing

Linear Momentum

Relativistic Momentum
relativistic mass and energy. That is,

$$
\begin{align*}
\mathbf{p} & \equiv m \mathbf{v}  \tag{1.15}\\
& =\Gamma m_{0} \mathbf{v}=\frac{\Gamma m_{0} c^{2} \mathbf{v}}{c^{2}} \\
& =\frac{\Gamma E_{0} \mathbf{v}}{c^{2}}
\end{align*}
$$

or more simply

$$
\begin{equation*}
\mathbf{p}=\frac{E \mathbf{v}}{c^{2}} \tag{4.44}
\end{equation*}
$$

One interesting interpretation of Equation 4.44 is for electromagnetic radiation (e.g., $x$-rays, $\gamma$-rays, visible light, etc.), since it propagates through free space at the speed $c$. In this case $v=c$ and the total energy of a quantum of radiation is given by

$$
\begin{equation*}
E=p c \tag{4.45}
\end{equation*}
$$

The result suggests a particle-like behavior for electromagnetic waves, which was originally proposed by Einstein in 1905. In explaining the photoelectric effect (see Chapter 6, Section 6.6), he postulated that electromagnetic radiation consisted of quanta of light-energy in the form of fundamental particles, later called photons, that propagate at the speed of light. This particle-like behavior of light will be the topic of considerable discussion in Chapter 6 as well as in the next section.

Another very useful relationship between momentum and energy can be obtained from either the relativistic energy (Equation 4.40) or relativistic mass (Equation 4.25) equations. From the former we have

$$
E=m c^{2}=\Gamma m_{0} c^{2}=\Gamma E_{0},
$$

which, when squared, gives

$$
\begin{aligned}
E^{2} & =\Gamma^{2} E_{0}^{2} \\
& =\frac{E_{0}^{2}}{1-\frac{v^{2}}{c^{2}}}
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{E_{0}^{2}}{1-\frac{p^{2}}{m^{2} c^{2}}} \\
& =\frac{E_{0}^{2}}{1-\frac{p^{2} c^{2}}{E^{2}}},
\end{aligned}
$$

where the definitions of momentum and relativistic energy have been utilized. The last equality, solved for $E^{2}$, gives

$$
\begin{equation*}
E^{2}=E_{0}^{2}+p^{2} c^{2}, \tag{4.46}
\end{equation*}
$$

which in Section 4.6 will be shown to be an invariant relationship to all inertial observers. At this time, however, additional insight into the properties of a particle traveling at the speed of light (i.e., a photon) can be obtained by combining Equations 4.45 and 4.46. Clearly, since for a photon $E=p c$ (Equation 4.45), the Equation 4.46 gives $E_{0}=0$, which means $m_{0}=0$ for a photon. That is, a body traveling at the speed of light must have a zero rest mass and, conversely, a particle of zero rest must be traveling at the speed of light. This result of Einsteinian relativity yields considerable insight into the behavior of particles and waves in nature, which was not fully appreciated nor understood for nearly two decades after Einstein's published work. His theory clearly predicts that particles having a nonzero rest mass can never be accelerated to the speed of light, while entities in nature traveling at such a speed must necessarily have a zero rest mass. This relativistic view is in sharp contrast to the predictions of classical physics, but, as will be seen, it is the correct one and accurately describes the properties of photons.

### 4.5 Energy and Inertial Mass Revisited

The results of the last section were totally surprising to the physics community of the early twentieth century; however, Equation 4.45 was known from classical electromagnetism for well over thirty years (see Chapter 6, Section 6.4) before the publication of Einstein's theory. We will utilize that equation and the concept of a photon as an elementary particle or quantum of electromagnetic radiation to re-derive the energy-mass relationship, by considering a gedanken experiment originally developed by Einstein in 1906.

Energy-Momentum Invariant

Consider two identical spheres, each of mass $1 / 2 M$, separated a distance $L$ by a rod of negligible mass. This dumbbell system is assumed to be isolated from its surroundings and initially stationary with its center of mass (C.M.) located midway between the spheres on their common axis. At some instant in time a burst of photons is emitted from the right-hand sphere and propagates toward the left-hand sphere, as illustrated in Figure 4.3. If we think of these photons as possessing an equivalent mass $m$, then the radiant energy associated with the photons is

$$
\begin{equation*}
E=p c \tag{4.45}
\end{equation*}
$$

according to Equation 4.45. Assuming conservation of momentum to be valid, then the momentum of the photons to the left, $p$, is just equal to the momentum of the dumbbell system to the right, $(M-m) u$, where $m$ is the assumed mass equivalent of the emitted radiation. Thus,

$$
\begin{equation*}
\mathrm{p}=(M-m) u \tag{4.47}
\end{equation*}
$$

and Equation 4.45 becomes

$$
\begin{equation*}
E=(M-m) u c . \tag{4.48}
\end{equation*}
$$

If $\Delta t$ is the time required for the photons to travel from the right-hand sphere to the left-hand sphere, then from the postulate of the constancy of the speed of light

Figure 4.3
The emission of photons of equivalent mass $m$ from the right-hand sphere, the recoil of the dumbbell with velocity $u$, and the final absorption of the photons by the left-hand sphere.

$$
\begin{equation*}
\Delta t=\frac{L-\Delta x}{c} \tag{4.49}
\end{equation*}
$$


where the recoil distance $\Delta x$ of the dumbbell system has been taken into account. Accordingly, the average speed of the dumbbell is just

$$
\begin{equation*}
u \equiv \frac{\Delta x}{\Delta t}=\frac{c \Delta x}{L-\Delta x} \tag{4.50}
\end{equation*}
$$

which upon substitution into Equation 4.48 gives

$$
\begin{align*}
E & =\frac{(M-m) c^{2} \Delta x}{L-\Delta x} \\
& =\frac{(M-m) c^{2}}{\frac{L}{\Delta x}-1} \\
& =\frac{\left(\frac{M}{m}-1\right) m c^{2}}{\frac{L}{\Delta x}-1} \tag{4.51}
\end{align*}
$$

Since the sum of all mass moments on one side of the C.M. point must equal the sum of all mass moments on the other side (by definition of the center of mass), then

$$
\begin{equation*}
\left(\frac{1}{2} M+m\right)\left(\frac{1}{2} L-\Delta x\right)=\left(\frac{1}{2} M-m\right)\left(\frac{1}{2} L+\Delta x\right) \tag{4.52a}
\end{equation*}
$$

Solving this equation for $\mathrm{L} / \Delta x$,

$$
\begin{equation*}
\frac{L}{\Delta x}=\frac{M}{m} \tag{4.52b}
\end{equation*}
$$

and substituting into Equation 4.51 immediately gives

$$
\begin{equation*}
E=m c^{2} \tag{4.40}
\end{equation*}
$$

Although this equation has been obtained by a derivation that differs somewhat from Einstein's, the resulting implications are the same and are in agreement with the interpretations of Equation 4.40. The interpretation here, however, is that the sphere emitting electromagnetic radiation experiences an inertial mass decrease of $E / c^{2}$, while the other sphere's inertial mass increases by the amount $E / c^{2}$ upon absorption of the radiation. Thus,
any change in the energy $\Delta E$ of a body results in a corresponding change in its inertial mass $\Delta m$ in accordance with Equation 4.42.

### 4.6 Relativistic Momentum and Energy Transformations

The previous discussions of this chapter have been primarily concerned with the view of Einsteinian dynamics in one inertial system; however, it is desirable to transform momentum and energy measurements of a particle from one inertial system to another. Linear momentum has already been defined as the product of mass and velocity, so in system $S$ the momentum of a particle is

$$
\begin{equation*}
\mathbf{p} \equiv m \mathbf{v}=\Gamma m_{0} \mathbf{v}, \tag{4.53a}
\end{equation*}
$$

while in system $\mathrm{S}^{\prime}$ it is denoted as

$$
\begin{equation*}
\mathbf{p}^{\prime} \equiv m^{\prime} \mathbf{v}^{\prime}=\Gamma^{\prime} m_{0} \mathbf{v}^{\prime} \tag{4.53b}
\end{equation*}
$$

Clearly, these are vector equations and can be expressed in terms of Cartesian components as
and

$$
\begin{gather*}
\mathbf{p}=p_{x} \mathbf{i}+p_{y} \mathbf{j}+p_{z} \mathbf{k}  \tag{4.54a}\\
\mathbf{p}^{\prime}=p_{x}^{\prime} \mathbf{i}^{\prime}+p_{x}^{\prime} \mathbf{j}^{\prime}+p_{z}^{\prime} \mathbf{k}^{\prime} . \tag{4.54b}
\end{gather*}
$$

The immediate problem is to find out how these components of momentum transform between two inertial systems $S$ and $\mathrm{S}^{\prime}$, when they are separating from each other at a constant speed $u$.

Consider a particle to be moving about in space and time with a velocity $\mathbf{v}$ measured in system S and $\mathbf{v}^{\prime}$ measured in $\mathrm{S}^{\prime}$. In this context the velocity of the particle, as measured by observers in either system, need not be parallel to the common axis of relative motion between the two systems. According to observers in S , the particle has a longitudinal component of momentum given by

$$
p_{x}=m v_{x},
$$

which, upon substitution of Equations 4.25 and 3.24a, can be expanded to the form

$$
\begin{equation*}
p_{x}=\Gamma m_{0} \frac{v_{x}^{\prime}+u}{1+\frac{v_{x}^{\prime} u}{c^{2}}} . \tag{4.55}
\end{equation*}
$$

It will be shown that

$$
\begin{equation*}
\frac{\Gamma}{1+\frac{v_{x}^{\prime} u}{c^{2}}}=\gamma \Gamma^{\prime} \tag{4.56}
\end{equation*}
$$

where for observers in system $S^{\prime}$

$$
\begin{equation*}
\Gamma^{\prime} \equiv \frac{1}{\sqrt{1-\frac{v^{\prime 2}}{c^{2}}}} \tag{4.57}
\end{equation*}
$$

by analogy with the definition given by Equation 4.23. To obtain this result, consider the expansion of $1-v_{x}^{2} / c^{2}$,

$$
\begin{align*}
1-\frac{v_{x}^{2}}{c^{2}} & =1-\frac{\left(v_{x}^{\prime}+u\right)^{2}}{c^{2}\left(1+\frac{v_{x}^{\prime} u}{c^{2}}\right)^{2}} \\
& =\frac{\left(1+\frac{v_{x}^{\prime} u}{c^{2}}\right)^{2}-\frac{\left(v_{x}^{\prime}+u\right)^{2}}{c^{2}}}{\left(1+\frac{v_{x}^{\prime} u}{c^{2}}\right)^{2}} \\
& =\frac{1-\frac{v_{x}^{\prime 2}}{c^{2}}-\frac{u^{2}}{c^{2}}+\left(\frac{v_{x}^{\prime} u}{c^{2}}\right)^{2}}{\left(1+\frac{v_{x}^{\prime} u}{c^{2}}\right)^{2}} \\
& =\frac{\left(1-\frac{v_{x}^{\prime 2}}{c^{2}}\right)\left(1-\frac{u^{2}}{c^{2}}\right)}{\left(1+\frac{v_{x}^{\prime} u}{c^{2}}\right)^{2}} \tag{4.58}
\end{align*}
$$

where Equation 3.24a has been used. From Equations 3.24b, 3.24c, and 2.7 we have

$$
\begin{aligned}
& \frac{v_{y}^{2}}{c^{2}}=\frac{\left(\frac{v_{y}^{\prime}}{c^{2}}\right)^{2}\left(1-\frac{u^{2}}{c^{2}}\right)}{\left(1+\frac{v_{x}^{\prime} u}{c^{2}}\right)^{2}}, \\
& \frac{v_{z}^{2}}{c^{2}}=\frac{\left(\frac{v_{z}^{\prime}}{c}\right)^{2}\left(1-\frac{u^{2}}{c^{2}}\right)}{\left(1+\frac{v_{x}^{\prime} u}{c^{2}}\right)^{2}},
\end{aligned}
$$

which upon subtraction from Equation 4.58 and rearrangement gives

$$
\begin{equation*}
\frac{1}{\left(1-\frac{v^{2}}{c^{2}}\right)}=\frac{\left(1+\frac{v_{x}^{\prime} u}{c^{2}}\right)^{2}}{\left(1-\frac{v^{\prime 2}}{c^{2}}\right)\left(1-\frac{u^{2}}{c^{2}}\right)} \tag{4.59}
\end{equation*}
$$

where the fundamental relations

$$
\begin{gather*}
v^{2}=v_{x}^{2}+v_{y}^{2}+v_{z}^{2},  \tag{4.60a}\\
v^{\prime 2}=v_{x}^{\prime 2}+v_{y}^{\prime 2}+v_{z}^{\prime 2} \tag{4.60b}
\end{gather*}
$$

have been used. Now, taking the square root of Equation 4.59 and using the defining equations for $\Gamma, \Gamma^{\prime}$, and $\gamma$ gives

$$
\Gamma=\gamma \Gamma^{\prime}\left(1+\frac{v_{x}^{\prime} u}{c^{2}}\right)
$$

which is equivalent to Equation 4.56. Using this result (actually Equation 4.56) allows the x-component of momentum, given by Equation 4.55, to be expressed in the more compact form

$$
p_{x}=\gamma \Gamma^{\prime} m_{0}\left(v_{x}^{\prime}+u\right)=\gamma m^{\prime}\left(v_{x}^{\prime}+u\right)
$$

or more simply

$$
\begin{equation*}
S^{\prime} \rightarrow \mathrm{S} \tag{4.61}
\end{equation*}
$$

$$
p_{x}=\gamma\left(p_{x}^{\prime}+m^{\prime} u\right) .
$$

In a similar manner the transformations for the transverse components of momentum are easily obtained. For example,

$$
\begin{aligned}
p_{y} & \equiv m v_{y} \\
& =\Gamma m_{0} \frac{v_{y}^{\prime} / \gamma}{1+\frac{v_{x}^{\prime} u}{c^{2}}} \\
& =\frac{\Gamma}{1+\frac{v_{x}^{\prime} u}{c^{2}}} \frac{m_{0} v_{y}^{\prime}}{\gamma} \\
& =\gamma \Gamma^{\prime} \frac{m_{0} v_{y}^{\prime}}{\gamma} \\
& =m^{\prime} v_{y}^{\prime},
\end{aligned}
$$

which from Equation 4.53 b yields

$$
p_{y}=p_{y}^{\prime}
$$

(4.62) $\quad \mathrm{S}^{\prime} \rightarrow \mathrm{S}$
and similarly

$$
\begin{equation*}
p_{z}=p_{z}^{\prime} . \tag{4.63}
\end{equation*}
$$

Equations 4.61, 4.62, and 4.63 represent the relativistic momentum-component transformations from system $\mathrm{S}^{\prime}$ to system S ; whereas, the inverse transformations are given by

$$
\begin{align*}
p_{x}^{\prime} & =\gamma\left(p_{x}-m u\right)  \tag{4.64a}\\
p_{y}^{\prime} & =p_{y}  \tag{4.64b}\\
p_{z}^{\prime} & =p_{z} \tag{4.64c}
\end{align*}
$$

Frequently, the transformation for the longitudinal component of momentum is expressed in terms of energy. This is easily accomplished with Equations 4.61 and 4.64 a by realizing that Einstein's energy-mass equivalence relationship is valid for any inertial system. That is, to observers in S

$$
\begin{equation*}
E=m c^{2}=\Gamma m_{0} c^{2}=\Gamma E_{0}, \tag{4.65a}
\end{equation*}
$$

while to observers in system $\mathrm{S}^{\prime}$

$$
\begin{align*}
E^{\prime} & =m^{\prime} c^{2} \\
& =\Gamma^{\prime} m_{0} c^{2} \\
& =\Gamma^{\prime} E_{0} \tag{4.65b}
\end{align*}
$$

for a particle having an inertial mass $m_{0}$. Consequently, Equations 4.61 and 4.64 a can be expressed as

$$
\begin{equation*}
\mathrm{S}^{\prime} \rightarrow \mathrm{S} \tag{4.66}
\end{equation*}
$$

$$
p_{x}=\gamma\left(p_{x}^{\prime}+\frac{E^{\prime} u}{c^{2}}\right)
$$

$$
\begin{equation*}
p_{x}^{\prime}=\gamma\left(p_{x}-\frac{E u}{c^{2}}\right), \tag{4.67}
\end{equation*}
$$

which will prove useful in our next consideration.
To obtain the relativistic transformation for $E$ and $E^{\prime}$, it is convenient to capitalize on the results expressed by Equations 4.66 and 4.67 . If we desire an equation for $E$ in terms of primed quantities $p_{x}^{\prime}$ and $E^{\prime}$, then $p_{x}$ must be eliminated between the two equations. Thus, substitution of Equation 4.66 into Equation 4.67 gives

$$
p_{x}^{\prime}=\gamma\left[\gamma\left(p_{x}^{\prime}+\frac{E^{\prime} u}{c^{2}}\right)-\frac{E u}{c^{2}}\right],
$$

which can be solved for the term involving $E$ as

$$
\frac{E \gamma u}{c^{2}}=\gamma^{2} p_{x}^{\prime}+\frac{\gamma^{2} E^{\prime} u}{c^{2}}-p_{x}^{\prime} .
$$

Multiplying both sides of this equation by $c^{2} / \gamma u$ gives

$$
\begin{aligned}
& E=\frac{\gamma p_{x}^{\prime} c^{2}}{u}+\gamma E^{\prime}-\frac{p_{x}^{\prime} c^{2}}{\gamma u} \\
& =\gamma\left[E^{\prime}+\frac{p_{x}^{\prime} c^{2}}{u}\left(1-\gamma^{-2}\right)\right] .
\end{aligned}
$$

Because $\gamma^{-2}=1-u^{2} / c^{2}$, the energy transformation equation for $S^{\prime}$ to $S$ becomes

$$
\begin{equation*}
\mathrm{S}^{\prime} \rightarrow \mathrm{S} \tag{4.68}
\end{equation*}
$$

$$
E=\gamma\left(E^{\prime}+p_{x}^{\prime} u\right)
$$

while the inverse transformation is given by

$$
\begin{equation*}
E^{\prime}=\gamma\left(E-p_{x} u\right) \tag{4.69}
\end{equation*}
$$

This last expression is directly obtained in a similar manner by substituting $p_{x}^{\prime}$ from Equation 4.67 directly into Equation 4.66 and solving for $E^{\prime}$.

In this and previous sections it was clear that momentum and energy of a particle depend on the observer, and in general these quantities have different measured values for different inertial observers. Equation 4.46 solved in the form

$$
E^{2}-p^{2} c^{2}=E_{0}^{2}
$$

suggests that if $E_{0}$ for a particle is to have the same value to all inertial observers, then the particle's energy squared minus the square of the product of its momentum and the speed of light must be an invariant to all inertial observers. To verify this observation, we need only substitute Equation $4.69,4.67$, and 4.64 c into the expression $E^{\prime 2}-p^{\prime 2} c^{2}$ to obtain

$$
\begin{aligned}
E_{0}^{2} & =E^{\prime 2}-p^{\prime 2} c^{2} \\
& =E^{\prime 2}-\left(p_{x}^{\prime 2}+p_{y}^{\prime 2}+p_{z}^{\prime 2}\right) c^{2} \\
& =E^{\prime 2}-\gamma^{2}\left(p_{x}-\frac{E u}{c^{2}}\right)^{2} c^{2}-p_{y}^{2} c^{2}-p_{z}^{2} c^{2} \\
& =\gamma^{2}\left(E-p_{x} u\right)^{2}-\gamma^{2}\left(p_{x}-\frac{E u}{c^{2}}\right)^{2} c^{2}-p_{y}^{2} c^{2}-p_{z}^{2} c^{2} \\
& =\gamma^{2}\left(E^{2}+p_{x}^{2} u^{2}-p_{x}^{2} c^{2}-\frac{E^{2} u^{2}}{c^{2}}\right)-p_{y}^{2} c^{2}-p_{z}^{2} c^{2} \\
& =\gamma^{2}\left[E^{2}\left(1-\frac{u^{2}}{c^{2}}\right)-p_{x}^{2} c^{2}\left(1-\frac{u^{2}}{c^{2}}\right)\right]-p_{y}^{2} c^{2}-p_{z}^{2} c^{2} \\
& =E^{2}-p_{x}^{2} c^{2}-p_{y}^{2} c^{2}-p_{z}^{2} c^{2} \\
& =E^{2}-p^{2} c^{2} .
\end{aligned}
$$

Thus, although our other relativistic transformations for momentum, energy, mass, and force are not invariant, Equation 4.46,

$$
\begin{equation*}
E^{2}=E_{0}^{2}+p^{2} c^{2} \tag{4.46}
\end{equation*}
$$

represents a particular invariant combination of energy and momentum on which all inertial observers are in agreement.

Special relativity has profoundly altered our world view and raised a host of philosophical and scientific questions. Its exhaustively verified correctness suggests that we have been presumptuous in defining nature's laws to be consistent with our common sense. We should examine our fundamental view with the aim of removing inherent, prejudicious concepts, since we are three-dimensional creatures in, at least, a four-dimensional world. In particular, the concept of a semi-infinite time axis should be reexamined and our understanding of gravity (mass) could stand much improvement. At any rate, the developmental logic of special relativity illustrates the need to liberate our reasoning from physical prejudices and to rely only on pure logic within any carefully defined hypothetical framework. We may not be able to answer all the questions today, but we now know how, and perhaps where, to begin looking for at least some of the answers.

## Review of Derived Equations

A listing of the fundamental and derived equations of relativistic dynamics is presented below, along with the transformation equations for relativistic energy and momentum. Also included are the newly defined special symbols of this chapter.

## SPECIAL SYMBOLS

$$
\left.\begin{array}{rl}
\gamma & \equiv \frac{1}{\sqrt{1-\frac{u^{2}}{c^{2}}}} \\
\Gamma & \equiv \frac{1}{\sqrt{1-\frac{v^{2}}{c^{2}}}} \\
\Gamma^{\prime} \equiv \frac{1}{\sqrt{1-\frac{v^{\prime 2}}{c^{2}}}}
\end{array}\right\} \quad \frac{\Gamma}{1+\frac{v_{x}^{\prime} u}{c^{2}}}=\gamma \Gamma^{\prime}
$$

## DERIVED EQUATIONS

$$
\begin{array}{rlrl}
m & =\Gamma m_{0} & & \text { Relativistic Mass } \\
\mathbf{F} \equiv \frac{d \mathbf{p}}{d t} & & \text { Newton's Second Law } \\
& =\Gamma m_{0} \mathbf{a}+m_{0} \mathbf{v} \frac{d \Gamma}{d t} & & \\
& =\Gamma m_{0} \mathbf{a}+m_{0} \mathbf{v a} \frac{d \Gamma}{d v} & & \\
& =\Gamma^{3} m_{0} \mathbf{a} & & \\
d T & =F d r=m_{0} c^{2} d \Gamma \\
T & =m_{0} c^{2}(\Gamma-1) & & \text { Relativistic Force } \\
T & =E-E_{0} & & \text { Relativistic Kinetic Energy } \\
E_{0} \equiv m_{0} c^{2} & & \\
E \equiv m c^{2} & & \text { Rest Energy } \\
\mathbf{p} \equiv m \mathbf{v} & & \text { Relativistic Total Energy } \\
& =\frac{E \mathbf{v}}{c^{2}} & & \text { Classical Linear Momentum } \\
E & =p c \\
E^{2} & =E_{0}^{2}+p^{2} c^{2} & &
\end{array}
$$

## Relativistic Momentum Transformations

$$
\begin{array}{rlrl} 
& \boldsymbol{S}^{\prime} \rightarrow \boldsymbol{S} & \boldsymbol{S} \rightarrow \boldsymbol{S}^{\prime} \\
p_{x}= & \gamma\left(p_{x}^{\prime}+m^{\prime} u\right) & p_{x}^{\prime} & =\gamma\left(p_{x}-m u\right) \\
= & \gamma\left(p_{x}^{\prime}+\frac{E^{\prime} u}{c^{2}}\right) & =\gamma\left(p_{x}-\frac{E u}{c^{2}}\right) \\
p_{y}= & p_{y}^{\prime} & p_{y}^{\prime} & =p_{y} \\
p_{z}= & p_{z}^{\prime} & p_{z}^{\prime} & =p_{z}
\end{array}
$$

## Relativistic Energy Transformations

$$
E=\gamma\left(E^{\prime}+p_{x}^{\prime} u\right) \quad E^{\prime}=\gamma\left(E+p_{x} u\right)
$$

## Problems

4.1 Combining Equations 4.16 and 4.17, show that the ratio of $m$ to $m_{0}$ is given by $m / m_{0}=\left(1+\beta^{2}\right) /\left(1-\beta^{2}\right)$.

## Solution:

Solving Equation 4.16,

$$
m v=\left(m+m_{0}\right) u,
$$

for $\mathrm{m} / \mathrm{m}_{0}$ and substituting Equation 4.17,

$$
v=\frac{2 u}{1+\beta^{2}},
$$

immediately yields

$$
\begin{aligned}
\frac{m}{m_{0}} & =\frac{u}{v-u} \\
& =\frac{u}{\frac{2 u}{1+\beta^{2}}-u} \\
& =\frac{1}{\frac{2}{1+\beta^{2}}-1} \\
& =\frac{1+\beta^{2}}{2-\left(1+\beta^{2}\right)} \\
& =\frac{1+\beta^{2}}{1-\beta^{2}} .
\end{aligned}
$$

4.2 Starting with Equation 4.17 and using the result of Problem 4.1, show that $1-v^{2} / c^{2}=m_{0}^{2} / m^{2}$ and that Equation 4.25 for the relativistic mass is obtained.

Answer: $\quad \Gamma=\frac{1+\beta^{2}}{1-\beta^{2}}=\frac{m}{m_{0}} \rightarrow m=\Gamma m_{0}$
4.3 A particle of rest mass $1.60 \times 10^{-29} \mathrm{~kg}$ moves with a speed of 0.6 c relative to some inertial system. Find its relativistic mass and momentum.

## Solution:

With $m_{0}=1.60 \times 10^{-29} \mathrm{~kg}$ and $v=3 c / 5 \rightarrow \Gamma=5 / 4$ substituted directly into Equation 4.25,

$$
m=\Gamma m_{0},
$$

the relativistic mass is

$$
m=\frac{5}{4}\left(1.60 \times 10^{-29} \mathrm{~kg}\right)=2.00 \times 10^{-29} \mathrm{~kg},
$$

and the relativistic momentum is just

$$
\begin{aligned}
p & =m v=\left(2.0 \times 10^{-29} \mathrm{~kg}\right) \frac{3}{5}\left(3 \times 10^{8} \frac{\mathrm{~m}}{\mathrm{~s}}\right) \\
& =3.60 \times 10^{-21} \mathrm{~kg} \cdot \frac{\mathrm{~m}}{\mathrm{~s}} .
\end{aligned}
$$

4.4 A particle of relativistic mass $1.80 \times 10^{-29} \mathrm{~kg}$ is moving with a constant speed of $3 c / 5$. Find its relativistic momentum and rest mass.

Answer: $\quad p=3.24 \times 10^{-21} \mathrm{~kg} \cdot \mathrm{~m} / \mathrm{s}, m_{0}=1.44 \times 10^{-29} \mathrm{~kg}$
4.5 Find the rest energy, relativistic total energy, and relativistic kinetic energy for the particle of Problem 4.3.

## Solution:

At this point we know $m_{0}=1.60 \times 10^{-29} \mathrm{~kg}, v=3 c / 5, \Gamma=5 / 4, m=$ $2.00 \times 10^{-29} \mathrm{~kg}, p=3.60 \times 10^{-21} \mathrm{~kg} \cdot \mathrm{~m} / \mathrm{s}$ and we need to find $E_{0}, E$, and $T$. Direct substitution into Equation 4.39, 4.40, and 4.41a gives

$$
\begin{aligned}
& E_{0}=m_{0} c^{2}=\left(1.60 \times 10^{-29} \mathrm{~kg}\right)\left(9 \times 10^{16} \frac{\mathrm{~m}^{2}}{\mathrm{~s}^{2}}\right)=1.44 \times 10^{-12} \mathrm{~J}, \\
& E=m c^{2}=\Gamma E_{0}=\frac{5}{4}\left(1.44 \times 10^{-12} \mathrm{~J}\right)=1.80 \times 10^{-12} \mathrm{~J}, \\
& T=E-E_{0}=(1.80-1.44) \times 10^{-12} \mathrm{~J}=3.6 \times 10^{-13} \mathrm{~J} .
\end{aligned}
$$

4.6 Find the rest energy, total energy, and relativistic kinetic energy for the particle of Problem 4.4.

Answer:

$$
E_{0}=1.30 \times 10^{-12} \mathrm{~J}, E=1.62 \times 10^{-12} \mathrm{~J}, T=3.24 \times 10^{-13} \mathrm{~J}
$$

4.7 Express the answers to Problem 4.5 in units of MeV , where $\mathrm{M}=10^{6}$ and $1 \mathrm{eV}=1.60 \times 10^{-19} \mathrm{~J}$. Verify that the total energy in MeV is also given by Equation 4.46.

## Solution:

For the conversion units we have

$$
\begin{aligned}
& E_{0}=\left(1.44 \times 10^{-12} \mathrm{~J}\right)\left(\frac{1 \mathrm{eV}}{1.60 \times 10^{-19} \mathrm{~J}}\right)=9 \mathrm{MeV}, \\
& E=\left(1.80 \times 10^{-12} \mathrm{~J}\right)\left(\frac{1 \mathrm{eV}}{1.60 \times 10^{-19} \mathrm{~J}}\right) \approx 11.25 \mathrm{MeV}, \\
& T=\left(3.6 \times 10^{-13} \mathrm{~J}\right)\left(\frac{1 \mathrm{eV}}{1.60 \times 10^{-19} \mathrm{~J}}\right)=2.25 \mathrm{MeV} .
\end{aligned}
$$

Now, using Equation 4.46,

$$
E^{2}=E_{0}^{2}+p^{2} c^{2}
$$

direct substitution yields

$$
\begin{aligned}
E^{2} & =(9 \mathrm{MeV})^{2}+\left[\left(3.60 \times 10^{-21}\right)\left(3 \times 10^{8}\right) \mathrm{J}\left(\frac{1 \mathrm{eV}}{1.6 \times 10^{-19} \mathrm{~J}}\right)\right]^{2} \\
& =(9 \mathrm{MeV})^{2}+(6.75 \mathrm{MeV})^{2} .
\end{aligned}
$$

Thus, the total energy is given by

$$
E \approx 11.25 \mathrm{MeV} .
$$

4.8 Find the percentage of error arising from using the classical definition of kinetic energy ( $\mathrm{T}=1 / 2 m_{0} v^{2}$ ) instead of the relativistic definition for a particle traveling at $3 \mathrm{c} / 5$.

Answer: 28 percent
4.9 Show that the percentage of error arising from using the classical definition of momentum $\left(\mathrm{p}=m_{0} v\right)$ instead of the relativistic momentum is 20 percent for a particle traveling at $3 c / 5$.

## Solution:

With $v=3 c / 5 \rightarrow \Gamma=5 / 4$, we have

$$
\begin{aligned}
\frac{p-m_{0} v}{p} & =1-\frac{m_{0} v}{p} \\
& =1-\frac{m_{0} v}{\Gamma m_{0} v} \\
& =1-\frac{1}{\Gamma}=1-\frac{4}{5}=0.20 .
\end{aligned}
$$

4.10 Derive Equation 4.46 by starting with Equation 4.25.

Answer: $\quad E^{2}=E_{0}^{2}+p^{2} c^{2}$
4.11 What is the momentum for a particle of rest energy 0.513 MeV and total energy 0.855 MeV ?

## Solution:

Linear momentum can be expressed in terms of $E_{0}=0.513 \mathrm{MeV}$ and $E=0.855 \mathrm{MeV}$ using Equation 4.46 in the form

$$
p=\frac{\sqrt{E^{2}-E_{0}^{2}}}{c} .
$$

Thus, direct substitution of $E_{0}$ and $E$ gives

$$
p=\sqrt{0.855^{2}-0.513^{2}} \frac{\mathrm{MeV}}{c}=0.684 \frac{\mathrm{MeV}}{c} .
$$

4.12 Find the speed of the particle described in Problem 4.11.

Answer: $\quad v=0.800 c$
4.13 A particle of rest energy 3 MeV has a total energy of 5 MeV . Find the particle's speed $v$ and momentum $p$.

## Solution:

We need an expression for $v$ in terms of $E$ and $E_{0}$. Squaring both sides of the Equation

$$
\frac{E}{E_{0}}=\Gamma=\frac{1}{\sqrt{1-\frac{v^{2}}{c^{2}}}}
$$

and solving for $v$ gives

$$
\begin{aligned}
v & =c \sqrt{1-\left(\frac{E_{0}}{E}\right)^{2}} \\
& =c \sqrt{1-\left(\frac{3}{5}\right)^{2}} \\
& =c \sqrt{1-\frac{9}{25}}=\frac{4}{5} c,
\end{aligned}
$$

where $E_{0}=3 \mathrm{MeV}$ and $E=5 \mathrm{MeV}$ have been substituted. The momentum p is now easily obtained by realizing that

$$
\begin{aligned}
p & =m v=\frac{E v}{c^{2}} \\
& =\frac{(5 \mathrm{MeV})(4 c / 5)}{c^{2}}=4 \frac{\mathrm{MeV}}{c} .
\end{aligned}
$$

This approach offers an alternative to that used in Problems 4.11 and 4.12.
4.14 How much energy in terms of $E_{0}$ would be required to accelerate a particle of mass $m_{0}$ from rest to a speed of $0.8 c$ ?

Answer: $\quad T=\frac{2}{3} E_{0}$
4.15 Two particles separated by a massless spring are forced closer together by a compressive force doing 18 J of work on the system. What is the change in mass of the system in units of kilograms?

## Solution:

We know $\Delta E=18 \mathrm{~J}$ and need to find $\Delta m$. From Equation 4.42 we have

$$
\Delta m=\frac{\Delta E}{c^{2}}=\frac{18 \mathrm{~J}}{9 \times 10^{16} \frac{\mathrm{~m}^{2}}{\mathrm{~s}^{2}}}=2 \times 10^{-16} \mathrm{~kg}
$$

4.16 If a particle of rest energy $E_{0}$ is traveling at a speed of $0.6 c$, how much energy in terms of $E_{0}$ is needed to increase its speed to $0.8 c$ ?

$$
\text { Answer: } \quad E_{f}-E_{i}=\frac{5}{12} E_{0}
$$

4.17 At what fraction of the speed of light must a particle travel so that its total energy is just double its rest energy?

## Solution:

Under the condition

$$
E=2 E_{0}
$$

we substitute $\Gamma E_{0}$ for $E$ and obtain

$$
\Gamma=2
$$

Substituting from Equation 4.23 for $\Gamma$ and squaring gives

$$
\frac{1}{1-\frac{v^{2}}{c^{2}}}=4
$$

which is easily solved for

$$
\frac{v^{2}}{c^{2}}=\frac{3}{4} \rightarrow v=0.866 c
$$

4.18 At what fraction of the speed of light must a particle travel to have a kinetic energy that is exactly double its rest energy?

Answer: $\quad v=0.9248 c$
4.19 Observers in system $\mathrm{S}^{\prime}$ measure the speed of a $1.60 \times 10^{-29} \mathrm{~kg}$ particle traveling parallel to their $X^{\prime}$-axis to be $0.6 c$. If the relative speed between $S$ and $S^{\prime}$ is $0.8 c$, what do observers in $S$ measure for the momentum of the particle?

## Solution:

We know $m_{0}=1.60 \times 10^{-29} \mathrm{~kg}, v_{x}^{\prime}=v^{\prime}=0.6 c \rightarrow \Gamma^{\prime}=5 / 4$, and $u=$ $0.8 c \rightarrow \gamma=5 / 3$ and need to find $p_{x}$. From Equation 4.66 we have

$$
p_{x}=\gamma\left(p_{x}^{\prime}+\frac{E^{\prime} u}{c^{2}}\right)
$$

which is expressible in terms of the given information as

$$
\begin{aligned}
p_{x} & =\gamma\left(\Gamma^{\prime} m_{0} v^{\prime}+\Gamma^{\prime} \frac{E_{0} u}{c^{2}}\right) \\
& =\gamma\left(\Gamma^{\prime} m_{0} v^{\prime}+\Gamma^{\prime} m_{0} u\right) \\
& =\gamma \Gamma^{\prime} m_{0}\left(v^{\prime}+u\right) .
\end{aligned}
$$

Now, direct substitution yields

$$
\begin{aligned}
p_{x} & =\left(\frac{5}{3}\right)\left(\frac{5}{4}\right) m_{0}(0.6 c+0.8 c) \\
& =\left(\frac{5}{3}\right)\left(\frac{5}{4}\right)\left(16.0 \times 10^{-30} \mathrm{~kg}\right)\left(\frac{14}{10}\right) c \\
& =\left(\frac{5}{3}\right)\left(\frac{7}{4}\right)\left(16.0 \times 10^{-30} \mathrm{~kg}\right)\left(3 \times 10^{8} \mathrm{~m} / \mathrm{s}\right) \\
& =(5)(7)\left(4 \times 10^{-22} \mathrm{~kg} \cdot \frac{\mathrm{~m}}{\mathrm{~s}}\right) \\
& =1.4 \times 10^{-20} \mathrm{~kg} \cdot \frac{\mathrm{~m}}{\mathrm{~s}} .
\end{aligned}
$$

Actually, this problem could have been solved more directly by using Equation 4.66, since we had already calculated its momentum and energy for an inertial system in Problems 4.3 and 4.5 , respectively.
4.20 In Problem 4.19, what do observers in system $S$ measure for the particle's total energy?

Answer: $\quad E=4.44 \times 10^{-12} \mathrm{~J}$

## HAPTER 5

## Quantization of Matter



Atoms of the different chemical elements are different aggregations of atoms [particles] of the same kind.... Thus on this view we have in the cathode rays matter in a new state, a state in which the subdivision of matter is carried very much further than in the ordinary gaseous state: a state in which all matter-that is, matter derived from different sources such as hydrogen, oxygen, etc.-is of one and the same kind; this matter being the substance from which all the chemical elements are built up. J.J.THOMSON, Philosophical Magazine 44, 293 (I897)

## Introduction

The study of Einstein's special theory of relativity has expanded and completely altered our fundamental view of nature from that suggested by classical mechanics. It is important to realize that our new perception of the concepts of length, mass, time, and energy resulted from essentially
one new basic postulate of nature (the invariance of the speed of light) and an application of classical mechanics to fundamental physical considerations of macroscopic phenomena. Additional deviations from classical physics and insights of microscopic phenomena will be detailed in this and the next few chapters, as we consider other theoretical and experimental contributions to modern physics. The method of inquiry is similar to that utilized in the study of Einsteinian relativity, in that a few new fundamental postulates of nature are combined with well known principles of classical mechanics and electromagnetic theory to produce a new nonclassical view of nature on the microscopic level.

The immediate objective of this chapter is to study the quantization of matter, a concept that suggests matter is composed of basic constituents or minute particles. After a brief review of the evolution and scientific acceptance of this atomic view, the qualitative physical properties of an electron will be investigated. This is immediately followed by a study of the early measurements and estimates of the specific charge $\left(e / m_{e}\right)$, absolute charge, mass, and size of an electron. The emphasis of these discussions is not on the actual experiments and analyses performed by physicists in obtaining these early estimates. Instead, the logical application of basic principles of classical physics is emphasized in the development of relationships capable of predicting theses fundamental physical properties of an electron. Further, a limited discussion of the modern model of the atom and nucleus is presented, followed by theoretical considerations for the mass, size, and binding energy of an atom. As a number of fundamental relationships of classical electromagnetic theory will be utilized in this chapter, a review of the basic equations, SI units, defined units, and conventional symbols presented in a general physics textbook might prove beneficial.

## 5.I Historical Perspective

The concept of matter being quantized (i.e., discrete) was suggested as early as the fifth century B.C. by Greek philosopher Democritus. This view, however, was mostly disregarded for nearly two thousand years by scientists in favor of the Aristotelian philosophy that consider space and matter as being continuous. Serious theoretical support for the atomic view of matter by Pierre Gassendi, Robert Hooke, and Isaac Newton appeared in the middle and latter part of the seventeenth century. These efforts, however, were essentially ignored for nearly another hundred years, before initial experimental evidence from quantitative chemistry was available in support of the quantization of matter.

Of the many scientists involved in the development of quantitative
chemistry at the turn of the nineteenth century, the more noteworthy include chemists Antoine Lavoisier, J. L. Proust, John Dalton, J. L. GayLussac, and the Italian physicist Amedeo Avogadro. The work of these individuals clearly established that basic substances participate in chemical reactions in discrete or quantized entities. Their efforts led to the definition of chemical elements and the concept of atomic masses (originally called atomic weights). In fact Dalton suggested each element was composed of physically and chemically identically atoms and that these atoms were different from the atoms of any other element. He also introduced the concept of atomic masses; however, it was Avogadro who provided the best rationale for finding atomic masses by way of his hypothesis that at the same temperature and pressure equal volumes of gases contain the same number of particles. He was also the first to recognize that two or more atoms could combine to form what he called a molecule, a concept that was not fully understood until the development of quantum mechanics in the twentieth century. His hypothesis is of fundamental importance to physics and physical chemistry in that it predicts the number of atoms or molecules in one mole of a substance (any element or compound) as being exactly equal to a number $N_{o}$, called Avogadro's constant. Although the absolute magnitude of $N_{o}$ was not known for more than fifty years after Avogadro's hypothesis, knowledge of its existence was sufficient and of primary importance in the development of relative atomic masses for the chemical elements. In the last section of this chapter Avogadro's hypothesis and the value of $N_{o}$ will be utilized in calculating the absolute mass and size of an atom.

An enormous amount of evidence for the quantization of matter was provided by the advent and development of kinetic theory in the nineteenth century, which was complementary to and independent of the view suggested by quantitative chemistry. Kinetic theory arises from the application of Newtonian mechanics to a gas considered as a system consisting of a very large number of identical particles. These particles are imagined to exist in a state of random motion and have elastic collisions with one another and the gas container. This large and very elegant subject was the first microscopic model of matter describing the physical properties of a gas. It was initially developed in part by Daniel Bernoulli In 1738; however, the major contributions and development occurred in the nineteenth century and were brought about notably by J. P. Joule, R. J. Clausius, J. C. Maxwell, L. Boltzmann, and J. W. Gibbs. Although kinetic theory per se is not germane to our immediate objectives, it is appropriate to acknowledge its contribution to the atomic view of nature. Many of the results of kinetic theory will be independently developed and discussed later in this textbook, when we consider the fundamental principles and physical applications of statistical mechanics.

One other contribution supporting the atomic view of matter came from the law of electrolysis developed by Michael Faraday in 1833. By allowing electricity to flow though electrolytic solutions and observing the components of the solution being liberated at the electrodes, Faraday was able to predict the existence of a discrete unit of electrical charge. His work supported not only the quantization of matter, but also the quantization of electrical charge. This discreteness in nature was later confirmed by experimental investigation of cathode and canal rays, which led to measurements of the elemental electrical charge in nature and measurements of atomic masses, respectively. The qualitative physical properties of cathode rays is the topic of discussion in the next section, while canal rays will be considered in some detail in Section 5.6.

### 5.2 Cathode Rays

During the second half of the nineteenth century considerable scientific effort was devoted to the investigation of electrical discharge through rarefied gases. In 1853 a Frenchman by the name of Masson discharged an electrical spark through a rarefied gas and found that the glass tube containing the gas was filled with a bright glow, instead of the normal spark as observed in air. A few years later the German glass blower Heinrich Geissler manufactured a number of these gaseous discharge tubes and sold them to scientists around the world. The Geissler tube, as illustrated in Figure 5.1, essentially contained an anode and cathode electrode embedded in a partially evacuated glass tube. As the internal pressure to the tube is further decreased, the electrical discharge through the rarefied gas undergoes a number of different phases, as was reported by W. Crookes, Faraday, and others. At a pressure of roughly 0.01 mm of Hg a glow discharge is produced, as the entire tube tends to glow with a faint greenish light. The initial explanation was that invisible rays, called cathode rays, emanating from the cathode electrode would strike the walls of the tube and cause a florescence of the glass. The existence of these invisible cathode rays caused considerable investigatory excitement in the scientific community during the remainder of the nineteenth century.

Figure 5.1
A simple Geissler discharge tube containing two electrodes.



It can be easily demonstrated that the rays travel from the cathode to the anode in a straight line by using a discharge tube similar to that of Figure 5.2, where the dashed lines represent the rays emanating from a point source. A greenish fluorescence is observed where the rays strike the glass, while the glass in the shadow of the object remains dark. Since the shadow is distinctive and always on the side opposite the cathode, the rays must be traveling in straight lines and emanating from the cathode electrode. This 1869 discovery of the rectilinear propagation of cathode rays is credited to Johann W. Hittorf. One year later William Crookes demonstrated that cathode rays have energy and momentum by using a modified discharge tube similar to the one depicted in Figure 5.3. Here, the rays strike a frictionless pinwheel causing it to rotate in a counterclockwise fashion. That the rays are emanating from the cathode is also verifiable, since a reversal of the electrical polarity on the electrodes results in a clockwise rotation of the pinwheel. Because of the motion of the pinwheel Crookes concluded that cathode rays consisted of invisible particles possessing both mass and velocity and, consequently, momentum $m v$ and kinetic energy $1 / 2 m v^{2}$.

Cathode rays were found to be negatively charged particles by Jean Perrin in 1895. A simple demonstration of this is illustrated in Figure 5.4, where a beam of cathode rays is created by a pinhole placed close to the cathode electrode. With the magnetic field on and directed into the plane of the page, the beam of rays is observed to cause fluorescence around region $B$. Without the magnetic field the region of fluorescence is around point $A$, while fluorescence is observed to occur at $\mathrm{B}^{\prime}$, when the direction of the field is reversed. With these results noted, and application of the left-


Figure 5.2
A Crookes demonstration tube illustrating the rectilinear propagation of cathode rays.

Figure 5.3
Demonstration of energy and momentum possessed by cathode rays.

Figure 5.4
Demonstration of the negative charge associated with cathode rays.

hand rule shows cathode rays to be negatively charged particles. Recall that the left-hand rule is based on the famous Lorentz force equation of general physics.

Lorentz Equation

$$
\begin{equation*}
\mathbf{F}_{B}=q \mathbf{v} \times \mathbf{B} \tag{5.1}
\end{equation*}
$$

where $\mathbf{F}_{B}$ is the force experienced by a body having an electrical charge $q$ traveling with a velocity $\mathbf{v}$ though an external $\mathbf{B}$ field. For negatively charged particles the vector form of this equation suggest that the thumb, first, and second finger of the left hand can represent the directions of $\mathbf{F}_{B}$, $\mathbf{v}$, and $\mathbf{B}$, respectively. Thus, with the magnetic filed directed as depicted in Figure 5.4, negatively charged particles will experience an acceleration due to the force $\mathbf{F}_{B}$ as they traverse the magnetic field and, subsequently, be deviated from their initial rectilinear path to a point like $B$ at the end of the tube.

### 5.3 Measurement of the Specific Charge e $/ m_{e}$ of Electrons

At this time cathode rays were understood to consist of particles of some unknown mass and negative electrical charge. In 1897 J. J. Thomson successfully determined the charge-to-mass ratio of cathode particles by using a highly evacuated discharge tube. Although he used different gases in the discharge tube and different cathode metals, he always obtained the same value for the charge-to-mass ratio of the cathode particles. Calling these particles cathode corpuscles, Thomson properly concluded that they were common to all metals and different from the chemical atoms. He suggested a revolutionary new model for electrical neutral atoms as consisting of negatively electrified corpuscles that can be liberated from an atom by electrical forces. These corpuscles were later called electrons (a term first introduced by G. J. Stoney in 1874 to describe the charge carried by and ion)
and recognized as possessing a quantized charge and as being fundamental constituents of all atoms.

Thomson's insight on the nature of electricity resulted from experiments using a highly evacuated discharge tube similar to the one depicted in Figure 5.5. The electrons emanating from the cathode electrode $C$ are strongly affected by the potential difference between the cathode and anode electrodes. This potential difference is not uniformly distributed between the electrodes, however, as roughly 0.95 of the potential drop is concentrated very close to and in front (within approximately 1 cm ) of the cathode. Consequently, assuming the cathode metal $C$ to be small and approximating a point, the emanating electrons are radially accelerated and travel in straight lines away from the cathode. Some of these electrons will pass through the apertures $A_{1}$ and $A_{2}$ of Figure 5.5 and become a highly collimated beam of particles, which travel rectilinearly at nearly a constant speed $v_{x}$ along the axis of the tube. In this manner the apparatus creates a thin beam of electrons, which can pass through a region where a uniform electric field $\mathbf{E}$ (created by a parallel plate capacitor) coexists and is directionally perpendicular to a uniform magnetic field $\mathbf{B}$ (created by Helmholtz coils). In the absence of the electric and magnetic fields, the rectilinearly propagating electrons will strike the end of the tube at point $R$, as illustrated in Figure 5.5. The existence of the magnetic $\mathbf{B}$ field alone causes the beam of electrons to be deflected to position $B$ on the fluorescent end of the tube, while the electric $\mathbf{E}$ filed existing alone results in a deflection of the beam to point $E$. Using the apparatus of Figure 5.5, a number of different methods and analyses will be described below for measuring the specific charge e/me of electrons, where $e$ and $m_{e}$ are the conventional symbols used to represent the electrical charge and rest mass, respectively, of electrons. In all considerations the electric and magnetic fields are assumed to be uniform within a rather well-defined geometric region and zero outside this region. Further, we ignore as insignificant the gravitational force acting on electrons and the interaction of their electric fields, as they pass though the discharge tube.


Figure 5.5
Experimental discharge tube measuring e/me for electrons.

## Speed of Electrons

Thomson knew the cathode electrons had a nearly uniform speed $v_{x}$, before entering the coexisting $\mathbf{E}$ and $\mathbf{B}$ fields, since in the absence of these fields the beam of electrons produced a well-defined fluorescent spot on the end of the tube. A value of $v_{x}$ can be determined by considering the electric $\mathbf{E}$ and magnetic $\mathbf{B}$ fields of the Thomson apparatus to be activated. Further, the magnitudes and directions of the $\mathbf{E}$ and $\mathbf{B}$ fields are adjusted such that the beam of particles is undeflected upon passing through the geometrical region where the fields coexist. With this adjustment of the apparatus, the particles will not experience any net external accelerating force, as they pass through the coexisting $\mathbf{E}$ and $\mathbf{B}$ fields. Consequently, in that region of the tube the upward magnetic force $\mathbf{F}_{B}$ on the particles must be equal in magnitude to the downward electric force $\mathbf{F}_{E}$,

$$
\begin{equation*}
F_{B}=F_{E} . \tag{5.2}
\end{equation*}
$$

An equality for $F_{B}$ is directly obtained from Equations 5.1 as

$$
\begin{equation*}
F_{B}=e v_{x} B, \tag{5.3}
\end{equation*}
$$

with $q$ and $v$ being replace by $e$ and $v_{x}$ respectively. The cross product $\mathbf{v} \times$ B in Equation 5.1 reduces to that given in Equation 5.3, since the velocity of the electrons is everywhere perpendicular to the magnetic field in Figure 5.5. An expression for $\mathbf{F}_{E}$ of Equation 5.2 is also easily obtained by recalling the defining equation for electric field intensity,

Electric Field Intensity

$$
\begin{equation*}
\mathrm{E} \equiv \frac{\mathrm{~F}}{q} . \tag{5.4}
\end{equation*}
$$

Replacing $q$ with $e$, this definition gives

$$
\begin{equation*}
F_{E}=e E, \tag{5.5}
\end{equation*}
$$

which when substituted along with Equation 5.3 into Equation 5.2 gives

$$
\begin{equation*}
v_{x}=\frac{E}{B} . \tag{5.6}
\end{equation*}
$$

The values for $E$ and $B$ in this expression are easily determined by knowing the geometry of the capacitor and Helmholtz coils and by taking readings of the voltmeter and ammeter associated with each. For example, the par-
allel plate capacitor has a uniform electric field intensity given by

$$
\begin{equation*}
E=\frac{V_{c}}{d}, \tag{5.7}
\end{equation*}
$$

## Parallel Plate Capacitor

where $V_{c}$ is the potential drop (read from a voltmeter) across the capacitor plates and $d$ is the plate separation distance. Although the acceleration of the cathode electrons from rest to the speed $v_{x}$ is accomplished by the nonuniform electric field between the electrodes, Equation 5.6 allows the determination of $v_{x}$, from knowledge of well-defined and uniform electric and magnetic fields. The approximate value of $v_{x}$, is also important to know, as we must decide whether classical physics or Einsteinian relativity is more appropriate in our derivations for the $e / m_{e}$ ratio of electrons. Thomson found $v_{x}$ to be on the order of $1 / 10$ the speed of light, which means classical physics can be safely employed in the analyses (e.g., see example of kinetic energy preceding Equation 4.38).

## Analysis of $\mathrm{e} / \mathrm{m}_{\mathrm{e}}$ Using the B-field Deflection of Electrons

Up to this point in our deliberation of Thomson's experiment, a beam of cathode electrons has been allowed to pass undeflected through a region of coexisting $\mathbf{E}$ and $\mathbf{B}$ fields. Now, if the electric field $\mathbf{E}$ is deactivated, the path of cathode electrons is depicted in Figure 5.6 as being uniformly


Figure 5.6
The effect of a unform B field on cathode electrons.

Centripetal Force
deflected by the magnetic $\mathbf{B}$ field and as being rectilinear beyond the field. The uniform deflection of an electron in this magnetic field alone results from it experiencing an accelerating force $\mathbf{F}_{B}$, which is everywhere perpendicular to the electron's velocity $\mathbf{v}$ (e.g. $\mathbf{v}_{1}, \mathbf{v}_{2}$, and $\mathbf{v}_{3}$ of Figure 5.6) and the magnetic induction $B$. In this situation the electron will traverse the magnetic filed in a circular path of radius $r$ in a plane perpendicular to the $\mathbf{B}$ field. Although the velocity of the electron undergoes a directional change due to the accelerating force $\mathbf{F}_{B}$, the electron's speed is constant as it traverses the magnetic field. Consequently, the accelerating force is of constant magnitude $F_{B}$, as given by Equation 5.3, and changing direction. Further, under these conditions $F_{B}$ is recognized as being a centripetal force $F_{c}$, which is given by

From this centripetal force expression and Equation 5.3 we obtain

$$
e v_{x} B=\frac{m_{e} v_{x}^{2}}{r},
$$

where $m$ and $v$ in Equation 5.8 have been replaced by $m_{e}$ and $v_{x}$, respectively. Thus,

$$
\begin{equation*}
\frac{e}{m_{e}}=\frac{v_{x}}{r B}, \tag{5.9}
\end{equation*}
$$

where $m_{e}$ is the rest mass of an electron and $r$ is the radius of the arc depicted in Figure 5.6. This equation can be further modified by substitution from Equation 5.6 to obtain

$$
\begin{equation*}
\frac{e}{m_{e}}=\frac{E}{r B^{2}}, \tag{5.10}
\end{equation*}
$$

which gives the specific charge of electrons in terms of directly measurable quantities $B, E$, and $r$. Although this equation differs (because of our analysis) somewhat from that used by Thomson, it has an advantage of simplicity in derivational steps and form. Thomson measured values for $e / m_{e}$ in the range $0.7 \times 10^{11} \mathrm{C} / \mathrm{kg}$ to $2 \times 10^{11} \mathrm{C} / \mathrm{kg}$, whereas the more recent accepted value is

$$
\begin{equation*}
\frac{e}{m_{e}}=1.758806 \times 10^{11} \frac{\mathrm{C}}{\mathrm{~kg}} \tag{5.11}
\end{equation*}
$$

Since the value of $e$ in coulombs (C) is necessarily micro in size, the value given for $e / m_{e}$ portends the rest mass of an electron in kilograms ( kg ) must be extremely small.

## Analysis of $e / m_{e}$ Using the Cathode-Anode Potential

Equation 5.10 is somewhat inhibiting to use for the determination of the charge-to-mass ratio of electrons, since the radius $r$ of the circular arc of Figure 5.6 is usually difficult to accurately measure. An equation involving $e / m_{e}$ for the electrons can be obtained in terms of easily measurable variables by considering the work done on the cathode electrons by the impressed electric field between the cathode and anode electrodes. Assuming the liberation energy required to free the electrons from the cathode metal is negligibly small, then the work done by the electric field on the electrons goes into kinetic energy. From the definition of electrical potential,

$$
\begin{equation*}
V \equiv \frac{W}{q} \tag{5.12}
\end{equation*}
$$

## Electrical Potential

it follows that the work done on the electrons of charge $e$ is related to the potential drop $V$ between the electrodes as

$$
\begin{equation*}
W=e V, \tag{5.13}
\end{equation*}
$$

where $V$ is read directly from the apparatus voltmeter. Since the electrons of mass $m_{e}$ have a zero initial velocity after being liberated from the cathode, the apparatus collimates and the electric field of the electrodes accelerates the electrons to a final horizontal velocity of $v_{x}$. Thus, the work done by the accelerating potential is just

$$
\begin{equation*}
W=\frac{1}{2} m_{e} v_{x}^{2}, \tag{5.14}
\end{equation*}
$$

which upon substitution into Equation 5.13 gives

$$
\begin{equation*}
\frac{e}{m_{e}}=\frac{v_{x}^{2}}{2 V} . \tag{5.15}
\end{equation*}
$$

Charge to Mass Ratio
With the coexisting $\mathbf{E}$ and $\mathbf{B}$ fields of the apparatus adjusted such that the cathode electrons are undeviated from their rectilinear path, $v_{x}$ is given by Equation 5.6 and Equation 5.15 becomes

$$
\begin{equation*}
\frac{e}{m_{e}}=\frac{E^{2}}{2 V B^{2}} \tag{5.16}
\end{equation*}
$$

for the charge to mass ratio of the electrons. The advantage of Equation 5.16 over Equation 5.10 is the ease and reliability of accurately measuring the values of the parameters $B, E$, and $V$. Further, by using this equation to determine the specific charge of electrons, there is no need to consider a magnetic deflection of the cathode rays.

## Analysis of $e / m_{e}$ Using the E-field Deflection of Electrons

It was fortunate that the electrons were of equal mass, charge, and nearly equal velocities $v_{x}$ before passing through Thomson's coexisting electric and magnetic fields. The uniformity of $v_{x}$ for the electrons can be verified by comparing the value of $\mathrm{e} / m_{e}$ obtained from another analysis with that predicted by Equation 5.16. In this instance the $\mathbf{B}$ field is deactivated so the path of the electrons is dependent on only the uniform $\mathbf{E}$ field. The affect of the electric field alone on the beam of cathode electrons is depicted in Figure 5.7, where the direction of the $\mathbf{E}$ field has been reversed from that of Figure 5.5 for illustration purposes. The electrons of identical

Figure 5.7
The affect of a uniform E field on cathode electrons.

mass $m_{e}$ enter the $\mathbf{E}$ field with a zero $y$-component of velocity. Because of their electrically charged state they are accelerated in the positive $y$-direction by the capacitor's uniform $\mathbf{E}$ field, such that they emerge from the capacitor with independent and uniform components of velocity $v_{x}$ and $v_{y}$. Unlike the accelerating force $\mathbf{F}_{B}$ due to the magnetic field alone, the cathode electrons now experience an accelerating force $\mathbf{F}_{E}$ that is constant in both magnitude and direction. Consequently, the electrons experience a uniform vertical acceleration $a_{y}$ due to the electric field, while their horizontal component of velocity $v_{x}$ that is perpendicular to $\mathbf{E}$ remains totally unchanged. For a uniform vertical acceleration $a_{y}$, the electrons vertical displacement due to the electric field only is given by classical kinematics as

$$
\begin{equation*}
y_{1}=\psi_{0, y}^{0} t_{1}+\frac{1}{2} a_{y} t_{1}^{2}=\frac{1}{2} a_{y} t_{1}^{2}, \tag{5.17}
\end{equation*}
$$

where $t_{1}$ is the time required for the electrons to traverse the $\mathbf{E}$ field as given by

$$
\begin{equation*}
t_{1}=\frac{x_{1}}{v_{x}} \tag{5.18}
\end{equation*}
$$

The acceleration in the $y$-direction due to the $\mathbf{E}$ field is simply expressed from Newton's second law of motion (see Equation 1.17) for $m \neq m(t)$ by

$$
\begin{equation*}
a_{y}=\frac{F_{e}}{m_{e}}=\frac{e E}{m_{e}}, \tag{5.19}
\end{equation*}
$$

where Equation 5.5 has been utilized in obtaining the second equality. Clearly, substitution of Equations 5.18 and 5.19 into Equation 5.17 yields

$$
\begin{equation*}
y_{1}=\frac{1}{2} \frac{e E}{m_{e}} \frac{x_{1}^{2}}{v_{x}^{2}} \tag{5.20}
\end{equation*}
$$

for the electric field deflection of the cathode electrons. As the electrons emerge from the $\mathbf{E}$ field of the parallel plate capacitor, they have a constant speed of $v_{y}$ in the $y$-direction, which portends their vertical displacement $y_{2}$ as they traverse the horizontal distance $x_{2}$ at the constant speed $v_{x}$. In this case the vertical displacement is given by

$$
\begin{equation*}
y_{2}=v_{y} t_{2}, \tag{5.21}
\end{equation*}
$$

where the time involved is simply

$$
\begin{equation*}
t_{2}=\frac{x_{2}}{v_{x}} \tag{5.22}
\end{equation*}
$$

Since the defining equation for average acceleration allows

$$
v_{y}=\frac{\partial_{0 y}^{0}}{0}+a_{y} t_{1},
$$

then from Equation 5.18 and 5.19 we have

$$
\begin{equation*}
v_{y}=\frac{e E}{m_{e}} \frac{x_{1}}{v_{x}} \tag{5.23}
\end{equation*}
$$

Now, substitution of Equations 5.22 and 5.23 into Equation 5.21 yields

$$
\begin{equation*}
y_{2}=\frac{e E x_{1} x_{2}}{m_{e} v_{x}^{2}} . \tag{5.24}
\end{equation*}
$$

Consequently, from Equations 5.20 and 5.24 the total deflection of the electrons is just

$$
\begin{equation*}
y=y_{1}+y_{2}=\frac{e E x_{1}}{m_{e} v_{x}^{2}}\left(\frac{1}{2} x_{1}+x_{2}\right), \tag{5.25}
\end{equation*}
$$

which is easily solved for

$$
\frac{e}{m_{e}}=\frac{y v_{x}^{2}}{x_{1} E\left(\frac{1}{2} x_{1}+x_{2}\right)}
$$

or more simply

$$
\begin{equation*}
\frac{e}{m_{e}}=\frac{y E}{x_{1} B^{2}\left(\frac{1}{2} x_{1}+x_{2}\right)} \tag{5.26}
\end{equation*}
$$

by using Equation 5.6 for $v_{x}$. This equation could be reduced further in terms of easily measurable physical parameters by using Equation 5.7 ( $E$ $\left.=V_{c} / d\right)$. The point is that Equation 5.26 is but another analysis for the electron's charge-to-mass ratio using the Thomson apparatus. The results obtained by this equation should compare favorably with those predicted by Equation 5.16, if the electrons enter the $\mathbf{E}$ field with very nearly equal
velocities $v_{x}$. It is also interesting to note that a deflection analysis very similar to the one just presented could be made for the situation where the $\mathbf{E}$ field is turned off instead of the $\mathbf{B}$ field. It is left to the reader to verify that when the deflection due to the $\mathbf{E}$ field alone is equated to the deflection due to the $\mathbf{B}$ field alone, Equation 5.6 is directly obtained.

The physical principles and analyses associated with the Thomsonlike discharge tube are very important to students of physics and engineering, as a number of current electronic instruments utilize cathode ray tubes. For example, modern oscilloscopes use electric fields to deflect the cathode electrons, while television tubes utilize magnetic filed deflection of electrons. Also, a diverging electron beam can be focused by a magnetic field applied along the axis of the beam using a solenoid, which is of considerable importance in the design and construction of electron microscopes.

### 5.4 Measurement of the Charge of an Electron

Although Thomson's investigation of cathode rays did not establish all electrons as having identical charges and rest masses, he is attributed with the discovery of the electron. Thomson realized it was possible for the electrons to differ slightly in mass and electrical charge in such a way as to preserve their charge-to-mass ratio. Consequently, it was necessary to measure either the mass or the charge of electrons to determine if either was quantized. Because of the suspected extremely small mass of the electron and the difficulty anticipated in determining it, researchers opted for measurements of the electron's charge. Experiments initiated by J. J. Thomson and J. S. Townsend and later modified by J. J. Thomson and H. A. Wilson were eventually refined by Robert A. Millikan, who in 1909 made the first successful determination of the electronic charge e. Millikan's research provided entirely independent evidence for the quantization of electrical charge and allowed for the accurate determination of the electron's rest mass $m_{e}$ (utilizing Thomson's $\mathrm{e} / m_{e}$ result), Avogadro's number $N_{o}$ (see Section 5.7), and atomic masses.

Basic to Millikan's experimental apparatus was an air filled parallel plate capacitor, wherein minute oil drops were illuminated and viewed with a microscope. The oil droplets are normally produced by an atomizer, which will result in some droplets being electrically charged by nozzle friction of the atomizer, or they could be charged by external irradiation by $x$-rays or a radioactive material. Because of the retarding force of fluid friction on an oil droplet moving in air, a droplet quickly attains a uniform velocity called its terminal velocity, when acted upon by an accelerating force due to gravity or an external electric field. The terminal velocity $v_{g}$

Figure 5.8
The dynamics of oil drop motion between (a) uncharged and (b) charged capacitor plates.
of a negatively charged droplet falling in the gravitational field and the droplet's terminal velocity $v_{E}$ attained when the electric field of the capacitor is activated are determined by means of a scale in the eyepiece of the microscope. With measured values for the terminal velocities and the value of the uniform electric field, the total electrical charge of the droplet can be determined.

The physical fundamentals of the Millikan oil drop experiment are depicted in Figure 5.8. Since the charge of a droplet results from an excess or a deficient number of electrons, it is desirable to observe a droplet having the smallest electrical charge. Such a droplet is easily selected by observing the response of all droplets to the external electric field of the capacitor. With the electric field applied as in Figure 5.8b, uncharged droplets will be observed to fall under the influence of gravity, positively charged droplets (those deficient in electrons) will fall due to the electric and gravitational fields, and negatively charged droplets will rise under the accelerating force of the electric field. Since terminal velocities are attained very rapidly by the droplets, the slowest rising droplet would have the smallest number of excess electrons. Selecting this droplet and deactivating the electric field, the droplet would be observed to fall under the influence of gravity, as depicted in Figure 5.8a. When its uniform terminal velocity $v_{g}$ is attained, the net external force acting on the droplet is zero. Thus, we have from Figure 5.8a

b.

$$
\begin{equation*}
F_{g}=F_{B}+F_{v} \tag{5.27}
\end{equation*}
$$

where $\mathrm{F}_{g}$ is the downward gravitational force (weight of the droplet), $F_{B}$ is the buoyant force of the air, and $F_{v}$ is the retarding force of fluid friction. Assuming the droplet to be a small sphere, $F_{v}$ is given by Stokes' law as

$$
\begin{equation*}
F_{v}=6 \pi r \eta v_{g} \tag{5.28}
\end{equation*}
$$

Stokes' Law
for a spherical droplet of radius $r$ moving through a homogenous resisting medium (air) of viscosity coefficient $\eta$. Combining Equations 5.27 and 5.28 , we obtain

$$
\begin{equation*}
F_{g}-F_{B}=6 \pi r \eta v_{g} \tag{5.29}
\end{equation*}
$$

E Field OFF
where $v_{g}$ has already been defined as the terminal velocity of the droplet due to the gravitational field only, as determined from measurements of displacement and time.

When the electric field of the parallel plate capacitor is activated, we have the situation depicted in Figure 5.8b. The negatively charged oil droplet will rise due to the accelerating force $F_{E}$ given by Equation 5.5. Again, when the terminal velocity $v_{E}$ is attained, the net external force acting on the droplet is zero, and from Figure 5.8 b we have

$$
\begin{equation*}
F_{E}+F_{B}=F_{g}+F_{v} . \tag{5.30}
\end{equation*}
$$

In this equation the force due to the electric field $F_{E}$ is given by combining Equations 5.5 and 5.7,

$$
F_{E}=q E=q \frac{V_{c}}{d},
$$

and $F_{v}$ is given by Stokes' law as

$$
F_{v}=6 \pi r \eta v_{E},
$$

where $v_{E}$ is the terminal velocity of the droplet under the influence of the uniform $\mathbf{E}$ field. Substituting these two equalities into Equation 5.30 and solving for the charge on the oil droplet gives

$$
q=\frac{d}{V_{c}}\left(F_{g}-F_{B}+6 \pi r \eta v_{E}\right),
$$

which can be further reduce by Equation 5.29 to the form

## Droplet Charge

$$
\begin{equation*}
q=\frac{6 \pi r \eta d}{V_{c}}\left(v_{g}+v_{E}\right) . \tag{5.31}
\end{equation*}
$$

Once the radius $r$ of the oil drop is determined, the electrical charge to the droplet is easily calculable by using Equation 5.31.

An expression for the radius of the droplet is obtainable from Equation 5.29 , by realizing that $F_{g}$ is the weight of the droplet and $F_{B}$ is the weight of the volume of air displaced by the droplet. Since weight, as given by Equation 1.18, is the product of a mass and the acceleration of gravity $g$, then with $m_{o}$ being the mass of the oil droplet and $m_{a}$ being the mass of the air displaced by the droplet, we have

$$
\begin{align*}
& F_{g}=m_{o} g  \tag{5.32a}\\
& F_{B}=m_{a} g . \tag{5.32b}
\end{align*}
$$

Further, from the definition of mass density,

Mass Density

$$
\begin{equation*}
\rho \equiv \frac{M}{V} \tag{5.33}
\end{equation*}
$$

and the equation for the volume of a sphere of radius $r$,

$$
\begin{equation*}
V=\frac{4}{3} \pi r^{3}, \tag{5.34}
\end{equation*}
$$

we obtain
and

$$
\begin{align*}
& m_{o}=\frac{4}{3} \pi r^{3} \rho_{o}  \tag{5.35a}\\
& m_{a}=\frac{4}{3} \pi r^{3} \rho_{a} . \tag{5.35b}
\end{align*}
$$

Now, substitution of Equations 5.32 and 5.35 into 5.29 yields

$$
\frac{4}{3} \pi r^{3} g\left(\rho_{o}-\rho_{a}\right)=6 \pi r \eta v_{g}
$$

which is easily solved for the radius of the droplet in the form

$$
\begin{equation*}
r=3\left[\frac{\eta v_{g}}{2 g\left(\rho_{o}-\rho_{a}\right)}\right]^{1 / 2} . \tag{5.36}
\end{equation*}
$$

In this equation $\rho_{o}$ and $\rho_{a}$ represent the mass density of the oil and air, respectively, which are normally known or easily measured quantities. As a point of interest, Millikan obtained an experimental correction to Stokes’ law, which effectively results in a correction factor to Equation 5.36. Thus, the best value for the charge of an oil droplet is obtained by calculating the radius of the droplet using Equation 5.36 and employing Millikan's correction factor before using Equation 5.31. The point of interest, however, is that Millikan was able to directly calculate the minute charge on an oil droplet from basic experimental data, which is easily visualized by combining Equations 5.36 and 5.31 to obtain

$$
\begin{equation*}
q=\frac{18 \pi \eta d}{V_{c}}\left[\frac{\eta v_{g}}{2 g\left(\rho_{o}-\rho_{a}\right)}\right]^{1 / 2}\left(v_{g}+v_{E}\right) \tag{5.37}
\end{equation*}
$$

With the relationship given by Equation 5.37, an experimenter can measure the value of $v_{g}$ for a particular oil droplet in the absence of the $\mathbf{E}$ field, then a number of values for $v_{E}$ can be determined for the same droplet with the $\mathbf{E}$ field activated. Since the charge on the droplet will change over time, due to a loss or gain in electrons, the different values measured for $v_{E}$ will result in a set of values for $q$ when they are separately substituted into Equation 5.37. Now, if the electron charge is always unique and discrete, the difference $q_{1}-q_{2}$ between any two different negative changes of the set will always be an integral multiple of the charge of an electron $e$. Although Millikan personally conduced or supervised measurements on hundreds of droplets, he always found the electrical charge on a droplet to be an integral multiple of one electrical charge, which he proposed as the fundamental unit of electrical charge. Thus, electron charge is quantized, having a currently accepted value of

$$
\begin{equation*}
e=1.60219 \times 10^{-19} \mathrm{C} \tag{5.38}
\end{equation*}
$$

Electron Charge

## Droplet Radius

## Droplet Charge

to six significant figures. Clearly, any one electron is just like every other electron, having a definite rest mass $m_{e}$ and a quantized charge $e$. The rest mass of an electron is now immediately calculable by combining the results of Thomson and Millikan. That is,

$$
m_{e}=\frac{e}{e / m_{e}}=\frac{1.60219 \times 10^{-19} \mathrm{C}}{1.758806 \times 10^{11} \mathrm{C} / \mathrm{kg}}
$$

from Equations 5.11 and 5.38, which will give the rest mass of an electron as

Electron Rest Mass

$$
\begin{equation*}
m_{e}=9.10953 \times 10^{-31} \mathrm{~kg} \tag{5.39}
\end{equation*}
$$

to six significant figures. The values for $e$ and $m_{e}$ have been verified many times by numerous experimentalists, with more recent measurements to eight significant figures.

A new unit of energy commonly used in modern physics is now definable in terms of the electron charge $e$. The work done in accelerating a particle of charge e through a potential difference $V$ is given by Equation 5.13. The work done on the particle goes into kinetic energy and this energy is independent of the mass of the particle, according to Equation 5.13. Since many calculations in modern physics involve electrons and other elementary particles being accelerated through a potential difference, it is convenient to compute kinetic energy in terms of a new unit of energy, called the electron volt and abbreviated eV . One eV is defined as the kinetic energy received by any particle of charge e that is accelerated through a potential difference of one volt. Thus, in accordance with this definition and Equation 5.13, we have

Electron Volt

$$
\begin{equation*}
1 \mathrm{eV} \equiv 1.60219 \times 10^{-19} \mathrm{~J}, \tag{5.40}
\end{equation*}
$$

where the abbreviation J for Joule represents the defined unit of energy in the SI system.

### 5.5 Determination of the Size of an Electron

Just as no direct method of measuring the electron's mass or charge exists, none are available for determining its size. A rough idea of the electron's physical volume can be approximated by considering its mass as being electromagnetic in nature. Since Einsteinian relativity gives the proportionality between mass and energy as

$$
\begin{equation*}
E_{0}=m_{0} c^{2}, \tag{4.39}
\end{equation*}
$$

then the electron's mass may be considered as a manifestation of the energy associated with its electrostatic charge. These considerations suggest that the work done in assembling the charge of an electron may be thought

of as representative of its Einsteinian rest energy. It must be emphasized that these ideas in the construction of a theoretical model are at best only approximate, and should not be taken literally. None the less, assuming the electron to be a sphere of radius $r_{e}$ as illustrated in Figure 5.9, then its assemblage of total charge $e$ may be thought of as consisting of a large number $N$ of minute negative charges $q$ that have been brought from infinity up to the electron's sphere. Clearly,

$$
\begin{equation*}
N=\frac{e}{q} \tag{5.41}
\end{equation*}
$$

and the work done in bringing the first imaginary and negligibly small charge $q$ from infinity up to the electron's sphere is

$$
\begin{equation*}
W_{1}=\int^{t_{c}} \mathbf{F}_{C} \cdot \mathbf{d r}=0 \tag{5.42}
\end{equation*}
$$

The work $W_{1}$ is zero since the Coulombic force defined by

$$
\begin{equation*}
F_{C} \equiv k \frac{Q q}{r^{2}} \tag{5.43}
\end{equation*}
$$

is necessarily zero (i.e., $\mathbf{F}_{C}=k(0) q / r^{2}=0$ ). In brining up the second charge $q$ the charge on the electron is q , thus the Coulombic force is $F_{C}=k q q / r^{2}$ and the resulting work is

$$
\begin{equation*}
W_{2}=\int^{r_{e}} \mathbf{F}_{C} \cdot \mathbf{d r}=-k q q \int^{r_{e}} \frac{d r}{r^{2}}=\frac{k q q}{r_{e}} . \tag{5.44}
\end{equation*}
$$

The first negative sign in Equation 5.44 is necessary since $\mathbf{F}_{C}$ is oppositely directed to $\mathbf{d r}$, which results in $\cos 180^{\circ}=-1$ from the scalar product of the two vectors. In a similar fashion it is easily verified that

$$
\begin{equation*}
W_{3}=2 W_{2}, W_{4}=3 W_{2}, \cdots, W_{N}=(N-1) W_{2} . \tag{5.45}
\end{equation*}
$$

Figure 5.9
The assemblage of an electron from $N$ negative charges $q$.

Thus, the total work done in assembling the $N$ minute charges $q$ on the electron's sphere of radius $r_{e}$ is

$$
\begin{align*}
W_{\text {TOTAL }} & =W_{1}+W_{2}+W_{3}+\cdots+W_{N} \\
& =(0+1+2+3+\cdots+N-1) W_{2} \\
& =\frac{1}{2} N(N-1) \frac{k q^{2}}{r_{e}}, \tag{5.46}
\end{align*}
$$

with the last equality coming from Equation 5.44 and the obvious series identity. This result may be further reduced to

$$
\begin{equation*}
W_{\text {TOTAL }}=\frac{N^{2} k q^{2}}{2 r_{e}}=\frac{k e^{2}}{2 r_{e}}, \tag{5.47}
\end{equation*}
$$

by considering $\mathrm{N} \gg 1$ and using Equation 5.41. Now, equating Equations 4.39 and 5.47,

$$
m_{e} c^{2}=\frac{k e^{2}}{2 r_{e}},
$$

and solving for the radius of an electron gives

$$
\begin{equation*}
r_{e}=\frac{k e^{2}}{2 m_{e} c^{2}}, \tag{5.48}
\end{equation*}
$$

where $m_{e}$ has been substituted for $m_{0}$ in Equation 4.39. With $k$, defined in terms of the permittivity of free space $\epsilon_{0}$ by

$$
\begin{equation*}
k \equiv \frac{1}{4 \pi \epsilon_{0}}, \tag{5.49}
\end{equation*}
$$

and the speed of light $c$ having values of

$$
\begin{gather*}
k=8.98755 \times 10^{9} \frac{\mathrm{~N} \cdot \mathrm{~m}^{2}}{\mathrm{C}^{2}},  \tag{5.50}\\
c=2.99792 \times 10^{8} \frac{\mathrm{~m}}{\mathrm{~s}} \tag{5.51}
\end{gather*}
$$

substituted along with the values for $e$ and $m_{e}$ (Equations 5.38 and 5.39, respectively) into Equation 5.48, we obtain

$$
\begin{equation*}
r_{e}=1.40898 \times 10^{-15} \mathrm{~m} \tag{5.52}
\end{equation*}
$$

for the radius of an electron.
It should be emphasized that the value given by Equation 5.52 for the radius of an electron is only correct within its order of magnitude. Our value differs somewhat from other determinations for the size of an electron (e.g., magnetic field calculations for the energy of an accelerated electron, x-ray scattering experiments, etc.), but it is a reasonable one to use until a more precise value is obtained. Further, even though Equation 5.48 represents only an approximation to the size of an electron, it clearly suggests a surprising inverse proportionality between the radius of an electron and its mass. This implies that any attempt at reducing the size of the electron, by close packing of the electrostatic charge, will result in an increase in the electron's mass, because of the extra work required against the repulsive Coulombic forces arising from the spatial distribution of the electron's charge.

### 5.6 Canal Rays and Thomson's Mass Spectrograph

During the experimental investigations of cathode rays, E. Goldstein observed in 1886 rays propagating in the opposite direction toward the cathode electrode. He designed a special discharge tube (schematically illustrated in Figure 5.10) to isolate these rays, which were originally called canal rays. Shortly after J. J. Thomson's determination of the specific charge of electrons in 1897, W. Wien deflected a beam of canal rays by a magnetic field and concluded that they consisted of positively charged particles. Since that time, they have been found to be positively charged atoms of different masses, having a much smaller charge-to-mass ratio than electrons.

The processes taking place in the Goldstein discharge tube that result in the origin of canal rays are best explained by using the modern model


Figure 5.10
A discharge tube illustrating the existence of canal rays.
of an atom, which is briefly presented in the next section. Referring to Figure 5.10, as the cathode electrons move toward the anode, they occasionally have an inelastic collision with the atoms and molecules of the residual gas in the tube. In this manner some atoms and molecules are ionized (lose an electron) and are thus attracted (accelerated) toward the cathode electrode. Between the cathode and anode, there exist both electrons and positively charged atoms moving in opposite directions toward the anode and cathode, respectively. Of the many positively charged particles striking the cathode, those passing through the small aperture A represent the observed canal rays. When these canal ray particles strike the fluorescent screen at the end of the tube, tiny flashes of light, called scintillations, are produced.

In 1911 J. J. Thomson took advantage of the properties of canal rays in developing the mass spectrograph, which is depicted schematically in Figure 5.11. A small amount of gas is injected between the cathode and anode of the apparatus and the inelastic collusions between the cathode and anode of the apparatus and the inelastic collisions between the gaseous atoms and electrons result in the observed canal rays. After being accelerated to the cathode electrode, these positively charged particles pass through a region where a $\mathbf{B}$ field and an $\mathbf{E}$ field coexist parallel to one another. If the gas in the apparatus contains only one type of atom, then a single parabolic curve will be observed on the florescent screen or photographic plate. Particles ionized close to the anode will be greatly accelerated while traveling toward the cathode and, being under the deflecting fields' influence for a short time, their rectilinear paths will be only slightly bent by the external $\mathbf{E}$ and $\mathbf{B}$ fields to a point like $A$ on the screen. On the other hand, particles ionized fairly close to the cathode are only slightly accelerated by the electric field between the anode and cathode. These particles clearly remain longer in the deflecting $\mathbf{E}$ and $\mathbf{B}$ fields, and thus their rectilinear paths are bent considerably to a point like $C$ on the screen.

Figure 5.1I
A Schematic of J.J.
Thomson's mass spectrograph.


If there are different types of atoms in the gas, different curves will be recorded on the screen or photographic plate, each parabola corresponding to one particular type of atom or molecule. From knowledge of the values for the $\mathbf{E}$ and $\mathbf{B}$ fields, and the assumption that each canal particle possesses a unit positive charge because of being singly ionized, it is a relatively simple manner, as detailed below, to calculate the mass of the atoms producing each parabola.

Unlike Thomson's charge-to-mass ratio analysis presented in Section 5.3 , where electrons were accelerated only along the $y$-axis, the positively charged atoms comprising canal rays are deflected in the positive $y$-direction due to the $\mathbf{E}$ field, while simultaneously being accelerated in the positive $z$-direction by the coexisting B field. Assuming the fields to be uniform and of length $x_{1}$, as depicted in Figure 5.11, the analysis here is similar to the on detailed in Section 5.3.

The total deflection in the $y$-direction due to the $\mathbf{E}$ field is given by the derivation

$$
\begin{align*}
y & =y_{1}+y_{2}=\left(x_{0}^{0} t_{1}+\frac{1}{2} a_{y} t_{1}^{2}\right)+v_{y} t_{2} \\
& =\frac{1}{2} a_{y} t_{1}^{2}+a_{y} t_{1} t_{2} \\
& =\frac{1}{2} a_{y} \frac{x_{1}^{2}}{v_{x}^{2}}+a_{y} \frac{x_{1} x_{2}}{v_{x}^{2}} \\
& =\frac{a_{y} x_{1}}{v_{x}^{2}}\left(\frac{1}{2} x_{1}+x_{2}\right), \tag{5.53}
\end{align*}
$$

which is in essence the same derivation present previously. Taking into account that the acceleration $a_{y}$ is due to the $\mathbf{E}$ field (see Equation 5.19), then Equation 5.53 becomes

$$
\begin{equation*}
y=\frac{q E x_{1}}{m v_{x}^{2}}\left(\frac{1}{2} x_{1}+x_{2}\right) . \tag{5.54}
\end{equation*}
$$

E Field Deflection

This result is identical to that of Equation 5.25, except for the presence of $q$ and $m$ instead of $e$ and $m_{e}$. In this consideration for a singly ionized atom, the magnitude of $q$ is identical to $e$ and $m$ is the mass of the atom in kilograms.

Although the deflection of the ionized atoms in the positive $z$-direction is a bit more complicated than the $y$-direction deflection, it may be handled in a similar fashion. From Section 5.3 we know the magnetic field exerts and accelerating force $\mathbf{F}_{B}$ on a charge particle that is uniform in magnitude and changing in direction. These properties of $\mathbf{F}_{B}$ are easily observed in Figure 5.6, where the displacement of the particle due to the $\mathbf{B}$ field is
indicated as $y_{1}$. Imagining $y_{1} \equiv z_{1}, y_{2} \equiv z_{2}$, and $\mathbf{B}=-\mathbf{B}$ in Figure 5.6, then the displacement $z_{1}$ is expressible in terms of $x_{1}$ and $r$. This is easily accomplished by using the Pythagorean theorem on the right triangle of sides $r-z$ and $x_{1}$ and hypotenuse r in Figure 5.6. Accordingly,

$$
r^{2}=\left(r-z_{1}\right)^{2}+x_{1}^{2},
$$

which when solved for $r$ gives

$$
\begin{equation*}
r=\frac{x_{1}^{2}+z_{1}^{2}}{2 z_{1}} \approx \frac{x_{1}^{2}}{2 z_{1}}, \quad z_{1} \ll x_{1} \tag{5.55}
\end{equation*}
$$

The approximation in Equation 5.55 is good if the displacement $z_{1}$ is very small compared with the length of the $\mathbf{B}$ field (i.e., $z_{1} \ll x_{1}$ ). Another expression for the radius of the circular arc traversed by the particle in the $\mathbf{B}$ field is obtained by realizing the accelerating force $\mathbf{F}_{B}$ is a centripetal force. Thus, from Equations 5.3 and 5.8 we have

$$
q v_{x} B=\frac{m v_{x}^{2}}{r},
$$

which when solved for $r$ gives

$$
\begin{equation*}
r=\frac{m v_{x}}{q B} . \tag{5.56}
\end{equation*}
$$

As the radius $r$ is difficult to measure, we eliminate $r$ from Equations 5.55 and 5.56 to obtain

$$
\begin{equation*}
z_{1}=\frac{q B x_{1}^{2}}{2 m v_{x}} . \tag{5.57}
\end{equation*}
$$

Consequently, for small B field deflections of the particle, the circular path approximates the parabolic path given by Equation 5.57. Interestingly, the small deflection approximation is equivalent to approximating the accelerating force $\mathbf{F}_{B}$ by a constant force in both magnitude and direction. This is easily realized by applying kinematics for uniform acceleration to the problem. That is,

$$
z_{1}=\underset{y_{02}^{2}}{0} t_{1}+\frac{1}{2} a_{z} t_{1}^{2}
$$

$$
\begin{aligned}
& =\frac{a_{z} x_{1}^{2}}{2 v_{x}^{2}} \\
& =\frac{F_{B} x_{1}^{2}}{2 m v_{x}^{2}} \\
& =\frac{q v_{x} B x_{1}^{2}}{2 m v_{x}^{2}} \\
& =\frac{q B x_{1}^{2}}{2 m v_{x}}
\end{aligned}
$$

Which is an identical result to that given by Equation 5.57.
From the above discussion it is clear that assuming the $\mathbf{B}$ field deflection of the canal ray particle to be very small compared with the length $x_{1}$ of the field, the force $\mathbf{F}_{B}$ can be considered as constant in both magnitude and direction. Thus, the accelerating force $\mathbf{F}_{B}$, which is normal to the plane of Figure 5.11, can be incorporated in our analysis by the same method as that used earlier for $\mathbf{F}_{E}$. Clearly, the total displacement in the $z$-direction is just

$$
\begin{equation*}
z=z_{1}+z_{2}=\frac{a_{z} x_{1}}{v_{x}^{2}}\left(\frac{1}{2} x_{1}+x_{2}\right) \tag{5.58}
\end{equation*}
$$

which is identical to Equation 5.53 except for the presence of $a_{z}$ instead of $a_{y}$. Now, however, the acceleration due to the $\mathbf{B}$ field is given by

$$
\begin{equation*}
a_{z}=\frac{F_{B}}{m}=\frac{q v_{x} \mathrm{~B} \sin \theta}{m}, \tag{5.59}
\end{equation*}
$$

where the Lorentz force equation (Equation 5.1) has been used in obtaining the second equality. Under the assumption of small $\mathbf{B}$ field deflections, the angle $\theta$ between $v \approx v_{x}$ and $\mathbf{B}$ is always very nearly $90^{\circ}$. Consequently, Equation 5.59 reduces to

$$
\begin{equation*}
a_{z}=\frac{q v_{x} B}{m} \tag{5.60}
\end{equation*}
$$

which when substituted into Equation 5.58 yields

$$
\begin{equation*}
z=\frac{q B x_{1}}{m v_{x}}\left(\frac{1}{2} x_{1}+x_{2}\right) \tag{5.61}
\end{equation*}
$$

Now, solving Equation 5.61 for $v_{x}$, substituting into Equation 5.54, and solving the resultant equation for the mass $m$ of the canal particles yields

$$
\begin{equation*}
m=\frac{q y x_{1} B^{2}}{z^{2} E}\left(\frac{1}{2} x_{1}+x_{2}\right) \tag{5.62}
\end{equation*}
$$

This equation allows for the determination of the mass or $q / m$ ratio of an atom or molecule of the residual gas in the Thomson apparatus in terms of easily measurable physical quantities. The equation is clearly that of a parabola, since $z^{2}$ is proportional to $y$. Taking $q$ to be the absolute magnitude of the electronic charge, the smallest value of $m$ would be for the $h y$ drogen ion (or proton). The hydrogen ion mass $m_{p}$ was found to be approximately $1836 m_{e}$, which means electrons contribute very little to the mass of atoms.

### 5.7 Modern Model of an Atom

The first information concerning the existence of the atomic nucleus resulted from the discovery of radioactive atoms. Radioactivity simply refers to the disintegration or decay of one atom into another. It was originally discovered by H. Becquerel in 1896 when he observed radiation emitting from a uranium salt. It was later found that radioactive rays subjected to a transverse magnetic field split into three rays, classified by E. Rutherford as $\alpha-, \beta$-, and $\gamma$-rays. The physical properties of these rays are quite different: $\alpha$-rays are helium nuclei, $\beta$-rays consist of high speed electrons, and $\gamma$-rays are very short wavelength electromagnetic radiation. It should be mentioned that $\gamma$-rays are very similar to x-rays, which were discovered in the year 1895 by W. K. Roentgen, but with grater penetrating power. The scattering of radioactive rays and x-rays, when used to bombard nuclei, has resulted in a wealth of information about the atom.

It is beneficial at this point to introduce some new terminology and the basic model of an atom and its constituents. An atom of any chemical element can be thought of as containing nucleons in the nucleus, with electrons encircling the nucleus in some naturally fixed energy levels. Nucleons are defined as being either positively charged particles, called protons, or electrically neutral particles, called neutrons. Although the proton was not named unto 1920 by E. Rutherford, it was easily observed in the Thomson parabola apparatus as a hydrogen ion. The proton has a rest mass of

$$
\begin{equation*}
m_{p}=1.67265 \times 10^{-27} \mathrm{~kg} \tag{5.63}
\end{equation*}
$$

and an electrical charge of

$$
\begin{equation*}
q_{p}=1.60219 \times 10^{-19} \mathrm{C} . \tag{5.64}
\end{equation*}
$$

It should be noted that the electrical charge of a proton is identical in magnitude to the charge of an electron, except it is electrically positive. Its mass, however, is mysteriously larger than the mass of an electron by a factor of 1836,

$$
\frac{m_{p}}{m_{e}}=\frac{1.67265 \times 10^{-27} \mathrm{~kg}}{9.10953 \times 10^{-31} \mathrm{~kg}}=1836
$$

The neutron, on the other hand, has a rest mass of

$$
\begin{equation*}
m_{n}=1.67495 \times 10^{-27} \mathrm{~kg}, \tag{5.65}
\end{equation*}
$$

## Neutron Rest Mass

which is larger than the combined masses of the proton and the electron. The existence of the neutron was postulated as early as 1920 by Rutherford; however, it was not identified until 1932 by J. Chadwick.

Although there are a number of other subatomic particles that are of interest in nuclear physics (e.g., the antielectron or positron, antiproton, neutrino, antineutrino, etc.), our purposes will be completely served by considering electrons, protons, and neutrons as the basic constituents of an atom. A normal atom of any chemical element will be taken as one that has the same number of electrons as protons and is thus electrically neutral. Any process by which an atom loses an electron is called ionization. An atom can be singly ionized, doubly ionized, and so forth by losing one, two, and so forth electrons, respectively. Some atoms have an affinity for more than their normal number of electrons. For our purposes such atoms will be referred to as being singly or doubly countervailed, if they gain one or two additional electrons, respectively. Further, a molecule is simply taken to be a combination of two or more elemental chemical atoms.

It is convenient at this point to define a few other terms that are commonly referenced in the study of atomic structure. The atomic number $Z$ is the number ascribed to an element that specifies its position in a periodic table by defining the number of protons in that normal atom. The atomic mass number $A$ specifies the combined number of neutrons and protons in a nucleus and is often referred to as the nucleon number. Consequently, the neutron number $N$ may be defined by $N \equiv A-Z$. To summarize the above,

## Proton Charge

$$
\begin{aligned}
Z & \equiv \text { Atomic Number } \\
& =\text { number of protons in the nucleus } \\
& =\text { number of electrons in the atom; } \\
A & \equiv \text { Mass Number or Nucleon Number } \\
& =\text { number of nucleons in the nucleus; } \\
N & \equiv \text { Neutron Number } \\
& =\text { number of neutrons in the nucleus } \\
& =A-Z
\end{aligned}
$$

The nuclide for a species of atom is characterized by the constitution of its nucleus and hence by the values of the $A$ and $Z$ numbers. It is normally denoted by ${ }_{Z} S$, where $S$ represents the chemical symbol for the particular element. Measuring $q / m$ for atoms by the parabola method, Thomson realized as early as 1912 that atoms of different mass could belong to the same chemical element. Atoms having identical electronic configurations but differing in the number of neutrons in the nucleus were later names isotopes by F . Soddy and are recognized as nuclides of identical Z by different $N$ numbers. Thus, for $Z=1$ the isotopes of hydrogen are denoted by the nuclides ${ }_{1}^{1} \mathrm{H}$ for hydrogen, ${ }_{1}^{2} \mathrm{H}$ (or ${ }_{1}^{2} \mathrm{D}$ ) for deuterium, and ${ }_{1}^{3} \mathrm{H}$ (or ${ }_{1}^{3} \mathrm{~T}$ ) for tritium. In the year 1933 K . T. Bainbridge developed a high precision mass spectrograph and discovered what are now commonly called isobars. These are atoms having essentially the same mass but differing in their electronic configuration and thus belonging to different chemical elements. That is, isobars are nuclides of identical $A$ but different $Z$ and, consequently, $N$ numbers (e.g., ${ }_{1}^{3} \mathrm{H}$ and ${ }_{2}^{3} \mathrm{He}$ ). Further, nuclides having identical $N$ but different $Z$ numbers, such as ${ }_{1}^{2} \mathrm{H}$ and ${ }_{2}^{3} \mathrm{He}$, are classified as isotones. The common terms defined above are restated for emphasis as follows:

> Nuclide $=$ Nuclear configuration characterized by $A$ and $Z$, Isotopes $=$ Nuclides of identical $Z$ but different $A$, Isobars $=$ Nuclides of identical $A$ but different $Z$, Isotones $=$ Nuclides of identical $N$ but different $Z$.

The atomic number $Z$, the mass number $A$, the number of isotopes, and the relative abundance of isotopes in nature for the chemical elements are listed in Appendix C. This constitutes only a partial list of isotopes, as well over 1000 nuclides have been identified as either stable or radioactive.

### 5.8 Specific and Molal Atomic Masses

In most textbooks the table of Appendix C includes a listing of either atomic masses or atomic weights. These two quantities are different by defi-
nition and need to be carefully considered. Originally, the mass of an individual atom (or molecule) was completely unknown. However, Avogadro's hypothesis provided the rationale for the comparison of the masses of equal numbers of different kinds of atoms (or molecules). As the hydrogen atom was the least massive of all chemical atoms, its mass was arbitrarily taken as one. Then, the mass of a given volume of hydrogen gas could be compared with the mass of an equal volume of another gas, both at the same temperature and pressure, to obtain relative masses for other atoms (and molecules). The basis for assigning relative masses changed from hydrogen to oxygen and more recently to carbon. Currently, the basic unit for relative masses is called the unified atomic mass unit $u$, or amu. It is defined to be exactly $1 / 12$ the mass of the most common isotope of carbon, ${ }_{6}^{12} \mathrm{C}$, and has a value to six significant figures of

$$
\begin{equation*}
\mathrm{u} \equiv 1.66057 \times 10^{-27} \mathrm{~kg} . \tag{5.66}
\end{equation*}
$$

This equation should be regarded as nothing more than a conversion factor between the mass unit kg and the new mass unit u . Thus, in atomic mass units the electron has a mass of

$$
\begin{aligned}
m_{e} & =\frac{9.10953 \times 10^{-31} \mathrm{~kg}}{1.66057 \times 10^{-27} \mathrm{~kg} / \mathrm{u}} \\
& =5.48579 \times 10^{-4} \mathrm{u}
\end{aligned}
$$

while the rest masses of the proton and neutron are

$$
\begin{aligned}
& m_{p}=1.00727 \mathrm{u} \\
& m_{n}=1.00866 \mathrm{u}
\end{aligned}
$$

Frequently, we will employ the notation $m_{u}$ to denote the mass (1.66057 $\times 10^{-27} \mathrm{~kg}$ ) of the atomic mass unit. When compared to the mass $m_{e}$ of an electron, $m_{\mathrm{u}}$ is nearly 1823 times larger, which means that the hydrogen atom (being essentially 1837 times larger than $m_{e}$ ) is slightly larger than $m_{\mathrm{u}}$. It should also be obvious from the above considerations that $m_{\mathrm{u}}$ is very nearly equal to the mass of a proton $m_{p}$ and to the mass of a neutron $m_{n}$. These comparisons are significant, as the mass of an atom is essentially dependent on its constitution of nucleons. Consequently, with u (or $m_{\mathrm{u}}$ ) taken as the basis, relative atomic (and molecular) masses will be very nearly equal to integers, with that of the hydrogen atom being close to unity.

It is important to emphasize that relative atomic (and molecular) masses are dimensionless quantities. With this in mind, let us now make

Relative Atomic Mass

Relative Atomic Mass
the distinction between atomic weight and atomic mass. The chemical atomic weight can be defined as the average mass of all the isotopes of an element, weighted according to their relative abundance in nature, in atomic mass units. Although this average relative mass is useful in chemistry, the study of physics requires knowledge of the absolute mass of atoms and their nuclei. With $m_{a}$ representing the absolute mass of an atom, including its $Z$ electrons, and $m_{u}$ being the mass of the unified atomic mass unit, then we can define the relative atomic mass of an atom, denoted by (AM) ${ }_{a}$ as the ratio of $m_{a}$ and $m_{u}$,

Clearly, this definition of atomic mass compares the mass of an electrically neutral atom with $m_{\mathrm{u}}$ and is, consequently, a relative and dimensionless quantity. It is sometimes loosely referred to as the specific atomic mass, by analogy with the definitions of specific heat, specific thermal capacity, specific internal energy, and so forth in thermal physics.

A listing of relative atomic masses for neutral atoms of all stable and many radioactive nuclides is given in the table of Appendix C. It should be noted that the atomic mass listed for each isotope is nearly equal to the corresponding atomic mass number $A$. The reason for this is easily understood by considering an atom of any isotope as consisting of a number of electrons $N_{e}$, a number of protons $N_{p}$, and a number of neutrons $N_{n}$. Accordingly, Equation 5.67 could be interpreted as

$$
\begin{align*}
(\mathrm{AM})_{a} & =\frac{m_{a}}{m_{\mathrm{u}}} \\
& \approx \frac{N_{e} m_{e}+N_{p} m_{p}+N_{n} m_{n}}{m_{\mathrm{u}}} \\
& \approx \frac{N_{p} m_{p}+N_{n} m_{n}}{m_{\mathrm{u}}} \\
& \approx N_{p}+N_{n} \\
& =Z+(A-Z)=A, \tag{5.68}
\end{align*}
$$

where $m_{p}, m_{n}$, and $m_{\mathrm{u}}$ have been considered as nearly equal in magnitude and much greater than $m_{e}$. The second equality is indicated as an approximation because the nuclear binding energy (discussed in Section 5.9) has been ignored. Further, it should be noted that chemical atomic weights
have been given for each element in the table of Appendix B, which are easily calculated from the table of Appendix C using the relative atomic mass and the relative abundance datum for the stable isotopes of each chemical element.

We have already discussed the basic importance of Avogadro's hypothesis in the assignment of atomic masses. The Avogadro constant $N_{o}$ is also integrally related to atomic mass and the value of $m_{u}$. To see this relationship consider the definition of a mole as being the amount of a substance (gas, liquid, or solid) whose actual number of particles (atoms or molecules) is exactly equivalent to $N_{o}$. Accordingly, the defining equation for the number of moles $n$ of a substance is

$$
n \equiv \frac{N}{N_{o}},
$$

(5.69) Number of Moles
where $N$ is the total number of particles (atoms or molecules) and $N_{o}$ is the Avogadro constant given by

$$
N_{o}=6.022045 \times 10^{23} \mathrm{~mole}^{-1}
$$

(5.70) Avogadro Constant

If the total mass $M$ of a substance is known to be

$$
M=m_{a} N,
$$

(5.71) Total Mass
then Equation 5.69 can be expressed as

$$
\begin{equation*}
n=\frac{M}{m_{a} N_{o}} . \tag{5.72}
\end{equation*}
$$

Since $m_{a}$ is the absolute mass of a particular atom, then the denominator $m_{a} N_{o}$ of this equation must represent the total mass of one mole of such atoms. Denoting the product $m_{a} N_{o}$ by the symbol $\mathcal{M}$,

$$
\mathcal{M} \equiv m_{a} N_{o}
$$

(5.73) Molal Atomic Mass
and using Equation 5.67 we obtain

$$
\begin{aligned}
\mathcal{M} & =(\mathrm{AM})_{a} m_{u} N_{o} \\
& =(\mathrm{AM})_{a}\left(1.00000 \times 10^{-3} \mathrm{~kg} / \mathrm{mol}\right) \\
& =(\mathrm{AM})_{a} \cdot \text { grams } / \mathrm{mole},
\end{aligned}
$$

(5.74) Molal Atomic Mass
where values for $m_{u}$ (Equation 5.66) and $N_{o}$ (Equation 5.70) have been used in obtaining the second equality. Clearly, the absolute mass of one mole of a substance $\mathcal{M}$ is equivalent to the relative atomic mass in units of grams/mole. The quantity $\mathcal{M}$, defined by Equation 5.73, could be called the gram atomic mass, but we shall call it the molal atomic mass. From the first and last equality in Equation 5.74, it is clear that

$$
\begin{equation*}
N_{o}=\frac{\mathrm{g} / \mathrm{mol}}{m_{\mathrm{u}}} . \tag{5.75}
\end{equation*}
$$

Thus, in the sense of this equation Avogadro's number $N_{o}$ is the reciprocal of the unified atomic mass unit u . If $m_{a}$ in Equation 5.73 referred to the mass of a molecule, then $\mathcal{M}$ would be interpreted as the molal molecular mass. The point, however, is that the molal mass (or molecular) mass is the absolute mass of one mole of atoms (or molecular) mass in grams. Because the atomic masses are very nearly equal to the atomic mass numbers in the table of Appendix C, essentially 2 g of hydrogen represents a mole of $\mathrm{H}_{2}, 32 \mathrm{~g}$ of oxygen constitutes a mole of $\mathrm{O}_{2}$, and 18 g of water represents a mole of $\mathrm{H}_{2} \mathrm{O}$.

One of the most useful relationships for solving problems is obtained by combining Equations 5.69, 5.72, and 5.73 to obtain

$$
\begin{equation*}
n \equiv \frac{N}{N_{o}}=\frac{M}{M} . \tag{5.76}
\end{equation*}
$$

This allows for the determination of any one of the three quantities $n, N$, or $M$ by knowing either one of the other two. For example the mass of a hydrogen atom is easily found by realizing $N=1$ and $M=m_{\mathrm{H}}$ and using the second equality of this equation,

$$
\begin{aligned}
m_{\mathrm{H}} & =\frac{\mathcal{M}_{\mathrm{H}}}{N_{o}}=\frac{1.007825 \mathrm{~g}}{6.022045 \times 10^{23}} \\
& =1.673559 \times 10^{-24} \mathrm{~g} .
\end{aligned}
$$

Alternatively, Equation 5.67 could be used with identical results. That is,

$$
\begin{aligned}
m_{\mathrm{H}} & =(\mathrm{AM})_{\mathrm{H}} m_{\mathrm{u}} \\
& =(1.007825)\left(1.6605655 \times 10^{-27} \mathrm{~kg}\right) \\
& =1.673559 \times 10^{-24} \mathrm{~g} .
\end{aligned}
$$

The number of moles $n$ or the number of particles $N$ (atoms or molecules) in a known mass of a substance is also easily computed using Equation 5.76. For example, 1 g (exactly) of hydrogen gas contains

$$
\begin{aligned}
N_{\mathrm{H}} & =\frac{M_{\mathrm{H}} N_{o}}{\mathcal{M}_{\mathrm{H}}} \\
& =\frac{(1 \mathrm{~g})\left(6.022045 \times 10^{23} \mathrm{~mol}^{-1}\right)}{1.007825 \mathrm{~g} / \mathrm{mol}} \\
& =5.975288 \times 10^{23}
\end{aligned}
$$

atoms, which represents
or

$$
\begin{aligned}
n_{\mathrm{H}} & =\frac{N_{\mathrm{H}}}{N_{o}} \\
& =\frac{5.975288 \times 10^{23}}{6.022045 \times 10^{23} / \mathrm{mol}} \\
& =0.9922357 \mathrm{~mol} \\
n_{\mathrm{H}} & =\frac{M_{\mathrm{H}}}{\mathcal{M}_{\mathrm{H}}} \\
& =\frac{1 \mathrm{~g}}{1.007825 \mathrm{~g} / \mathrm{mol}} \\
& =0.9922358 \mathrm{~mol}
\end{aligned}
$$

The last two answers differ by rounding-off errors.

### 5.9 Size and Binding Energy of an Atom

The size of a particular atom can be estimated from knowing its molal atomic mass and a few other fundamental physical relations. To be more specific, the volume of space occupied by an atom $V_{a}$ is simply the volume of one mole of such atoms $V_{o}$ divided by $N_{o}$

$$
\begin{equation*}
V_{a}=\frac{V_{o}}{N_{o}} \tag{5.77}
\end{equation*}
$$

From the definition of mass density we obtain

$$
\begin{align*}
V_{a} & =\frac{M_{o}}{\rho_{a} N_{o}} \\
& =\frac{\mathcal{M}_{a}}{\rho_{a} N_{o}}, \tag{5.78}
\end{align*}
$$

where the mass of one mole $M_{o}$ has been identified as equivalent to $M_{a}$ (see Equation 5.76) in the second equality. If, further, $V_{a}$ is imagined to be a sphere of radius $r_{a}$

$$
V_{a}=\frac{4}{3} \pi r_{a}^{3}
$$

then from Equation 5.78 we obtain

$$
\begin{equation*}
r_{a}=\left(\frac{3 M_{a}}{4 \pi \rho_{a} N_{o}}\right)^{1 / 3} \tag{5.79}
\end{equation*}
$$

for the radius of an atom. Using carbon ${ }_{6}^{12} \mathrm{C}$ as an example, with $\mathcal{M}_{\mathrm{C}}=$ $12.0 \mathrm{~g} / \mathrm{mol}$ and $\rho_{\mathrm{C}}=2.25 \mathrm{~g} / \mathrm{cm}^{3}$ from Appendix B, Equation 5.79 gives

$$
\begin{aligned}
r_{\mathrm{C}} & =\left[\frac{(3)(12.0 \mathrm{~g} / \mathrm{mol})}{4 \pi\left(2.25 \mathrm{~g} / \mathrm{cm}^{3}\right)\left(6.02 \times 10^{23} / \mathrm{mol}\right)}\right] \\
& =1.28 \times 10^{-10} \mathrm{~m}
\end{aligned}
$$

Consequently, the radius of a carbon atom is approximately one angstrom $\left(1 \AA=10^{-10} \mathrm{~m}\right)$, which is enormous compared with the radius of the electron $\left(r_{e} \approx 10^{-15} \mathrm{~m}\right)$ computed previously in Section 5.5. Further, the proton radius is estimated to be roughly $10^{-15} \mathrm{~m}$ and recent estimates of the nuclear radius, $r_{N}$, place an upward limit of about $10^{-14} \mathrm{~m}$ for the more massive nuclear radius. Our picture of the atom from these estimates reveals it to be largely empty, with the volume of the atom to the volume of the nucleus being

$$
\begin{align*}
\frac{V_{a}}{V_{N}} & \approx\left(\frac{r_{a}}{r_{N}}\right)^{3} \\
& \approx\left(\frac{1.28 \times 10^{-10} \mathrm{~m}}{10^{-14} \mathrm{~m}}\right)^{3} \\
& \approx 2.10 \times 10^{12} \tag{5.80}
\end{align*}
$$

for carbon. Thus, a collapse of atomic structure would result in an increase in the mass density of matter by a factor of roughly $10^{12}$. Such a collapse of atomic structure is postulated for white dwarf and neutron stars, where $1 \mathrm{~cm}^{3}$ of such matter would weigh several million tons on the surface of the Earth. For example, a collapse of carbon atoms would result in a mass density $\rho_{\mathrm{C}}^{\prime}$ given roughly by

$$
\begin{aligned}
\rho_{C}^{\prime} & =\frac{m_{a}}{V_{N}}=\frac{m_{a}}{V_{a}} \frac{V_{a}}{V_{N}}=\rho_{a} \frac{V_{a}}{V_{N}} \\
& \approx\left(2.25 \mathrm{~g} / \mathrm{cm}^{3}\right)\left(2.10 \times 10^{12}\right) \approx 4.73 \times 10^{12} \mathrm{~g} / \mathrm{cm}^{3}
\end{aligned}
$$

Consequently, one cubic centimeter of such atoms would have a weight on Earth of

$$
\begin{aligned}
F_{g} & \equiv m g=\rho_{\mathrm{C}}^{\prime} V_{\mathrm{C}} g \\
& =\left(4.73 \times 10^{12} \frac{\mathrm{~g}}{\mathrm{~cm}^{3}}\right)\left(1 \mathrm{~cm}^{3}\right)\left(980 \frac{\mathrm{~cm}}{\mathrm{~s}^{2}}\right) \\
& \approx 4.64 \times 10^{15} \mathrm{dy}=\left(4.64 \times 10^{15} \mathrm{dy}\right)\left(2.248 \times 10^{-6} \frac{\mathrm{lb}}{\mathrm{dy}}\right) \\
& \approx 1.04 \times 10^{10} \mathrm{lb}=\left(1.04 \times 10^{10} \mathrm{lb}\right)\left(\frac{1 \mathrm{ton}}{1 \times 10^{3} \mathrm{lb}}\right) \\
& =5.20 \times 10^{6} \text { tons } .
\end{aligned}
$$

As a last consideration of the data in the table of Appendix C and using the accuracy of other constants from the inside cover, note that the mass of the hydrogen atom ${ }_{1}^{1} \mathrm{H}$ given by

$$
\begin{align*}
m_{\mathrm{H}} & =(\mathrm{AM})_{\mathrm{H}} m_{\mathrm{u}} \\
& =(1.007825)\left(1.6605655 \times 10^{-27} \mathrm{~kg}\right) \\
& =1.673559 \times 10^{-27} \mathrm{~kg} \tag{5.81}
\end{align*}
$$

is exactly the sum of the proton and electron masses

$$
\begin{align*}
m_{p}+m_{e} & =\left(1.6726485 \times 10^{-27} \mathrm{~kg}\right)+\left(9.109534 \times 10^{-31} \mathrm{~kg}\right) \\
& =1.673559 \times 10^{-27} \mathrm{~kg} \tag{5.82}
\end{align*}
$$

within the degree of accuracy assumed. For deuterium ${ }_{1}^{2} D$, however, the atomic mass,

$$
\begin{aligned}
m_{\mathrm{D}} & =(2.014102)\left(1.6605655 \times 10^{-27} \mathrm{~kg}\right) \\
& =3.344548 \times 10^{-27} \mathrm{~kg},
\end{aligned}
$$

is not the same as the sum of the proton mass $m_{p}$, the neutron mass $m_{n}$, and the electron mass $m_{e}$ :

$$
m_{p}+m_{n}+m_{e}=3.348513 \times 10^{-27} \mathrm{~kg} .
$$

This difference or loss in mass

$$
\Delta M=3.965000 \times 10^{-30} \mathrm{~kg}
$$

between the free particles and the bound particles goes into the binding energy of the atom, as given by Einstein's formula (Equation 4.40)

$$
\begin{align*}
E_{B} & =\Delta M c^{2} \\
& =\left(3.965000 \times 10^{-30} \mathrm{~kg}\right)\left(2.997925 \times 10^{8} \mathrm{~m} / \mathrm{s}\right)^{2} \\
& =\frac{3.563565 \times 10^{-13} \mathrm{~J}}{1.062189 \times 10^{-19} \mathrm{~J} / \mathrm{eV}} \\
& =2.224185 \times 10^{6} \mathrm{eV} \\
& =2.224185 \mathrm{MeV} . \tag{5.83}
\end{align*}
$$

As we shall see in Chapter 7, the binding energy of the electron is on the order of 10 eV , thus the result given by Equation 5.83 is essentially the binding energy of the nucleons, often called the nuclear binding energy and denoted as $B_{N}$. Using the same symbolic notation as in the derivation of Equation 5.68, $B_{N}$ can be expressed as

$$
\begin{align*}
B_{N} & \approx\left(N_{p} m_{p}+N_{n} m_{n}+N_{e} m_{e}-m_{a}\right) c^{2} \\
& =\left(N_{p} m_{p}+N_{e} m_{e}\right) c^{2}+N_{n} m_{n} c^{2}-m_{a} c^{2} \\
& =Z\left(m_{p}+m_{e}\right) c^{2}+(A-Z) m_{n} c^{2}-m_{a} c^{2}, \tag{5.84}
\end{align*}
$$

where for a normal atom $N_{p}=N_{e} \equiv Z$. But from comparing the results of Equations 5.81 and 5.82 , we can replace $m_{p}+m_{e}$ with essentially the mass of the hydrogen atom $m_{\mathrm{H}}$ and obtain

$$
\begin{equation*}
B_{N} \approx Z m_{\mathrm{H}} c^{2}+(A-Z) m_{n} c^{2}-m_{a} c^{2} \tag{5.85}
\end{equation*}
$$

for the nuclear binding energy of any atom of mass $m_{a}$ having $Z$ protons. In this equation $m_{\mathrm{H}}$ and $m_{a}$ would be calculated using either Equation 5.67 or Equation 5.73. That is,

$$
\begin{equation*}
m_{\mathrm{H}}=(\mathrm{AM})_{\mathrm{H}} m_{\mathrm{u}}=\frac{\mathcal{M}_{\mathrm{H}}}{N_{o}}, \tag{5.86}
\end{equation*}
$$

where $\mathcal{M}_{\mathrm{H}}$ is simply the molal atomic mass of hydrogen.

## Review of Fundamental and Derived Equations

A listing of the fundamental and derived equations of this chapter is presented below, along with new defined units, terms, and symbols. Not included are the well-known definitions and derived equations of kinematics.

## FUNDAMENTAL EQUATIONS - CLASSICAL PHYSICS

$$
\begin{aligned}
V & =\frac{4}{3} \pi r^{3} & & \text { Volume of a Sphere } \\
\rho & \equiv \frac{M}{V} & & \text { Mass Density } \\
\mathrm{F} & =m \mathbf{a}, \quad m \neq m(t) & & \text { Newton's Second Law } \\
F_{g} & \equiv m g & & \text { Weight } \\
F_{c} & =\frac{m v^{2}}{r} & & \text { Centripetal Force } \\
F_{v} & =6 \pi r \eta v & & \text { Stokes' Law } \\
W & \equiv \int \mathrm{~F} \cdot d \mathbf{r} & & \text { Work } \\
T & \equiv \frac{1}{2} m v^{2} & & \text { Kinetic Energy } \\
F_{C} & \equiv \frac{k q Q}{r^{2}} & & \text { Coulomb's Law } \\
\mathrm{E} & \equiv \frac{\mathbf{F}_{E}}{q} & & \text { Electric Field Intensity }
\end{aligned}
$$

$$
\begin{array}{ll}
V \equiv \frac{W}{q} & \\
E=\frac{\text { Electric Potential }}{d} & \\
\mathrm{~F}_{B}=q \mathbf{V} \times \mathrm{B} & \text { Parallel Plate Capacitor } \\
n \equiv \frac{N}{N_{o}} &
\end{array}
$$

## FUNDAMENTAL EQUATIONS - MODERN PHYSICS

$$
\begin{aligned}
& E \equiv m c^{2} \\
& (\mathrm{AM})_{a} \equiv \frac{m_{a}}{m_{\mathrm{u}}} \\
& \mathcal{M} \equiv m_{a} N_{o} \\
& n \equiv \frac{N}{N_{o}}=\frac{M}{\mu}
\end{aligned}
$$

Energy - Mass Equivalence
Relative Atomic Mass
Molal Atomic Mass
Number of Moles

## DEFINED UNITS

$$
\begin{array}{ll}
\mathrm{eV} \equiv 1.60219 \times 10^{-19} \mathrm{~J} & \text { Electron Volt } \\
\mathrm{u} \equiv 1.66057 \times 10^{-27} \mathrm{~kg} & \text { Unified Atomic Mass Unit }
\end{array}
$$

## MODERN PHYSICS SYMBOLS

$Z \equiv$ Atomic Mass
$A \equiv$ Mass Number
$N \equiv$ Neutron Number
${ }_{Z}^{4} S \equiv$ Nuclide

## DERIVED EQUATIONS

## Thomson's e/me Apparatus

$$
v_{x}=\frac{V_{c}}{d B}
$$

$$
\begin{array}{ll}
\frac{e}{m_{e}}=\frac{E}{r B^{2}} & \text { Specific Charge } \leftarrow \mathbf{B} \text { Field only } \\
\frac{e}{m_{e}}=\frac{E^{2}}{2 V B^{2}} & \text { Specific Charge } \leftarrow \text { Cathode Potential } \\
y_{1}=\frac{e E x_{1}^{2}}{2 m_{e} v_{x}^{2}} & \text { E Field Displacement } \\
y_{2}=\frac{e E x_{1} x_{2}}{m_{e} v_{x}^{2}} & \text { Displacement Beyond } \mathbf{E} \text { Field } \\
\frac{e}{m_{e}}=\frac{y E}{x_{1} B^{2}\left(\frac{1}{2} x_{1}+x_{2}\right)} & \text { Specific Charge } \leftarrow \mathbf{E} \text { Field Only }
\end{array}
$$

## Millikan's Oil Drop Experiment

$$
\begin{aligned}
& F_{g}-F_{B}=6 \pi r \eta v_{g} \\
& F_{E}=F_{g}-F_{B}+6 \pi r \eta v_{E} \\
& q=\frac{6 \pi r \eta d}{V_{c}}\left(v_{g}+v_{E}\right) \\
& F_{g}=\frac{4}{3} \pi r^{3} \rho_{o} g \\
& F_{B}=\frac{4}{3} \pi r^{3} \rho_{a} g \\
& r=3\left[\frac{\eta v_{g}}{2 g\left(\rho_{o}-\rho_{a}\right)}\right]^{1 / 2}
\end{aligned}
$$

## E Field OFF

E Field ON

Droplet Charge

Droplet Weight

Droplet Buoyant Force

Droplet Radius

## Size of an Electron

$$
r_{e}=\frac{k e^{2}}{2 m_{e} c^{2}}
$$

Electron's Radius

Thomson's Mass Spectrograph

$$
y=\frac{q E x_{1}}{m v_{x}^{2}}\left(\frac{1}{2} x_{1}+x_{2}\right) \quad \quad \text { E Field Defection }
$$

$$
\begin{array}{ll}
z=\frac{q B x_{1}}{m v_{x}}\left(\frac{1}{2} x_{1}+x_{2}\right) & \text { B Field Deflection } \\
m=\frac{q y x_{1} B^{2}}{z^{2} E}\left(\frac{{ }_{2}^{2}}{2} x_{1}+x_{2}\right) & \text { Mass of Ionized Atom }
\end{array}
$$

## Relative and Molal Atomic Mass

$$
\begin{array}{ll}
(\mathrm{AM})_{a}=A & \text { Relative Atomic Mass } \\
\mathcal{M}=(\mathrm{AM})_{a} \cdot \mathrm{~g} / \mathrm{mol} & \text { Molal Atomic Mass }
\end{array}
$$

## Size of Atom

$$
r_{a}=\left(\frac{3 \mu}{4 \pi \rho N_{o}}\right)^{1 / 3} \quad \text { Radius of an Atom }
$$

## Nuclear Binding Energy

$$
B_{N} \approx Z m_{\mathrm{H}} c^{2}+(A-Z) m_{n} c^{2}-m_{a} c^{2}
$$

## Problems

5.1 If the accelerating potential between the cathode and anode of Thomson's $e / m_{e}$ apparatus is 182.2 V , what uniform velocity $v_{x}$ will the electrons acquire before entering the coexisting $\mathbf{E}$ and $\mathbf{B}$ fields? Assume accuracy to three significant figures and derive the appropriate equation.

## Solution:

With knowledge of $V=182.2 \mathrm{~V}, v_{x}$ is easily obtained by realizing the work done on the electron by the electric field, $W=\mathrm{eV}$, goes into kinetic energy. That is,

$$
\mathrm{eV}=\frac{1}{2} m_{e} v_{x}^{2},
$$

which is identical to Equation 5.15. Solving this equation for $v_{x}$, and substituting the known quantities yields

$$
\begin{aligned}
v_{x} & =\left(\frac{2 \mathrm{eV}}{m_{e}}\right)^{1 / 2} \\
& =\left[\frac{2\left(1.60 \times 10^{-19} \mathrm{C}\right)(182.2 \mathrm{~V})}{91.1 \times 10^{-32} \mathrm{~kg}}\right]^{1 / 2} \\
& =8.00 \times 10^{6} \mathrm{~m} / \mathrm{s} .
\end{aligned}
$$

5.2 An electron is accelerated from rest by an electrical potential $V$. If the velocity squared of the electron is $32 \times 10^{12} \mathrm{~m}^{2} / \mathrm{s}^{2}$, derive the equation for $V$ and find its value.

Answer: $\quad V=91.1 \mathrm{~V}$
5.3 Electrons are directed through a region where uniform $\mathbf{B}$ and $\mathbf{E}$ fields coexist such that the path of the electrons is not altered. The uniform $\mathbf{E}$ field is established by a parallel plate capacitor having a 5 cm plate separation distance and the capacitor is connected to a 50 V battery. If $B=2$ $\times 10^{-3} \mathrm{~Wb} / \mathrm{m}^{2}$ (tesla), derive the equation and calculate the value for $v_{x}$.

Solution:
With $V_{c}=50 \mathrm{~V}, d=5 \times 10^{-2} \mathrm{~m}, B=2 \times 10^{-3} \mathrm{~Wb} / \mathrm{m}^{2}$, and $F_{E}=e E$ equated to $F_{B}=e v_{x} B \sin 90^{\circ}$ we obtain

$$
\begin{aligned}
v_{x} & =\frac{E}{B}=\frac{V_{c}}{d B} \\
& =\frac{50 \mathrm{~V}}{\left(5 \times 10^{-2} \mathrm{~m}\right)\left(2 \times 10^{-3} \mathrm{~Wb} / \mathrm{m}^{2}\right)} \\
& =5 \times 10^{5} \mathrm{~m} / \mathrm{s}
\end{aligned}
$$

5.4 Electrons with a speed of $1.60 \times 10^{7} \mathrm{~m} / \mathrm{s}$ enter a uniform $\mathbf{B}$ field at right angles to the induction lines. If $B=4.555 \times 10^{-3} \mathrm{~Wb} / \mathrm{m}^{2}$, derive the equation for the radius of the electrons circular path and calculate its value.

Answer: $\quad r=2 \times 10^{-2} \mathrm{~m}$
5.5 If a beam of electrons, moving with a speed of $2 \times 10^{7} \mathrm{~m} / \mathrm{s}$, enters a uniform $\mathbf{B}$ field at right angles to the lines of force and describes a circular path with a 30 cm radius, what is the magnetic induction? Derive the appropriate equation for $B$ before substituting the physical data.

## Solution:

Given $v_{x}=2 \times 10^{7} \mathrm{~m} / \mathrm{s}, \theta=90^{\circ}$, and $r=3 \times 10^{-1} \mathrm{~m}$, how do we find $B$ ? Since $F_{B}=F_{c}$, then

$$
e v_{x} \mathrm{~B} \sin \theta=\frac{m_{e} v_{x}^{2}}{r},
$$

which yields

$$
B=\frac{m_{e} v_{x}}{e r \sin \theta} .
$$

As $\sin 90^{\circ}=1$, substitution of the physical data yields

$$
\begin{aligned}
B & =\frac{\left(9.11 \times 10^{-31} \mathrm{~kg}\right)\left(2 \times 10^{7} \mathrm{~m} / \mathrm{s}\right)}{\left(1.60 \times 10^{-19} \mathrm{C}\right)(0.3 \mathrm{~m})} \\
& =3.80 \times 10^{-4} \mathrm{~Wb} / \mathrm{m}^{2}
\end{aligned}
$$

5.6 Electrons with $6.396404 \times 10^{4} \mathrm{eV}$ kinetic energy enter a uniform magnetic field at $65.6378^{\circ}$ with respect to the induction lines. If the magnetic induction is $6.24146 \times 10^{3} \mathrm{~T}$, derive the equation and find the value for the radius of the electrons circular arc?

$$
\text { Answer: } \quad r=0.15 \mathrm{~m}
$$

5.7 A parallel plate capacitor 25 cm long with a 5 cm separation between the plates is connected to a 91.1 V battery. If an electron enters this field with a velocity of $2 \times 10^{9} \mathrm{~cm} / \mathrm{s}$ at an angle of $90^{\circ}$ to the $\mathbf{E}$ field, how far will the electron be deviated from its original rectilinear path immediately after passing through the electric field?

## Solution:

The physical data given is $x=0.25 \mathrm{~m}, d=0.05 \mathrm{~m}, V_{c}=91.0 \mathrm{~V}, v_{x}=$ $2 \times 10^{7} \mathrm{~m} / \mathrm{s}$, and $\theta=90^{\circ}$, and we want to find the displacement $y_{1}$ of the electron due to only the $\mathbf{E}$ field. The derivation starting with Equation 5.17 and ending with Equation 5.20 is appropriate for this problem. That is, with $v_{0 y}=0$, we have

$$
\begin{aligned}
y & =\frac{1}{2} a_{y} t_{1}^{2}=\frac{1}{2} \frac{F_{E}}{m_{e}} t_{1}^{2} \\
& =\frac{e E t_{1}^{2}}{2 m_{e}}=\frac{e\left(V_{c} / d\right) t_{1}^{2}}{2 m_{e}} \\
& =\frac{e\left(V_{c} / d\right)\left(x_{1} / v_{x}\right)^{2}}{2 m_{e}} \\
& =\frac{e V_{c} x_{1}^{2}}{2 m_{e} d v_{x}^{2}} \\
& =\frac{\left(1.60 \times 10^{-19} \mathrm{C}\right)(91.1 \mathrm{~V})(0.25 \mathrm{~m})^{2}}{2\left(9.11 \times 10^{-31} \mathrm{~kg}\right)(0.05 \mathrm{~m})\left(2 \times 10^{7} \mathrm{~m} / \mathrm{s}\right)^{2}} \\
& =2.5 \times 10^{-2} \mathrm{~m}=2.5 \mathrm{~cm}
\end{aligned}
$$

5.8 Let the electron of Problem 5.7 travel a horizontal distance of 80 cm after exiting the $\mathbf{E}$ field. Derive the equation and calculate its additional vertical deflec-
tion $y_{2}$.
Answer: $y_{2}=16 \mathrm{~cm}$
5.9 A parallel plate capacitor 25 cm long with a 5 cm separation between the plates is connected to 182.2 V . If electrons enter this capacitor at right angles to the $\mathbf{E}$ field and are deviated by $y_{1}=5 \mathrm{~cm}$ from their original rectilinear path after passing through the capacitor, what is their original horizontal speed $v_{x}$ ? Further, if these electrons travel a horizontal distance of 80 cm after exiting the $\mathbf{E}$ field, what additional vertical defection $y_{2}$ will they experience?

## Solution:

For the first part of this problem we know $x_{1}=0.25 \mathrm{~m}, d=0.05 \mathrm{~m}$, $V_{c}=182.2 \mathrm{~V}, \theta=90^{\circ}$, and $y_{1}=0.05 \mathrm{~m}$, and we want to find $v_{x}$. From Problem 5.7 we have

$$
y_{1}=\frac{e V_{c} x_{1}^{2}}{2 m_{e} d v_{x}^{2}},
$$

which when solved for $v_{x}$ yields

$$
\begin{aligned}
v_{x} & =\left(\frac{e V_{c} x_{1}^{2}}{2 m_{e} d y_{1}}\right)^{1 / 2} \\
& =\left[\frac{\left(1.60 \times 10^{-19} \mathrm{C}\right)(182.2 \mathrm{~V})(0.25 \mathrm{~m})^{2}}{2\left(91.1 \times 10^{-32} \mathrm{~kg}\right)(0.05 \mathrm{~m})(0.05 \mathrm{~m})}\right]^{1 / 2} \\
& =\left[(16)(25)\left(10^{12}\right) \mathrm{m}^{2} / \mathrm{s}^{2}\right]^{1 / 2} \\
& =2 \times 10^{7} \mathrm{~m} / \mathrm{s} .
\end{aligned}
$$

For the second part of this problem we have additional knowledge of $x_{2}=0.80 \mathrm{~m}$ and we want to find $y_{2}$. From Problem 5.8 or Equations 5.7 and 5.24 we have

$$
\begin{aligned}
y_{2} & =\frac{e V_{c} x_{1} x_{2}}{m_{e} d v_{x}^{2}} \\
& =\frac{\left(16 \times 10^{-20} \mathrm{C}\right)(182.2 \mathrm{~V})\left(25 \times 10^{-2} \mathrm{~m}\right)\left(80 \times 10^{-2} \mathrm{~m}\right)}{\left(91.1 \times 10^{-32} \mathrm{~kg}\right)\left(5 \times 10^{-2} \mathrm{~m}\right)\left(4 \times 10^{14} \mathrm{~m}^{2} / \mathrm{s}^{2}\right)} \\
& =(16)(2)\left(10^{-2}\right) \mathrm{m}=0.32 \mathrm{~m} .
\end{aligned}
$$

5.10 Verify that Equation 5.6 is directly obtained for an undeflected electron passing through the Thomson $\mathrm{e} / m_{e}$ apparatus, by equating the deflec-
tion of the electron due to the $\mathbf{E}$ field alone to the deflection due to the B field alone.

$$
\text { Answer: } \quad v_{x}=E / B
$$

5.11 An electron traveling at $8 \times 10^{6} \mathrm{~m} / \mathrm{s}$ enters that region of the Thomson elme apparatus where the $\mathbf{E}$ and $\mathbf{B}$ fields coexist and are adjusted to be counter balancing. The $\mathbf{E}$ field is created by a parallel plate capacitor connected to a 91.1 V battery and having a 6.4 cm plate separation. If the $\mathbf{E}$ field is deactivated, what is the radius of the electron's circular arc through the counter balancing magnetic field?

## Solution:

In this problem we know $v_{x}=8 \times 10^{6} \mathrm{~m} / \mathrm{s}, V_{c}=91.1 \mathrm{~V}, d=0.064 \mathrm{~m}$, and $\theta=90^{\circ}$, and we need to find $r$. By equating $F_{B}$ and $F_{c}$ (i.e., $e v_{x} B$ $\left.\sin \theta=m_{e} v_{x}^{2} / r\right)$, we obtain

$$
r=\frac{m_{e} v_{x}}{e B}
$$

since $\sin 90^{\circ}=1$. Also, with $F_{B}=F_{E}$ giving

$$
e v_{x} B=e E
$$

we have

$$
B=\frac{E}{v_{x}}=\frac{V_{c}}{d v_{x}},
$$

where Equation 5.7 has been used for $E$. Now, substitution of this expression for $B$ into our radius equation yields

$$
\begin{aligned}
r & =\frac{m_{e} d v_{x}^{2}}{e V_{c}} \\
& =\frac{\left(91.1 \times 10^{-32} \mathrm{~kg}\right)(0.064 \mathrm{~m})\left(64 \times 10^{12} \mathrm{~m}^{2} / \mathrm{s}^{2}\right)}{\left(1.60 \times 10^{-19} \mathrm{C}\right)(91.1 \mathrm{~V})} \\
& =0.256 \mathrm{~m}=25.6 \mathrm{~cm} .
\end{aligned}
$$

5.12 Consider the situation described in Problem 5.11 only now allow the counter balancing $\mathbf{B}$ field to be deactivated instead of the $\mathbf{E}$ field. If the electron is deflected vertically by 5 cm while traversing the $\mathbf{E}$ field of the capacitor, how long is the capacitor and what is the vertical speed acquired by the electron?

Answer: $\quad x_{1}=16 \mathrm{~cm}, v_{y}=5 \times 10^{6} \mathrm{~m} / \mathrm{s}$
5.13 In the Millikan oil-drop experiment consider a droplet having terminal velocity to fall 0.240 cm in 18 s with the $\mathbf{E}$ field deactivated. Find the radius of the droplet for $\rho_{o}=891 \mathrm{~kg} / \mathrm{m}^{3}$, and $\eta=1.80 \times 10^{-5} \mathrm{~kg} / \mathrm{m} \cdot \mathrm{s}$.

## Solution:

With $\Delta y=2.40 \times 10^{-3} \mathrm{~m}$ and $\Delta t=18 \mathrm{~s}, v_{g}$ is found to be

$$
v_{g}=\frac{\Delta y}{\Delta t}=\frac{24.0 \times 10^{-4} \mathrm{~m}}{18 \mathrm{~s}}=(4 / 3) \times 10^{-4} \mathrm{~m} / \mathrm{s}
$$

Now, suppressing the units and substituting the physical data into Equation 5.36 (which should be derived from first principles) gives

$$
\begin{aligned}
r & =3\left[\frac{\eta v_{g}}{2 g\left(\rho_{o}-\rho_{a}\right)}\right]^{1 / 2} \\
& =3\left[\frac{\left(1.80 \times 10^{-5}\right)(4 / 3) \times 10^{-4}}{2(9.80)(890)}\right]^{1 / 2} \\
& =1.11 \times 10^{-6} \mathrm{~m}
\end{aligned}
$$

5.14 If the droplet in Problem 5.13 experiences terminal velocity of 1.11 $\times 10^{-5} \mathrm{~m} / \mathrm{s}$ when the $\mathbf{E}$ field is activated, what is the charge on the droplet? Allow the $\mathbf{E}$ field to be established by a parallel plate capacitor having 1.5 cm plate separation being connected to a 169.56 V battery.

Answer: $\quad q=30 e$
5.15 The atomic mass of cobalt (Co) is 58.9332. Find the mass in grams of one Co atom using the definition of atomic mass and the definition of a mole.

## Solution:

From Equation 5.67 we have

$$
\begin{aligned}
m_{\mathrm{Co}} & =(\mathrm{AM})_{\mathrm{Co}} m_{\mathrm{u}} \\
& =(58.9332)\left(1.6605655 \times 10^{-24} \mathrm{~g}\right) \\
& =9.78624 \times 10^{-23} \mathrm{~g},
\end{aligned}
$$

while from Equation $5.76\left(n=N / N_{o}=M / \mathcal{M}\right)$, we obtain the same result for $N=1$ and $M \equiv m_{\mathrm{Co}}$. That is,

$$
\begin{aligned}
m_{\mathrm{Co}} & =\frac{\mathcal{M}_{\mathrm{Co}}}{N_{o}} \\
& =\frac{58.9332 \mathrm{~g} / \mathrm{mol}}{6.022045 \times 10^{23} / \mathrm{mol}} \\
& =9.78624 \times 10^{-23} \mathrm{~g}
\end{aligned}
$$

5.16 The atomic mass of the most abundant isotope of copper $(\mathrm{Cu})$ is 62.9296. How many atoms are there in exactly one gram of Cu and how many moles are represented by this mass?

Answer: $\quad N_{\mathrm{Cu}}=9.56950 \times 10^{21}, n_{\mathrm{Cu}}=1.58908 \times 10^{-2} \mathrm{~mol}$
5.17 What is the mass in grams of exactly 3.5 moles of carbon (C) and how many atoms does this amount represent?

## Solution:

We know $n_{\mathrm{C}}=3.5$ moles and $\mathcal{M}_{\mathrm{C}}=12.0000 \mathrm{~g} / \mathrm{mol}$, and we want to find $M_{\mathrm{C}}$ and $N_{\mathrm{C}}$. Since $n=M / \mathcal{M}$, then

$$
\begin{aligned}
M_{\mathrm{C}} & =n_{\mathrm{C}} \mathcal{M}_{\mathrm{C}} \\
& =(3.50000)(12.0000 \mathrm{~g}) \\
& =42.0000 \mathrm{~g}
\end{aligned}
$$

Further, since $n=N / N_{o}$ we have

$$
\begin{aligned}
N_{\mathrm{C}} & =n_{\mathrm{C}} N_{o} \\
& =(3.500000)\left(6.022045 \times 10^{23}\right) \\
& =2.107716 \times 10^{24}
\end{aligned}
$$

5.18 How many atoms are there in a 15 kg bar consisting of 70 percent Cu and 30 percent Zn by mass?

Answer: $\quad N=1.42869 \times 10^{26}$
5.19 A massive bar of $10^{26}$ atoms is composed of 70 percent $\mathrm{Cu}(\mathrm{AM}=$ 62.93) atoms and 30 percent $\mathrm{Fe}(\mathrm{AM}=55.94)$ atoms. What is the mass of the bar?

## Solution:

With $N=10^{26}, N_{\mathrm{Cu}}=7 \times 10^{25}$, and $N_{\mathrm{Fe}}=3 \times 10^{25}$, the mass $M$ of the bar is given by

$$
\begin{aligned}
M & =M_{\mathrm{Cu}}+M_{\mathrm{Fe}} \\
& =\frac{N_{\mathrm{Cu}} \mathcal{M}_{\mathrm{Cu}}}{N_{o}}+\frac{N_{\mathrm{Fe}} \mathcal{M}_{\mathrm{Fe}}}{N_{o}} \\
& =\left(0.7 \mathcal{M}_{\mathrm{Cu}}+0.3 \mathcal{M}_{\mathrm{Fe}}\right) \frac{N}{N_{o}} \\
& =[0.7(62.93 \mathrm{~g} / \mathrm{mol})+0.3(55.94 \mathrm{~g} / \mathrm{mol})] \frac{N}{N_{o}}
\end{aligned}
$$

$$
\begin{aligned}
& =(44.05 \mathrm{~g} / \mathrm{mol}+16.78 \mathrm{~g} / \mathrm{mol}) \frac{N}{N_{o}} \\
& =\frac{(60.83 \mathrm{~g} / \mathrm{mol})\left(10^{26}\right)}{6.022045 \times 10^{23} / \mathrm{mol}} \\
& =1.010 \times 10^{4} \mathrm{~g}=10.10 \mathrm{~kg} .
\end{aligned}
$$

5.20 A beam of doubly ionized Zn atoms $(\mathrm{AM}=63.9)$ enter the electric field of a 16.6 m long parallel plate capacitor, which has a separation distance between the plates of 8 cm . The Zn atoms enter the capacitor with a horizontal speed of $2 \times 10^{7} \mathrm{~m} / \mathrm{s}$ at right angles to the existing $\mathbf{E}$ field. If the capacitor is connected to a 63.9 V battery, how far vertically will the Zn atoms be deviated from their original rectilinear path after passing through the $\mathbf{E}$ field?

Answer: $\quad y=8.30 \times 10^{-4} \mathrm{~m}$
5.21 A beam of triply ionized $\mathrm{Zn}(\mathrm{AM}=63.9)$ atoms, moving with a speed $1.60 \times 10^{7} \mathrm{~m} / \mathrm{s}$, enters a uniform field of $4.98 \times 10^{-14} \mathrm{~Wb} / \mathrm{m}^{2}$ magnitude at an angle of $30^{\circ}$ with respect to the magnetic flux lines. What is the radius of the circular arc described by the beam?

## Solution:

The given information includes $(\mathrm{AM})_{\mathrm{Zn}}=63.9, v=1.60 \times 10^{7} \mathrm{~m} / \mathrm{s}$, $B=4.98 \times 10^{-14} \mathrm{~Wb} / \mathrm{m}^{2}, \theta=30^{\circ}$, and $q=3 e$, and we need to find the radius $r$ described by the beam of ionized Zn atoms as it traverses the $\mathbf{B}$ field. Since $F_{c}=F_{B}$ we have

$$
\frac{m_{\mathrm{Zn}} v^{2}}{r}=q v B \sin \theta
$$

which allows $r$ to be described by

$$
\begin{aligned}
r & =\frac{m_{\mathrm{Zn}} v}{q B \sin \theta} \\
& =\frac{(\mathrm{AM})_{\mathrm{Zn}} m_{\mathrm{u}} v}{3 e B \sin \theta} \\
& =\frac{(63.9)\left(1.66 \times 10^{-27}\right)\left(1.60 \times 10^{7}\right)}{3\left(1.06 \times 10^{-19}\right)\left(4.98 \times 10^{-14}\right)(0.500)} \\
& =1.42 \times 10^{14} \mathrm{~m}
\end{aligned}
$$

5.22 Derive the equation and find the nuclear binding energy $B_{N}$ of a carbon atom in MeV ?

Answer: $\quad B_{N}=92.16484 \mathrm{MeV}$
5.23 Derive the equation and find the radius of a copper atom, using the data of Appendix B.

## Solution:

Assuming an atom to be a sphere of radius $r_{a}$, then we approximate its volume as $V_{a}=(4 / 3) \pi r_{a}^{3}$, from which

$$
\begin{aligned}
r_{a}^{3} & =\frac{3}{4 \pi} V_{a} \\
& =\frac{3}{4 \pi} \frac{m_{a}}{\rho_{a}} \\
& =\frac{3}{4 \pi} \frac{m_{a} N_{o}}{\rho_{a} N_{o}} \\
& =\frac{3 \mathcal{M}_{a}}{4 \pi \rho_{a} N_{o}}
\end{aligned}
$$

Now, using $\mu_{\mathrm{Cu}}=63.546 \mathrm{~g}$ and $\rho_{\mathrm{Cu}}=8.96 \mathrm{~g} / \mathrm{cm}^{3}$ from Appendix B, direct substitution yields

$$
\begin{aligned}
r_{\mathrm{Cu}} & =\left(\frac{3 \mathcal{M}_{\mathrm{Cu}}}{4 \pi \rho_{\mathrm{Cu}} N_{o}}\right)^{1 / 3} \\
& =\left[\frac{3(63.546 \mathrm{~g})}{4(3.1417)\left(8.96 \mathrm{~g} / \mathrm{cm}^{3}\right)\left(6.02 \times 10^{23}\right)}\right]^{1 / 3} \\
& =\left(2.81 \times 10^{-24} \mathrm{~cm}^{3}\right)^{1 / 3} \\
& =1.41 \times 10^{-8} \mathrm{~cm}=1.41 \times 10^{-10} \mathrm{~m}
\end{aligned}
$$

5.24 Consider Thomson's mass spectrograph where a B field of $4.15 \times$ $10^{-3} \mathrm{~Wb} / \mathrm{m}^{2}$ is antiparallel to a coexisting $\mathbf{E}$ field. Assume doubly ionized atoms are accelerated through the distance $x_{1}=24 \mathrm{~cm}$ and then travel $x_{2}$ $=88 \mathrm{~cm}$ farther at a uniform speed before striking a fluorescent screen. If the $y$-deflection data associated with the $\mathbf{E}$ field yields $v_{x}=2 \times 10^{5} \mathrm{~m} / \mathrm{s}$ and the total $z$-displacement is 24 cm , what is the mass of the ions?

$$
\text { Answer: } \quad m=6.64 \times 10^{-27} \mathrm{~kg}
$$

## CHAPTER 6

## Quantization of Electromagnetic Radiation



Double-slit interference revealing single photons building up the pattern over time.

Are not gross Bodies and Light convertible into one another, and may not Bodies receive much of their activity from the Particles of Light which enter their Composition?
I. NEWTON, Opticks (I730)

## Introduction

In the seventeenth century there were two conflicting views concerning the nature of electromagnetic radiation (often referred to as simply light). Newton and his followers believed light consisted of very small and fast moving elastic particles called corpuscles. This view satisfactorily accounted for the law of reflection in geometrical optics, as the angle of incidence is equal to the angle of reflection for perfectly elastic bodies and light
rays being reflected from a plane surface. The theory also predicted the law of refraction, allowing corpuscles of light to be attracted toward a transparent material medium (e.g., air, water, glass, etc.), with a resulting increase in their component of velocity that was perpendicular to the medium's surface. Accordingly, Newton's corpuscular theory predicted the speed of light to be greater in a transparent material medium than in free space and its direction of propagation to be bent toward the normal. The other view by Christian Huygens regarded light as being composed of waves, which also explained the reflection and refraction of light. According to this theory, light waves would also be bent toward the normal upon entering a transparent material medium, but the speed of wave propagation in the medium would be less than its speed in free space. The debate surrounding these two different theories continued until the middle of the nineteenth century, when the French physicists A. H. Fizeau in 1849 and J. B. Foucault in 1850 measured the speed of light in air and water, respectively. Their results of the speed of light in air (Fizeau) being greater than the speed of light in water (Foucault) confirmed Huygens' wave theory, completely negating Newton's corpuscular view.

The wave nature of electromagnetic radiation was well established and almost universally accepted by the end of the nineteenth century. However, the particle view was once again to gain support, as the result of a fundamentally new interpretation of electromagnetic radiation initiated by Max Planck in 1900 and later modified by Einstein in 1905. Planck assumed atoms to be capable of absorbing and emitting quanta of electromagnetic energy, by considering atoms as tiny electromagnetic oscillators having allowed energy states that are quantized in nature. Planck's quantization of energy for atoms was generalized by Einstein to be a fundamental property of electromagnetic radiation and not just a special property of atoms. In 1905 Einstein explained the photoelectric effect by assuming electromagnetic radiation to behave as if its energy was concentrated into discrete bundles or packets, called quanta or more commonly photons. Later in 1923 A. H. Compton provided evidence that photons undergo particle-like collisions with atoms, by considering the energy and linear momentum of a beam of x-rays to be concentrated in photons. In general, physicists were most reluctant to accept the quantum explanations of the photoelectric and Compton effects, because of the apparent contradiction to the successful wave theory. In fact, for many years after Einstein's successful explanation of the photoelectric effect, Planck considered light as propagating though space as an electromagnetic wave and Einstein's photon concept as being wholly untenable.

Although the major objective of this chapter is to illuminate the par-ticle-like behavior of electromagnetic radiation, we begin with a review of
the classical properties and generation of electromagnetic waves. The wave properties of electromagnetic radiation are further illustrated by energy considerations and Bragg reflection (actually diffraction) of x-rays. We then emphasize two experiments where the quantum or particle-like nature of light dominates its wave nature, by a discussion of the photoelectric effect and the Compton effect. The failure of classical wave theory to explain the former phenomenon and the success of Einstein's photon concept are fully detailed in one section. Finally, an alternative derivation for the relativistic Doppler effect is presented, which demonstrates the consistency between the photon quantization hypothesis and Einstein's special theory of relativity. This chapter illustrates that electromagnetic radiation appears to possess a dual personality, behaving at times like waves and at other times like particles. This dual-like behavior of radiation, later recognized to be a general characteristic of all physical entities, is neither explainable by classical physics nor by the old quantum theory being presented in Chapters 5 through 7. It is, however, satisfactory reconciled with the aid of the theory of quantum mechanics and will be discussed in considerable detail in Chapter 8.

## 6.I Properties and Origin of

## Electromagnetic Waves

The wavelength spectrum of electromagnetic radiation, illustrated in Table 6.1, consists of radiation ranging from $\gamma$-rays of wavelength $10^{-14} \mathrm{~m}$ to long waves of wavelength $10^{5} \mathrm{~m}$. The ranges indicated for the differently named bands of radiation are only approximate, as there is considerable overlapping presented in Table 6.1. It is of interest to note that visible

| Name of Radiation | Wavelength Range $(\mathrm{m})$ |
| :--- | :---: |
| $\gamma$-Rays | $10^{-14}-10^{-10}$ |
| x-Rays | $10^{-11}-10^{-8}$ |
| Ultraviolet | $10^{-8}-10^{-7}$ |
| Visible | $10^{-7}-10^{-6}$ |
| Infrared | $10^{-6}-10^{-4}$ |
| Heat | $10^{-5}-10^{-1}$ |
| Microwaves | $10^{-2}-10$ |
| Radio Waves | $10-10^{3}$ |
| Long Waves | $10^{3}-10^{5}$ |

Wavelength Range ( m )
$10^{-14}-10^{-10}$
$10^{-11}-10^{-8}$
$10^{-8}-10^{-7}$
$10^{-6}-10^{-4}$
$10^{-5}-10^{-1}$
$10^{-2}-10$
$10-10^{3}$
$10^{3}-10^{5}$

TABLE 6.1
The approximate wavelength spectrum of electromagnetic waves.

Angstrom Unit
light waves represent only a very small slice of the total spectrum. The wavelength in angstrom units,

$$
\AA \equiv 10^{-10} \mathrm{~m},
$$

of each color of visible light corresponding to the approximate center of each color band is
red
orange yellow green blue violet

$$
\begin{aligned}
& \lambda_{r}=6600 \AA, \\
& \lambda_{o}=6100 \AA, \\
& \lambda_{y}=5800 \AA, \\
& \lambda_{g}=5500 \AA, \\
& \lambda_{b}=4700 \AA, \\
& \lambda_{v}=4100 \AA .
\end{aligned}
$$

As pointed out previously in Chapter 3, all electromagnetic radiation propagates in free space (vacuum) at the speed of light

$$
\begin{equation*}
c=2.99792 \times 10^{8} \frac{\mathrm{~m}}{\mathrm{~s}} \approx 3 \times 10^{8} \frac{\mathrm{~m}}{\mathrm{~s}}, \tag{5.51}
\end{equation*}
$$

and obeys the wave equation

$$
\begin{equation*}
c=\lambda v \tag{3.30}
\end{equation*}
$$

where $\lambda$ is the wavelength and $v$ is the frequency of a particular radiation. From this wave equation it is obvious that a short wavelength corresponds to a high frequency and a long wavelength to a low frequency. Further, the speed of light in air is very nearly the same as its speed in free space, but its speed in other optically dense media is slower. Consequently, the ratio of the speed of light $c$ in free space to the speed of light $v$ in a transparent material medium is always greater than one (e.g., approximately $4 / 3$ for water and $3 / 2$ for glass) and is defined as the index of refraction,

$$
\begin{equation*}
n \equiv \frac{c}{v} . \tag{6.1}
\end{equation*}
$$

The classical concept of an electromagnetic wave is, as its name implies, a combination of a varying electric field and a varying magnetic field propagating through space at the speed $c$. To better understand the properties of the electric and magnetic fields associated with an electromagnetic

wave, we will discuss, qualitatively, how the origin of radiation is ultimately an accelerated electric charge. First, however, consider the small positive electric charge at rest in Figure 6.1a, where the electric field is depicted by imaginary lines of force extending radically from the charge. Each line of force gives the direction of the electric field $\mathbf{E}$ and the Coulombic force $\mathbf{F}_{\mathrm{C}}$ on a very small positive test charge $q$ placed at any point along the line. This is in total agreement with the definition of electric field intensity given by

$$
\begin{equation*}
\mathrm{E} \equiv \frac{\mathrm{~F}_{\mathrm{C}}}{q}, \tag{5.4}
\end{equation*}
$$

Figure 6.1
The electric field lines of force associated with (a), a stationary and (b), an accelerating positive charge Q .
where the magnitude of $\mathbf{F}_{\mathrm{C}}$ is defined by Coulomb's law as

$$
\begin{equation*}
\mathrm{F}_{\mathrm{C}} \equiv k \frac{Q q}{r^{2}} \tag{5.43}
\end{equation*}
$$

in terms of the distance $r$ between the charges. It should be emphasized that although we restrict our discussion to lines of force in a plane, they extend radially in all directions of real space. Further, if the charge $Q$ were moving with a small uniform velocity in the plane of the figure, the associated lines of force would be the same as depicted in Figure 6.1a. Now, however, in accordance with Ampere's law the electric current is surrounded by a concentric magnetic field $\mathbf{B}$, whose lines of force are normal (perpendicular) to the plane of Figure 6.1a. For these imaginary electric and magnetic fields, a tangent constructed at any point on an electric or magnetic line of force would give the direction of the electric $\mathbf{E}$ field or magnetic B field, respectively, at that point.

A major point of the above discussion is that steady electric and magnetic fields are associated with steady electric currents. Clearly, an electromagnetic wave cannot be produced by any steady electric current. It is suggested, however, that an electric and a magnetic wave can be produced by a varying or alternating electric current. Such a current can be thought of as resulting from an oscillating electric charge, which necessarily requires a periodic acceleration of the charge. Before discussing the more general case of an electric charge undergoing periodic motion, we first consider a charge undergoing a single acceleration. A positive electric charge $Q$ is depicted in Figure 6.1 b as experiencing a rapid acceleration from point $A$ to point $O$. Let the acceleration from $A$ to $O$ require a time $\Delta t_{a}$ and a time $\Delta t_{o}$ elapse after the charge reaches position $O$. After the time $\Delta t_{a}+\Delta t_{o}$ has elapsed, the original electric field lines of force about $Q$ at position $A$ are depicted in Figure 6.1b beyond the $\operatorname{arc} R_{A} R_{A}^{\prime}$, which is drawn about point $A$ with the radius $c\left(\Delta t_{a}+\Delta t_{o}\right)$. The uniform lines of force about $Q$ between point $O$ and the $\operatorname{arc} R_{O} R_{O}^{\prime}$, which is drawn with the radius $c \Delta t_{o}$, represent the uniform lines of force of $Q$ at position $O$ during the time $\Delta t_{o}$. The lines of force during the acceleration time $\Delta t_{a}$ of $Q$ are, consequently, represented by the connecting wavy lines between the arcs $R_{O} R_{O}^{\prime}$ and $R_{A} R_{A}^{\prime}$. The form of these wavy lines of force will depend upon the exact kind of acceleration experienced by $Q$ between points $A$ and $O$.

The acceleration of an electric charge is accompanied by changes in the uniform lines of force (e.g., the wavy lines of force in Figure 6.1b) and these changes propagate away from the accelerated charge at the speed of light $c$. In this manner an accelerated electric charge produces a pulse of electromagnetic radiation. This pulse of radiation can be better understood by considering Figure 6.2a, where a wavy line of force normal to $A O$ in Figure 6.1b is enlarged. At point $P_{1}$ on this line of force a tangent is constructed, which gives the actual direction of the electric $\mathbf{E}$ field at point $P_{1}$. The vector $\mathbf{E}$ can be regarded as the resultant of a transverse field $E_{t}$ and a field $E_{o}$ that would be associated with the charge at rest. If tangents at a number of points along the wavy line of force were constructed,

(b) Electric field pulse propagating at speed c .

(c) Electromagnetic pulse consisting of transverse electric and magnetic field lines.
we would obtain the various transverse components depicted in Figure 6.2b. This is clearly not a wave but merely a pulse consisting of transverse electric field vectors. A similar analysis of the magnetic $\mathbf{B}$ field associated with the accelerated charge $Q$ of Figure 6.1 would yield a magnetic field pulse that is in phase and perpendicular to the electric field pulse. Thus, as illustrated in Figure 6.2c, an electric charge undergoing a linear acceleration produces a pulse of electromagnetic radiation having electric and magnetic field components that are perpendicular to one another and their direction of propagation.

If the electric charge in Figure 6.1 is forced to oscillate with simple periodic motion, electromagnetic waves are produced like the one illustrated in Figure 6.3. This wave results from the electric field line of force that is perpendicular to and in the same plane as the oscillating electric charge and is depicted at an instant in time. It is recognized as a transverse

Figure 6.2
The construction of an electromagnetic pulse from an accelerated electric charge line of force.

E-Field Vector

Wave Number

B-Field Vector

Angular Frequency
wave, since the alternating electric and magnetic field vectors are at right angles to the direction of propagation. Because the fields are acknowledged to consist of only transverse vectors, the $t$-subscript has been dropped from $E$ and $B$ in this figure. Since the alternating electric field vectors at all points in the wave are parallel, the wave is said to be polarized or more specifically, plane polarized. The plane of vibration, which is commonly called the plane of polarization, is defined by the direction of polarization (the $Y$-axis) and the direction of propagation (the $X$-axis). It is important to realize, however, that the wavy lines of Figure 6.3 simply depict the strengths of the electric and magnetic field vectors and that nothing is vibrating in the electromagnetic wave. The direction of the alternating magnetic field is interrelated with the electric field in that it must be normal to the plane of polarization. Consequently, the three vectors $\mathbf{E}, \mathbf{B}$, and $\mathbf{c}$ constitute a set of mutually orthogonal vectors, where the direction of propagation is given by $\mathbf{E} \times \mathbf{B}$

A quantitative description of the electric and magnetic field components of a plane-polarized electromagnetic wave propagating in the $x$-direction should now be rather obvious. In Figure 6.3, $E_{x}=E_{z}=0$ and the sinusoidal form of $E_{y}$ is dependent on only $x$ and $t$. Thus, we postulate the electric field vector $\mathbf{E}$ by the equation

$$
\begin{equation*}
\mathbf{E}=E_{m} \sin (k x-\omega t) \mathbf{j}, \tag{6.2}
\end{equation*}
$$

where $E_{m}$ is the maximum amplitude and $k$ is the wave number defined by

$$
\begin{equation*}
k \equiv \frac{2 \pi}{\lambda} \tag{6.3}
\end{equation*}
$$

In a similar manner, since $B_{x}=B_{y}=0$ and $B_{z}=B_{z}(x, t)$ in Figure 6.3, we postulate the magnetic field vector $\mathbf{B}$ to be of the form

$$
\begin{equation*}
\mathbf{B}=B_{m} \sin (k x-\omega t) \mathbf{k}, \tag{6.4}
\end{equation*}
$$

with the symbol $B_{m}$ representing the maximum amplitude. The symbol $\omega$ in Equations 6.2 and 6.4 represents the angular speed, which is often called the angular (or circular) frequency because of the relationship

$$
\begin{equation*}
\omega=2 \pi \nu . \tag{6.5}
\end{equation*}
$$

It is interesting to note that from Equations 3.30, 6.3, and 6.5 the speed of propagation $c$ is equal to the ratio of $\omega$ and $k$,

$$
\begin{equation*}
c=\lambda v=\frac{\lambda}{2 \pi} 2 \pi v=\frac{\omega}{k} \tag{6.6}
\end{equation*}
$$

There are a couple of points that are important to realize about Equations 6.2 and 6.4 in relationship to Figure 6.3. The first point is that the $\mathbf{E}$ and $\mathbf{B}$ field components of the electromagnetic wave are in phase with each other in space and time. This can be visualized by realizing that as time goes on the entire field structure of Figure 6.3 moves along as a unit at the speed $c$. If the wave moves past a point in space, however, the electric and magnetic fields at that point change in phase every instant, with both $\mathbf{E}$ and $\mathbf{B}$ attaining their maximum or minimum at the same point in space and at the same instant in time. The second point to be realized is that Figure 6.3 represents a plot of $\mathbf{E}$ versus the position coordinate $x$ at a constant value of time, say $t=t_{0} \equiv 0$. Thus $\mathbf{E}\left(x, t_{0}\right)$ has a sinusoidal dependence on $x$ with a wavelength $\lambda=2 \pi / k$. Likewise, if $x$ is held constant, say $x=x_{0} \equiv 0$, a plot of $\mathbf{E}\left(x_{0}, \mathrm{t}\right)$ versus $t$ would look like Figure 6.3, with the $X$-axis being replaced by a $t$-axis. In this case, the period of oscillation (instead of wavelength) would be given by $T=1 / \nu=2 \pi / \omega$.

Before leaving this section, it should be emphasized that the qualitative discussion of the origin of electromagnetic waves has been concerned with only those waves produced by linear acceleration of an electric charge. However, electromagnetic radiation occurs whenever an electric charge is accelerated, irrespectively of the manner in which it is accelerated. For example, a charge in uniform circular motion experiences centripetal acceleration that produces a circularly polarized electromagnetic wave. Such waves are commonly produced by a synchrotron, which imparts very high


Figure 6.3
An electromagnetic plane polarized monochromatic traveling wave, with the transverse E-field vectors in the $X Y$ plane.
speeds to charged particles by a high-frequency electric field combined with a low-frequency magnetic field. As a last point of interest, we can infer from this section that the frequency of an electromagnetic wave produced by an accelerating charge depends on the frequency of oscillation of that charge. Conversely, an electric charge, say the electrons in a receiving antenna, will be accelerated by the forces they encounter from passing electromagnetic waves. The frequency of the resulting alternating current will then depend on the frequency of the incident electromagnetic waves.

### 6.2 Intensity, Pressure, and Power of Electromagnetic Waves

The laws of electricity, magnetism, optics, and the propagation of electromagnetic waves were well understood by 1864 and completely contained in a set of four partial differential equations-known as Maxwell's equations. Although it would not serve our objectives to develop James Clark Maxwell's electrodynamics, one of his equations in differential form, namely

Maxwell's Equation

Del Operator

$$
\begin{equation*}
\nabla \times \mathrm{E}=-\frac{\partial \mathbf{B}}{\partial t} \tag{6.7}
\end{equation*}
$$

will be briefly utilized. This equation is normally derived in general physics starting with Faraday's law of induction and invoking the calculus of Stokes' formula. The inverted delta symbol $\boldsymbol{\nabla}$, as given in Appendix A Section A.9, is called the del operator and defined by

$$
\begin{equation*}
\nabla \equiv \frac{\partial}{\partial x} \mathbf{i}+\frac{\partial}{\partial y} \mathbf{j}+\frac{\partial}{\partial z} \mathbf{k} \tag{6.8}
\end{equation*}
$$

The curly dees in the expression $\partial / \partial x$ are, as you may well know, simply interpreted as the partial derivative with respect to $x$. We need only consider the operational nature of Equations 6.7 and 6.8 and their application to the plane-polarized electromagnetic wave of the previous section. That is, direct substitution of Equations 6.2 and 6.4 into Equation 6.7 gives

$$
\begin{equation*}
E_{m} k \cos (k x-\omega t) \mathbf{k}=-B_{m}(-\omega) \cos (k x-\omega t) \mathbf{k} . \tag{6.9}
\end{equation*}
$$

The left-hand side of this equation is directly obtained from the curl of $\mathbf{E}$ (i.e., $\boldsymbol{\nabla} \times \mathbf{E}$ ), when it is realized that for $\mathbf{E}=\mathbf{E}(x, t)$ the partials with respect
to $y$ and $z$ become identically zero, and the remaining term, $(\partial E / \partial x)(\mathbf{i} \times \mathbf{j})$, gives a vector pointing in the $\mathbf{k}$-direction (i.e., $\mathbf{i} \times \mathbf{j}=\mathbf{k}$ ). Equation 6.9 immediately reduces to

$$
\begin{equation*}
E_{m}=c B_{m} \tag{6.10}
\end{equation*}
$$

by substitution from Equation 6.6. Further, considering only the magnitudes of $\mathbf{E}$ and $\mathbf{B}$ given in Equations 6.2 and 6.4, the ratio of these two equations gives

$$
\frac{E}{B}=\frac{E_{m}}{B_{m}},
$$

which combines with Equation 6.10 to give

$$
\begin{equation*}
E=c B \tag{6.11}
\end{equation*}
$$

for the instantaneous magnitudes of $\mathbf{E}$ and $\mathbf{B}$. Thus taking into account the vector properties of $\mathbf{E}, \mathbf{B}$, and $\mathbf{c}$ we obtain

$$
\mathbf{E}=\mathbf{B} \times \mathbf{c}
$$

(6.12) Plane Waves

The results given by Equations 6.10 to 6.12 show the interdependence of the electric and magnetic field vectors, and they will prove most useful in developing equations for the energy transported by an electromagnetic wave. Usually, the energy transmitted in a radiation field by an electromagnetic wave is specified in terms of the intensity, which can be simply thought of as energy per unit area per unit of time. More specifically, intensity is the energy per unit time transmitted across a unit area that is normal to the direction of propagation of a wave. It can be calculated using the Poynting vector S , which is defined in general physics by the equation

$$
\mathrm{S} \equiv \frac{1}{\mu_{0}} \mathrm{E} \times \mathbf{B}
$$

(6.13) Poynting Vector

The quantity $\mu_{0}$ in this equation is called the permeability constant, which has the defined value (exactly) of

$$
\begin{equation*}
\mu_{0} \equiv 4 \pi \times 10^{-7} \frac{\mathrm{~N}}{\mathrm{~A}^{2}} . \tag{6.14}
\end{equation*}
$$

The units of $\mathbf{S}$ are easily obtained by realizing that $\mathbf{E}$ has units of $\mathrm{N} / \mathrm{C}=$ N/A $\cdot \mathrm{s}$, since it is defined as a force per unit charge, and $\mathbf{B}$ has the defined unit of a tesla $(\mathrm{T})$. Thinking of $\mathbf{B}$ as being defined as a force $\mathbf{F}_{B}$ per unit magnetic pole $\mathrm{m}^{\prime}$ of units A • m ,

$$
\begin{equation*}
\mathrm{B} \equiv \frac{\mathrm{~F}_{B}}{m^{\prime}}, \tag{6.15}
\end{equation*}
$$

then $\mathrm{T}=\mathrm{N} / \mathrm{A} \cdot \mathrm{m}$. Consequently, the units of $\mathbf{S}$ are given by

$$
\begin{aligned}
S \rightarrow \frac{A^{2}}{N} \frac{N}{A \cdot s} \frac{N}{A \cdot m} & =\frac{N}{m \cdot s} \\
& =\frac{N}{m \cdot s} \frac{m}{m} \\
& =\frac{\mathrm{J}}{\mathrm{~m}^{2} \mathrm{~s}}=\frac{\mathrm{W}}{\mathrm{~m}^{2}},
\end{aligned}
$$

as expected for a quantity representing energy per unit time per unit area. It should also be realized that the magnitude of $\mathbf{S}$ divided by the speed of light $c$ would give the amount of radiant energy per unit volume of space, which is called the energy density. That is, using the symbol $\epsilon$ to represent electromagnetic wave energy to distinguish it from particle energy, $S$ could be thought of as
where $A$ represents the unit surface area. Now, since the electromagnetic wave is propagating in the $x$-direction with a speed $c=d x / d t$, then

$$
\begin{equation*}
\frac{S}{c}=\frac{1}{A} \frac{d \epsilon}{d t}\left(\frac{1}{d x / d t}\right)=\frac{1}{A} \frac{d \epsilon}{d x}=\frac{d \epsilon}{d V} . \tag{6.17a}
\end{equation*}
$$

Frequently, the ratio of $S$ to $c$ is called the radiation pressure, since

$$
\begin{align*}
\frac{S}{c} & =\frac{1}{A} \frac{d \epsilon}{d x} \\
& =\frac{1}{A} \frac{F_{\epsilon} d x}{d x} \\
& =\frac{F_{\epsilon}}{A} \tag{6.17b}
\end{align*}
$$

and pressure is recognized as force per unit area. Equations 6.17 b gives the radiation pressure for a totally absorbed wave; whereas a totally reflected wave undergoes a change of momentum that is twice as great, and consequently, the resulting pressure is $2 S / c$.

It should be emphasized that the Poynting vector, as defined by Equation 6.13 , is perfectly applicable to any kind of electromagnetic radiation. For the plane-polarized monochromatic traveling wave given by Equations 6.2 and 6.4, the instantaneous value of $\mathbf{S}$ is given by

$$
\begin{equation*}
\mathrm{S}=\frac{1}{\mu_{0}} \mathrm{E}_{m} B_{m} \sin ^{2}(k x-\omega t) \mathbf{i}, \tag{6.18}
\end{equation*}
$$

which is seen to point in the direction of wave propagation as expected. In terms of the magnitudes of $\mathbf{S}, \mathbf{E}$, and $\mathbf{B}$ we have

$$
\begin{equation*}
S=\frac{E B}{\mu_{0}}, \tag{6.19}
\end{equation*}
$$

which from Equation 6.12 can be rewritten as

$$
\begin{equation*}
S=\frac{E^{2}}{\mu_{0} c} . \tag{6.20}
\end{equation*}
$$

Instantaneous Intensity

This equation (actually, all of the equations involving $\mathbf{S}$ ) represents the instantaneous rate of energy flow per unit area, which is characterized at a point in space at a particular instant in time. Normally in optics, the intensity of radiation is taken as the time-averaged value of $S$ at a particular point. With $I_{\epsilon}$ representing the intensity of electromagnetic radiation and〈〉 representing a time average, we have

$$
\begin{equation*}
I_{\epsilon}=\langle S\rangle . \tag{6.21}
\end{equation*}
$$

Time Average Intensity

Thus, from the last two equations, the intensity of a plane-polarized electromagnetic wave is

$$
\begin{equation*}
I_{\epsilon}=\frac{\left\langle E^{2}\right\rangle}{\mu_{0} c} . \tag{6.22}
\end{equation*}
$$

As a final expression for the intensity of our electromagnetic wave, Equation 6.22 is less than satisfying. We need to establish a definition for
time-averaging and then evaluate $<\mathrm{E}^{2}>$. The time average of any function of time $f(t)$ over one complete cycle can be defined as
where $T$ represents the period of one complete cycle of oscillation. Since $T=2 \pi / \omega$ and $E=E_{\mathrm{m}} \sin (k x-\omega t)$ for the plane polarized-electromagnetic wave, then at the point $x=x_{0} \equiv 0$ we have

$$
\begin{equation*}
<E^{2}>=\frac{\omega}{2 \pi} E_{m}^{2} \int_{0}^{2 \pi / \omega} \sin ^{2} \omega t d t \tag{6.24}
\end{equation*}
$$

The integral of Equation 6.24 can be easily handled by changing the variable of integration. That is, with $\theta \equiv \omega t, d t=\mathrm{d} \theta / \omega$, and the limits of integration are given by $t=0 \rightarrow \theta=0$ and $t=2 \pi / \omega \rightarrow \theta=2 \pi$. Thus, Equation 6.24 becomes

$$
\begin{align*}
<E^{2}> & =\frac{E_{m}^{2}}{2 \pi} \int_{0}^{2 \pi} \sin ^{2} \theta d \theta \\
& =\frac{E_{m}^{2}}{2 \pi} \int_{0}^{2 \pi}\left(\frac{1}{2}-\frac{1}{2} \cos 2 \theta\right) d \theta \\
& =\frac{E_{m}^{2}}{4 \pi}\left(\int_{0}^{2 \pi} d \theta-\int_{0}^{2 \pi} \cos 2 \theta d \theta\right) \\
& =\frac{E_{m}^{2}}{4 \pi}(2 \pi-0) \\
& =\frac{E_{m}^{2}}{2} \tag{6.25}
\end{align*}
$$

where a few math identities of Appendix A have been utilized. Finally, substitution of Equation 6.25 into Equation 6.22 yields

Time Average Intensity

$$
\begin{equation*}
I_{\epsilon}=\frac{E_{m}^{2}}{2 \mu_{0} c} \tag{6.26}
\end{equation*}
$$

for the wave intensity over one cycle for plane-polarized electromagnetic radiation.

There are two major points of Equation 6.26 that should be fully realized. The first is that intensity is directly proportional to the square of the
amplitude, which is a general property of all waves. The second point is that the time-average power dissipated perpendicularly to a particular unit area $A$ is given by $I_{\epsilon} A$ or

$$
\begin{equation*}
\langle\mathbf{P}\rangle=\frac{E_{m}^{2} A}{2 \mu_{0} c} . \tag{6.27}
\end{equation*}
$$

Time Average Power

### 6.3 Diffraction of Electromagnetic Waves

When two waves collide in a region of space, the collision is quite dissimilar from one involving two particles in that the two waves combine according to the principle of linear superposition (see Chapter 8, Section 8.5), then each wave emerges from the collision with its original physical characteristics unchanged. This particular property of waves produces the phenomenon known as interference, which is commonly demonstrated in general physics by a resonance experiment using sound waves or by double-slit and diffraction grating experiments using visible light. We generally observe interference when two or more waves of the same type and similar physical properties (i.e., amplitude, frequency, and phase) enter the same region of space at the same time. Conversely, if interference is observed, like in a diffraction experiment, it indicates a wave-like phenomenon. This is an important point to emphasize, as later (in Chapter 8, Section 8.4) we will see how electrons exhibit wave-like behavior in a diffraction experiment. For now, however, we will concentrate on how x-rays were first demonstrated to consist of electromagnetic waves by an experiment involving diffraction.

The interference of electromagnetic radiation is easily demonstrated for visible light using a mechanically constructed diffraction grating. This is because the line-spacing $d(\approx 3 \mu \mathrm{~m})$ of the grating is only a few times larger than the wavelength of visible light, $\lambda_{\text {visible }} \approx 0.5 \mu \mathrm{~m}$. For x-rays, however, it is impossible to mechanically produce a grating having $d \approx \lambda_{\text {x-rays }}$, as the wavelength of x -rays (Table 6.1) is on the order of $10^{-10} \mathrm{~m}$. It was suggested by Max von Laue in 1912 that the atoms in a crystal might serve as a three-dimensional grating for x -rays, since the atomic spacing was known to be on the order of an angstrom. Atomic spacing is easily determined from knowledge of atomic masses and the mass density for a particular crystal. For example, consider the periodic array of atoms illustrated in Figure 6.4 for common salt $(\mathrm{NaCl})$, which has a simple structure called face-centered cubic. In the primitive cell, illustrated by the shaded region in the figure, there are eight lattice points, one at each corner of the cube of edge $a$. These lattice points locate the positions of the Na ions and Cl ions, which are indicated by either black or colored circles.

Figure 6.4
The space lattice of a face-centered cubic crystal, where the primative cell is illustrated by a shaded cube.


Looking at the lattice point in the geometrical center of the figure, we note that it is shared by the eight adjoining cells. Thus, there is only one lattice point per primitive cell in the face-centered cubic structure. This also means that the mass of the eight atoms (four Na and four Cl ) in a primitive cell of NaCl is the sum of the individual masses divided by eight. Thus, the mass density of NaCl can be expressed as

$$
\begin{align*}
\rho_{\mathrm{NaCl}} & \equiv \frac{M}{V} \\
& =\frac{\left(4 m_{\mathrm{Na}}+4 m_{\mathrm{Cl}}\right) / 8}{a^{3}} \\
& =\frac{m_{\mathrm{Na}}+m_{\mathrm{Cl}}}{2 a^{3}} \tag{6.28}
\end{align*}
$$

where $a^{3}$ is just the volume of the primitive cell. The quantities $m_{\mathrm{Na}}$ and $m_{\mathrm{Cl}}$ are easily determined by using Equation 5.67 and the atomic masses of Na and Cl given in the table of Appendix C . That is, for the one common isotope of Na we have

$$
\begin{align*}
m_{\mathrm{Na}} & =(\mathrm{AM})_{\mathrm{Na}} m_{\mathrm{u}} \\
& =(22.9898)\left(1.6605655 \times 10^{-27} \mathrm{~kg}\right) \\
& =3.81761 \times 10^{-26} \mathrm{~kg}, \tag{6.29a}
\end{align*}
$$

while for the two naturally occurring isotopes of Cl

$$
\begin{align*}
m_{\mathrm{Cl}} & =[(34.9689)(0.7577)+(36.9659)(0.2423)] m_{\mathrm{u}} \\
& =(35.4528)\left(1.6605655 \times 10^{-27} \mathrm{~kg}\right) \\
& =5.8872 \times 10^{-26} \mathrm{~kg} \tag{6.28b}
\end{align*}
$$

Now, with the mass density of NaCl being $2.18 \times 10^{3} \mathrm{~kg} / \mathrm{m}^{3}$, substitution into Equation 6.28 gives

$$
\begin{align*}
a & =\left(\frac{m_{\mathrm{Na}}+m_{\mathrm{Cl}}}{2 \rho_{\mathrm{NaCl}}}\right)^{1 / 3} \\
& =\left[\frac{9.70 \times 10^{-26} \mathrm{~kg}}{2\left(2.18 \times 10^{3} \mathrm{~kg} / \mathrm{m}^{3}\right)}\right]^{1 / 3} \\
& =\left(2.23 \times 10^{-29} \mathrm{~m}^{3}\right)^{1 / 3} \\
& =2.81 \times 10^{-10} \mathrm{~m} \tag{6.30}
\end{align*}
$$

Clearly, this value for the atomic spacing of NaCl is on the order of an x ray wavelength, so Max von Laue's suggestion to use crystals as diffraction gratings appears to be reasonable and applicable.

In 1913 William L. Bragg presented a simplistic analysis of the diffraction of x-rays by crystalline solids. Bragg considered the constructive interference of x-rays could result from the scattering of waves from two adjacent atoms lying in separate but parallel planes, which are now referred to as Bragg planes. Figure 6.5a illustrates two sets of Bragg planes

a. Bragg planes

b. Bragg scattering

Figure 6.5
A face-centered cubic crystal illustrating (a), two sets of Bragg planes and (b), Bragg scattering from successive planes.
for a face-centered cubic crystal, although there are many other possible sets that could be drawn. Figure 6.5 b depicts the Bragg scattering of a beam of x-rays from two successive planes of atomic spacing $d$. Although each plane scatters part of the incident beam in random directions, a small fraction of the beam, depicted by two solid rays, is specularly (angle of incidence is equal to angle of reflection) reflected from the Bragg planes at an angle $\theta$. The two parallel scattered rays will interfere constructively, if their paths differ by an integral number of wavelengths. That is, the path difference between the two rays must be $n \lambda$ for monochromatic waves, where $n=1,2,3$, and so forth. Since the bottom ray travels a distance of $2 \mathrm{~d} \sin$ $\theta$ further than the top ray, the condition for constructive interference of specularly scattered waves is satisfied if

$$
\begin{equation*}
2 \mathrm{~d} \sin \theta=n \lambda . \tag{6.31}
\end{equation*}
$$

This equation is known as Bragg's law for x-ray diffraction. Because of the condition of specular scattering, it is often, though incorrectly, referred to as Bragg reflection. The x-ray diffraction experiments by Laue and Bragg confirmed two presumptions made by turn-of-the-century physicists: that $x$-rays consist of electromagnetic waves, and that crystals contain atoms in a periodic array.

The theory of waves and its applications in physical optics is a broad and interesting subject that we have barely touched in these three sections. Our discussions have been totally concerned with the wave-like behavior of electromagnetic radiation. We now turn our attention to the theory and experiments that suggest radiation as having additional properties in nature that are particle-like. Our understanding of wave properties and the associated theory will, however, be most useful in the following sections and chapters.

### 6.4 Energy and Momentum of Electromagnetic Radiation

Although the transmission of energy by electromagnetic waves is well known and common to everyday experiences (e.g., the energy transmitted to a closed car on a sunny day), less known is that electromagnetic waves transport momentum. In this section we will derive a relationship between the energy $\epsilon$ and momentum $p_{\epsilon}$ of an electromagnetic wave and see how, in a sense, it suggests a particle-like behavior for radiation. This relationship will be developed by capitalizing on previously established wave prop-
erties and fundamental physical relationships. In particular, consider a plane-polarized electromagnetic wave traveling in the $x$-direction to be incident on a positively charged particle at rest. The charged particle will initially experience a force

$$
\mathbf{F}_{E}=q E \mathbf{j} .
$$

due to the electric field component of the incident wave, and undergo an acceleration in the positive $y$-direction. Once the particle starts moving, however, it experiences and additional force

$$
\mathbf{F}_{B}=q \mathbf{v} \times \mathbf{B}
$$

due to the magnetic field component of the wave. Since initially $\mathbf{v}$ in this expression is in the positive $y$-direction and $\mathbf{B}$ is in the positive $z$-direction (i.e., $\mathbf{B}=B \mathbf{k}$ ), then according to the right-hand rule the particle will undergo an additional acceleration in the positive $x$-direction. Consequently, a positively charged particle at rest will have a contribution to its velocity of $v_{\mathbf{y}} \mathbf{j}$ from the electric field and $v_{x} \mathbf{i}$ from the magnetic field components of the incident electromagnetic wave. Realizing that $v_{x}$ and $v_{y}$ are rapidly varying with time, due to the alternating electric and magnetic field vectors of the wave, we can say that very quickly after the particle is exposed to the radiation it has an instantaneous velocity given by

$$
\begin{equation*}
\mathbf{v}=v_{x} \mathbf{i}+v_{y} \mathbf{j}=\frac{d x}{d t} \mathbf{i}+\frac{d y}{d t} \mathbf{j} . \tag{6.32}
\end{equation*}
$$

The acceleration of the particle is now governed by the total force

$$
\begin{equation*}
\mathbf{F}=q \mathbf{E}+q \mathbf{v} \times \mathbf{B}, \tag{6.33}
\end{equation*}
$$

where $\mathbf{v}$ is given by Equation 6.32. Combining these two equations and realizing that $\mathbf{E}=E \mathbf{j}$ and $\mathbf{B}=B \mathbf{k}$ we immediately obtain

$$
\begin{aligned}
\mathbf{F} & =q E \mathbf{j}+q\left(v_{x} \mathbf{i}+v_{y} \mathbf{j}\right) \times B \mathbf{k} \\
& =q E \mathbf{j}+q v_{x} B(-\mathbf{j})+q v_{y} B \mathbf{i},
\end{aligned}
$$

which can be expressed more simply as

$$
\begin{equation*}
\mathbf{F}=q v_{y} B \mathbf{i}+q\left(E-v_{x} B\right) \mathbf{j} . \tag{6.34}
\end{equation*}
$$

In this form, the components of force are easily recognized as

$$
\begin{align*}
& F_{x}=q v_{y} B,  \tag{6.35}\\
& F_{y}=q\left(E-v_{x} B\right) . \tag{6.36}
\end{align*}
$$

The components of force given by the last two equations can now be utilized to obtain an expression for the momentum transferred to the charged particle by invoking Newton's second law,

Newton's Second Law

$$
\begin{equation*}
\mathbf{F} \equiv \frac{d \mathbf{p}}{d t} \tag{1.16}
\end{equation*}
$$

in terms of $x$ - and $y$-components,

$$
\begin{equation*}
F_{x} \mathbf{i}+F_{y} \mathbf{j}=\frac{d p_{x}}{d t} \mathbf{i}+\frac{d p_{y}}{d t} \mathbf{j} . \tag{6.37}
\end{equation*}
$$

From Equations 6.36 and 6.37 the infinitesimal $y$-component of momentum is just

$$
\begin{align*}
d p_{y} & =F_{y} d t \\
& =q\left(E-v_{x} B\right) d t \\
& =q E d t-q B \frac{d x}{d t} d t \\
& =q E d t-q B d x . \tag{6.38}
\end{align*}
$$

Integrating over one complete cycle after substitution from Equation 6.2 and 6.4 gives

$$
\begin{align*}
p_{y} & =\int_{0}^{p_{y}} d p_{y} \\
& =q E_{m} \int_{0}^{2 \pi / \omega} \sin (k x-\omega t) d t-q B_{m} \int_{0}^{2 \pi / k} \sin (k x-\omega t) d x \\
& =-q E_{m} \int_{0}^{2 \pi / \omega} \sin (\omega t) d t-q B_{m} \int_{0}^{2 \pi / k} \sin (k x) d x=0 . \tag{6.39}
\end{align*}
$$

The two integrals in the second equality can be evaluated by using $\sin (k x$ $-\omega t)=\sin k x \cos \omega t-\sin \omega t \cos k x$ or, as illustrated, by letting $x=x_{0}$ $\equiv 0$ in the first integral and $t=t_{0} \equiv 0$ in the second integral. With the latter,
they obviously go to zero, since $\cos 2 \pi-\cos 0=1-1=0$ is obtained in both cases. In a similar manner Equations 6.35 and 6.37 give

$$
\begin{aligned}
\int_{0}^{p_{x}} d p_{x} & =\int F_{x} d t \\
& =\int q v_{y} \mathrm{Bdt} \\
& =q B \int_{0}^{y} d y,
\end{aligned}
$$

where the last integral is just over $d y$, as $B=B(x, t)$. Thus, we obtain

$$
\begin{equation*}
p_{x}=q B y \tag{6.40}
\end{equation*}
$$

for the $\mathbf{x}$-component of momentum. Since $\mathbf{p}=p_{x} \mathbf{i}+p_{y} \mathbf{j}$, then

$$
\begin{equation*}
\mathbf{p}=q B y \mathbf{i} \tag{6.41}
\end{equation*}
$$

Time Average
Momentum
for the total momentum transferred to the charged particle by one complete cycle of the electromagnetic wave. Actually, this result is valid for any number of complete cycles of the wave, as the two integrals involving the sine function still vanish. Further, even though $\mathbf{E}$ and $\mathbf{B}$ reverse direction during every cycle of the wave, with $F_{y}$ averaging to zero, the net force $F_{x}$ on the particle in the $x$-direction does not average to zero over one cycle and its direction remains constant.

By itself, Equation 6.41 is not particularly important, unless we choose a value for $q$ and estimate values for $B$ and $y$. However, it can be combined with an expression for energy to obtain a significant result. From the definitions of instantaneous power,

$$
P \equiv \frac{d W}{d t}
$$

(6.42) Instantaneous Power
and work (Equation 1.20), the energy $W$ of the electromagnetic radiation is given by

$$
\begin{equation*}
\frac{d W}{d t}=\frac{\mathbf{F} \cdot d \mathbf{r}}{d t}=\mathbf{F} \cdot \mathbf{v} \tag{6.43}
\end{equation*}
$$

where $\mathbf{F}$ and $\mathbf{v}$ are given by Equations 6.34 and 6.32. Thus,

$$
\begin{align*}
\frac{d W}{d t} & =\left[q v_{y} B \mathbf{i}+q\left(E-v_{x} B\right) \mathbf{j}\right] \cdot\left[v_{x} \mathbf{i}+v_{y} \mathbf{j}\right] \\
& =q v_{x} v_{y} B+q\left(E-v_{x} B\right) v_{y} \\
& =q E v_{y} . \tag{6.44}
\end{align*}
$$

Now, treating the differentials algebraically we obtain

$$
\begin{align*}
d W & =q E \frac{d y}{d t} d t \\
& =d E d y \tag{6.45}
\end{align*}
$$

which when integrated over one cycle,

$$
\int_{0}^{\epsilon} d W=q E \int_{0}^{y} d y
$$

gives

Time Average Energy

$$
\begin{equation*}
\epsilon=q E y . \tag{6.46}
\end{equation*}
$$

since $E=c B$ (Equation 6.11), substitution into Equation 6.46 along with the magnitude of Equation 6.41 yields
Energy-Momentum of an Electromagnetic Wave

$$
\begin{equation*}
\epsilon=p c . \tag{6.47}
\end{equation*}
$$

This result is most significant in its interpretation that as a charged particle absorbs radiant energy $\epsilon$ in the time $2 \pi / \omega$, the linear momentum $p$ transferred to the particle in the same time is $\epsilon / c$. We have in essence described a perfectly inelastic collision between the incident electromagnetic radiation and the charged particle. This is very analogous to an inelastic collision between two particles that are very dissimilar in mass. If one particle of mass $M$ is stationary and the other of mass $m \ll M$ is incident with kinetic energy $T=1 / 2 m v^{2}$, then effectively the momentum $p=2 T / v$ is transferred to the mass $M+m \approx M$ during a perfectly inelastic collusion. In this sense, the electromagnetic wave is exhibiting a particle-like behavior. Aside from this analogy, our result is totally consistent with Einsteinian relativity (Chapter 4, Section 4.5), since the energy of a particle with zero rest mass traveling at the speed $c$ is given by $E=p c$. Interestingly,

Maxwell knew of this energy-momentum relationship (Equation 6.47) for electromagnetic waves for well over thirty years before the development of the special theory of relativity. However, he was so entrenched with his differential equations of wave theory that he totally overlooked any par-ticle-like behavior of electromagnetic radiation.

### 6.5 Photoelectric Effect

Although the wave nature of light characterized by interference, diffraction, and polarization was supported by overwhelming evidence prior to the twentieth century, classical physics recognized that a quantum of electromagnetic radiation possessed momentum. Einstein's special theory of relativity (Chapter 4, Section 4.4) also acknowledged a quanta of light energy now called a photon, as possessing energy and momentum; however, the theory predicted that a photon, necessarily, has a zero rest mass and cannot be accelerated. These latter characteristics are not normally associated with a particle, such as an electron, since it can be accelerated and we can determine its mass, size, charge, and kinetic energy.

The classical wave nature of light is displaced by a quantum or particle behavior in a phenomenon known as the photoelectric effect, where a satisfactory explanation assumes a single photon to interact directly with an electron. A basic description of the photoelectric effect is the ejection of electrons from a metal surface that is irradiated by electromagnetic radiation. In general photoelectrons are produced by most metals when exposed to ultraviolet light. If visible light is incident on the alkali metals (lithium, sodium, potassium, rubidium, and cesium), the production of photoelectrons is observed. The photoelectron phenomenon was first observed by Heinrich Hertz in 1887 and later by W. Hallwachs in 1888. Hallwachs observed that ultraviolet light neutralized a negatively charged metal, whereas a positively charge body was unaffected by irradiation.

In 1898 J. J. Thomson and Philip Lenard observed the photoelectric phenomenon by experimental apparatus similar to that shown schematically in Figure 6.6. Electromagnetic radiation from the light source S causes electrically charged particles to be liberated at the cathode metal C. The deflection of these particles by a magnetic field and the determination of their specific charge by the methods described in Chapter 5, Section 5.3, identified the particles as electrons. Such electrons are called photoelectrons in reference to their source of excitation. If an electrical potential is impressed across the cathode and anode electrodes, then any photoelectrons produced at C will migrate to A as the result of Coulombic forces of attraction by A and repulsion by C. Any photoelectron current produced is measured by a micro-ammeter $\mu$-A. Further, as indicated in

Figure 6.6
An illustrative schematic of an experimental system for measurements of the photoelectric effect.

the schematic, the amount and polarity of the impressed voltage is controlled by a variable resistor R and a switching arrangement, respectively, and measured by a voltmeter V . As will be presently discussed, various types of measurements can be made using this apparatus. First, however, we will adopt the following symbolic notation that will be utilized throughout the remainder of our discussion of this phenomenon:
$I_{e}=$ photoelectron current,
$V=$ impressed electrical potential,
$I_{\epsilon}=$ intensity of the electromagnetic radiation,
$\nu=$ frequency of the electromagnetic radiation,
$\mathrm{C}=$ cathode metal material.
A plot of $I_{e}$ versus $V$ is illustrated in Figure 6.7a, where the physical measurements involved varying $V$ and measuring $I_{e}$ while $I_{\epsilon}, v$, and, C were maintained constant. Since an impressed negative voltage tends to keep photoelectrons from reaching A, then $V=-V_{s}$, the so called stopping potential, is the electrical potential required to stop the most energetic photoelectrons. Clearly, the most energetic photoelectrons would normally be the surface electrons of C , since once liberated these electrons would not loose kinetic energy by way of atomic collisions within the metal before escaping from the cathode surface. It follows that the maximum kinetic energy of a photoelectron is given by

$$
\begin{equation*}
T_{\text {max }}=e V_{s}, \tag{6.48}
\end{equation*}
$$


b.
where $e$ is the magnitude of an electron charge. It should also be observed in Figure 6.7a that for a small positive voltage impressed across C and A , the saturation current is attained, as all the photoelectrons produced reach A. Allowing the light intensity $I_{\epsilon}$ to vary results in the graph illustrated in Figure 6.7 b . The surprising result illustrated here is that $V_{s}$ and consequently $T_{\max }$ is independent of the intensity (brightness) of the incident electromagnetic radiation. If the frequency of the incident light is altered, the value of $V_{s}$ would be affected but $T_{\max }$ would still be independent of the light intensity. A similar statement could also be made for the data if C was changed.

If $V, \nu$, and C are held constant and $I_{\epsilon}$ is allowed to vary, it is possible to realize more directly how the photocurrent $I_{e}$ is dependent on the intensity of the incident light. A representative plot of this data is illustrated in Figure 6.8a. Obviously, the rate at which photoelectrons are emitted from the cathode metal is directly proportional to the intensity of light incident on it, other variables being held constant. A change in $v$ or C results in the slope of the graph being changed. Another interesting result is observed when the photocurrent $I_{e}$ is measured while allowing the electromagnetic wave frequency $v$ to vary, as depicted in Figure 6.8b. Here, two different cathode materials are used with similar results. There appears to exist in nature a minimum frequency, $\boldsymbol{v}_{0}$, for incident electromagnetic

Figure 6.7
(a), A plot of photocurrent $I$ e versus $V$ for constant $I_{\epsilon}, v$, and C. (b), A plot of $I_{e}$ versus $V$ for two values of $I_{\epsilon}$ with $\nu$ and C constant.

Figure 6.8
(a), A plot of photocurrent $I_{\mathrm{e}}$ versus $I_{\epsilon}$ for constant $\mathrm{V}, \boldsymbol{v}$, and C . (b), A plot of photocurrent $I_{e}$ versus $v$ for constant $V$ and $I_{\epsilon}$.

a.

b.
waves on a particular cathode material, below which no photoelectrons will be produced. This explains why blue light on zinc does not produce photoelectrons while ultraviolet light does. Apparently, for every metal there is a threshold frequency, $v_{0}$, necessary to produce a photoelectric effect.

In Figure 6.9a we have a plot of $V_{s}$ versus $v$ and an equally surprising observation. Photoelectrons are produced with their minimum (zero) kinetic energy at the threshold frequency of light for a particular cathode. For higher frequencies of the incident light the photoelectrons are produced with a correspondingly greater kinetic energy. A plot of $V_{s}$ versus $I_{\epsilon}$ is illustrated in Figure 6.9b for two different cathode materials. This is not a surprising result, since it is rather obvious from Figure 6.7b that the stopping potential $V_{s}$ is independent of the wave intensity $I_{\epsilon}$ of the incident electromagnetic radiation.

### 6.6 Classical and Quantum Explanations of the Photoelectric Effect

Physicists were perplexed by the experimental findings of the photoelectric phenomenon, as they were not able to explain the experimental data by treating the incident electromagnetic radiation as waves. Classical physics considers the valence electrons of a cathode metal to exist as conduction


Figure 6.9
(a), A plot of $V_{s}$ versus $v$ for constant $I_{\epsilon}$ and $C$. (b), A plot of stopping potential $V_{s}$ versus $I_{\epsilon}$ for constant $\nu$.
electrons or, essentially, free electrons. These electrons move about the metal in a fairly unrestricted manner and freely respond to any externally imposed electric field. Conduction electrons are weakly bound to the metal, however, because of the Coulombic force of attraction existing between the positively charged ionized atoms of the metal and each conduction electron. It seems reasonable that electrons (conduction electrons or valence electrons of surface atoms) could be liberated from the cathode metal by absorbing enough energy from incident electromagnetic waves. We would expect an increase in the number of electrons liberated to occur with an increase in the light intensity, in agreement with Figure 6.8a. However, the absorption of electromagnetic wave energy by electrons should occur at any frequency of incident light, so the existence of a threshold frequency in Figure 6.8b is completely contradictory to a classical wave theory.

A closer analysis of the photoelectric phenomenon by classical wave theory suggests that cathode electrons should oscillate in response to the alternating electric field of the incident electromagnetic waves. The waves should cause the electrons to vibrate with an amplitude $A_{e}$ that is directly proportional to the maximum amplitude $E_{m}$ (see Equation 6.2) of the incident wave,

$$
A_{e} \propto E_{m}
$$

Further, classical physics predicts the average kinetic energy of the photoelectrons to be directly proportional to the square of their vibrational amplitude, that is,

$$
T_{\text {avg }} \propto A_{e}^{2} .
$$

Thus, from these two proportionalities, the average kinetic energy of the photoelectrons is proportional to the square of the maximum amplitude of the incident electromagnetic waves. That is,

$$
T_{\text {avg }} \propto E_{m}^{2},
$$

but from Equation 6.26

$$
I_{\epsilon} \propto E_{m}^{2},
$$

so we have $T_{\text {avg }}$ directly proportional to the intensity of the electromagnetic wave,

$$
T_{\text {avg }} \propto I_{\epsilon} .
$$

This suggests that for electrons at the surface of the cathode metal

$$
T_{\text {avg }}=T_{\text {max }} \propto I_{\epsilon}
$$

and from Equation 6.48 we obtain the relation

$$
V_{s} \propto I_{\epsilon} .
$$

This resulting proportionality is clearly contradictory to the experimental data illustrated in Figure 6.9b, since the stopping potential for the most energetic photoelectrons is independent of the incident light intensity.

Another failure of classical physics is the prediction of a lag time between the activation of the light source and the emission of a photoelectron. We can estimate this lag time by allowing the light source to be a common helium-neon laser, which has a maximum power of

$$
P_{L}=10^{-3} \mathrm{~W}
$$

and a beam area of approximately

$$
A_{L}=10^{-4} \mathrm{~m}^{2} .
$$

The laser intensity is thus

$$
I_{\mathrm{e}}=\frac{P_{L}}{A_{L}}=10 \frac{\mathrm{~W}}{m^{2}},
$$

which falls on cathode atoms having an approximate radius (see Chapter 5, Section 5.9) of

$$
r_{a} \approx 10^{-10} \mathrm{~m}
$$

Thus, the wave energy per unit time available to a cathode atom would be

$$
\begin{align*}
P_{a} & =I_{\epsilon} A_{a} \\
& =I_{\epsilon}\left(\pi r_{a}^{2}\right) \\
& =\left(10 \frac{\mathrm{~W}}{\mathrm{~m}^{2}}\right)\left(\pi \cdot 10^{-20} \mathrm{~m}^{2}\right)=\pi \cdot 10^{-19} \frac{\mathrm{~J}}{\mathrm{~s}} \\
& =\frac{\pi \cdot 10^{-19} \mathrm{~J} / \mathrm{s}}{1.6 \times 10^{-19} \mathrm{~J} / \mathrm{eV}} \\
& \approx 2 \frac{\mathrm{eV}}{\mathrm{~s}} \tag{6.49}
\end{align*}
$$

Consequently, it should take approximately a second for a valence electron to absorb enough radiant energy ( $\sim 1$ to 2 eV ) from our laser for the production of a photoelectron. This result is not consistent with the experimental findings of E. O. Lawrence and J. W. Beams in 1927, which placed an upper limit of $10^{-9} \mathrm{~s}$ on the liberation time of photoelectrons. Our example is indeed generous, as the photoelectric effect for a sodium surface is detectable for violent light intensities on the order of $I_{\epsilon} \approx 10^{-6} \mathrm{~W} / \mathrm{m}^{2}$. In this case Equation 6.49 predicts

$$
\begin{aligned}
P_{a} & =\pi \cdot 10^{-26} \mathrm{~J} / \mathrm{s} \\
& \approx 2 \times 10^{-7} \mathrm{eV} / \mathrm{s},
\end{aligned}
$$

or a time for the absorption of 1 eV of energy per atom of

$$
\begin{aligned}
\Delta t & =\frac{1 \mathrm{eV}}{\mathrm{P}_{a}} \\
& =\left(0.5 \times 10^{7} \mathrm{~s}\right) \frac{1 \mathrm{hr}}{3600 \mathrm{~s}} \frac{1 \text { day }}{24 \mathrm{hrs}} \\
& \approx 58 \text { days. }
\end{aligned}
$$

## Planck's <br> Quantum Hypothesis

Planck's Constant

Emission Quanta

These rough classical estimates for the photoelectron liberation time are clearly inconsistent by many orders of magnitude with the phenomenon observed.

Realizing that the experimental data illustrated in Figures 6.7 through 6.9 could not be understood on the basis of the classical electromagnetic wave theory, Albert Einstein proposed an explanation in 1905 for the photoelectric phenomenon that was based on a quantum hypothesis suggested earlier by Max Planck in 1900. Planck had been concerned with an explanation of blackbody radiation and developed an empirical formula that predicted the intensity of radiation emitted by hot (luminous) bodies as a function of wavelength and the temperature of the body. He sought a theoretical basis for his formula (see Chapter 12, Section 12.6) in terms of an atomic model that considered the atoms of the blackbody to behave like small electromagnetic oscillators. He made a radical departure from classical physics by assuming an atomic oscillator (see Chapter 7, Section 7.6 for a derivation) to have an energy given by

$$
\begin{equation*}
E=n h \nu \tag{6.50}
\end{equation*}
$$

where $v$ is the oscillator frequency, $h$ is a constant, and $n$ (now called the principal quantum number) is any one number of the positive integers (i.e., $1,2,3, \ldots$.$) . The constant h$, originally estimated by Planck by fitting his formula to experimental data, is now called Planck's constant and has the value

$$
\begin{equation*}
h=6.626176 \times 10^{-34} \mathrm{~J} \cdot \mathrm{~s} . \tag{6.51}
\end{equation*}
$$

Planck's hypothesis (Equation 6.50) asserts that the energy of an atomic oscillator does not represent a continuum of energy states in accordance with classical physics but, rather, a discrete or quantized set of values. He further assumed that the oscillators could not radiate energy continuously but only in quanta, as given by

$$
\begin{equation*}
\Delta E=\Delta n h v, \tag{6.52}
\end{equation*}
$$

when the oscillator changes from one allowed energy state to another. So long as an oscillator remains in a quantized or stationary state, energy is neither emitted nor absorbed.

Although Planck recognized the energy emitted by atomic oscillators to be quantized by Equation 6.52, he considered the radiant energy to propagate through space as a continuum of electromagnetic waves. This reasoning is entirely consistent with classical physics and the discussions presented in Section 6.1. Einstein, however, reasoned that if atomic oscil-
lators could neither emit nor absorb light energy except in quantized amounts, then this suggests that electromagnetic radiation consists of quanta of energy. He postulated that the energy in a light beam propagates though space in concentrated bundles or quanta, which are now called photons, each having an energy given by

$$
\begin{equation*}
\epsilon=h \nu . \tag{6.53}
\end{equation*}
$$

Here, the Greek letter epsilon ( $\epsilon$ ) is used to denote photon energy to distinguish it from the oscillator energy $E$. Einstein was able to immediately test his hypothesis by applying the photon concept to an explanation of the photoelectric effect. He considered an incident photon to have a perfectly inelastic collision with a bound electron in the cathode metal, thereby annihilating itself and giving up its energy to the electron. Part of this energy, called the work function $W_{0}$, is consumed in liberating the electron from the metal surface, with the remainder being transformed into the electron's kinetic energy $T_{\text {max }}$. By conservation of energy, Einstein obtained

$$
\begin{equation*}
\epsilon=W_{0}+T_{\max }, \tag{6.54}
\end{equation*}
$$

where $\epsilon$ is given by Equation 6.53 and $T_{\max }=1 / 2 m_{e} \nu^{2}$. For an electron at the metal surface that receives just enough energy from a photon to be liberated $T_{\max }=0$, and Equation 6.54 combined with the requirements of Figure 6.8 b or Figure 6.9 a suggest the work function be defined by

$$
\begin{equation*}
W_{0} \equiv h \nu_{0} . \tag{6.55}
\end{equation*}
$$

Thus, Einstein's conservation of energy equation can be rewritten in the form

$$
\begin{equation*}
h v=h v_{0}+T_{\max }, \tag{6.56}
\end{equation*}
$$

which is his famous photoelectric equation. Since a photon travels at the speed of light $c=\lambda \nu$, this equation can be further modified by substituting $c / \lambda$ for $v$ or $c / \lambda_{0}$ for $\nu_{0}$, allowing for the solution of several different types of photoelectric problems given at the end of the chapter.

Einstein's equation is consistent with the experimental features of the photoelectric effect. Substitution of Equation 6.48 into Equation 6.56 and solving for $V_{s}$ gives

$$
\begin{equation*}
V_{s}=\frac{h}{e}\left(v-v_{0}\right), \tag{6.5.5}
\end{equation*}
$$

Einstein's
Photon Postulate

## Energy Conservation

## Work Function

Photoelectric Equation
which is in perfect agreement with the experimental data of Figure 6.9a. It is also obvious from the equation that $V_{s}$ is independent of the light intensity $I_{\epsilon}$ but dependent on the cathode metal work function $h \nu_{0}$, in agreement with Figure 6.9b. Furthermore, the lag time between incident light and photoelectron emission is expected to be quite small, due to the annihilation of a photon by an electron. Shortly after Einstein's published work, Robert A. Millikan confirmed the photoelectric equation and measured the value of Planck's constant $h$ from experimental data of the photoelectric phenomenon. His graph was consistent with the equation

$$
\begin{equation*}
h=\frac{\frac{1}{2} m_{e} v^{2}}{v-v_{0}} \tag{6.58}
\end{equation*}
$$

which is directly obtainable from Equation 6.56 by substitution of $T_{\max }=$ $1 / 2 m_{e} v^{2}$.

As an instructive illustration of the photoelectric equation, we will derive an equation for the change in stopping potential of photoelectrons emitted from a surface for a change in the wavelength of the incident light. With
and

$$
e\left(V_{s}\right)_{1}=\frac{h c}{\lambda_{1}}-h \nu_{0}
$$

$$
e\left(V_{s}\right)_{2}=\frac{h c}{\lambda_{2}}-h v_{0},
$$

where $c=\lambda \nu$ has been used with Equation 6.57, then

$$
\begin{equation*}
\Delta V_{s} \equiv\left(V_{s}\right)_{2}-\left(V_{s}\right)_{1}=\frac{h c}{e}\left(\frac{1}{\lambda_{2}}-\frac{1}{\lambda_{1}}\right) . \tag{6.59}
\end{equation*}
$$

Hence, the stopping potential depends on the wavelength (or frequency) of the incident photons and not on the intensity of light, in agreement with our discussion of Figure 6.7b.

Although Einstein's photon concept was strikingly successful in explaining photoelectric phenomena, it was in direct conflict with the classical wave theory of electromagnetic radiation. His quantum theory of light is fundamentally different from the wave theory of light in that neither can be approximated nor derived from the other. This case of contradictory theories is even more profound than the case of Einsteinian versus classical relativity, where the latter was seen to be an approximation
of the former. Here, we see that light has a dual property, behaving as a wave in interference and diffraction phenomena and as a particle, or photon, in the photoelectric phenomenon. Our modern view of the nature of light considers both theories as complementary to each other and as necessary for a complete description of electromagnetic radiation. This waveparticle duality in nature is discussed at length in Chapter 8; however, for now we continue our discussion with another experiment on which the photon concept is firmly based.

### 6.7 Quantum Explanation of the Compton Effect

The analysis of the photoelectric effect by Einstein did not tell us that a photon behaves like a particle with localized properties of mass and momentum. Compelling evidence of these properties was provided by Arthur H. Compton in 1923 when he analyzed the scattering of well defined incident x-rays from a metallic foil. In this investigation Compton found that incident x -rays of wavelength around $7.10 \times 10^{-11} \mathrm{~m}$ became x -rays of a slightly greater wavelength (about $7.34 \times 10^{-11} \mathrm{~m}$ ) when scattered by the electrons in a foil. In particular, Compton found the scattered wavelength $\lambda^{\prime}$ to be greater than and independent of the incident wavelength $\lambda$ of the $x$-ray photon, but the scattered photon's wavelength $\lambda^{\prime}$ was strongly dependent on the angle $\theta$ through which it was scattered.

To understand this phenomenon consider the situation depicted in Figure 6.10. Compton considered that the incident x -ray photon has a speed $c$ in accordance with Einstein's second postulate of special relativity


Figure 6.10
The scattering of an $x$ ray photon by a "bound" electron.
and a finite energy $\epsilon$ as given by Einstein's photon postulate. He further reasoned the relativistic mass of a photon to be given by

$$
\begin{equation*}
m_{\epsilon}=\Gamma\left(m_{0}\right)_{\epsilon}, \tag{6.60}
\end{equation*}
$$

where

$$
\begin{equation*}
\Gamma \equiv \frac{1}{\sqrt{1-\frac{v^{2}}{c^{2}}}}=\frac{1}{0} \tag{4.23}
\end{equation*}
$$

because $v=c$ for a photon. These equations suggest that the photon's rest mass $\left(m_{0}\right)_{\epsilon}$ must be zero,

## Photon Rest Mass

Photon Energy

Photon Momentum

$$
\begin{equation*}
\left(m_{0}\right)_{\epsilon}=0, \tag{6.61}
\end{equation*}
$$

and consequently Equation 6.60 is an indeterminate expression (i.e., $m_{\epsilon}=$ $0 / 0)$. Although previously discussed in Chapter 4 , Section 4.4 by an alternative derivation, in no way does this result imply the photon's momentum to be zero. Compton reasoned that if the relativistic energy of a photon is given by

$$
\begin{equation*}
\epsilon^{2}=p_{\epsilon}^{2} c^{2}+\left(m_{0}\right)_{\epsilon}^{2} c^{4} \tag{6.62}
\end{equation*}
$$

then for a zero rest mass its energy is simply

$$
\begin{equation*}
\epsilon=p_{\epsilon} c, \tag{6.63}
\end{equation*}
$$

which is consistent with Einsteinian relativity (Equation 4.45) and classical electrodynamics (Equation 6.47). Substituting Einstein's photon postulate (Equation 6.53) and $c=\lambda v$, Compton obtained

$$
\begin{equation*}
p_{\epsilon}=\frac{h}{\lambda} \tag{6.64}
\end{equation*}
$$

for the photon's momentum.
To obtain an expression involving the wavelengths of the incident and scattered photons, $\lambda$ and $\lambda^{\prime}$ respectively, Compton employed conservation principles. From Figure 6.10 it is easy to write down

$$
\begin{equation*}
p_{\epsilon}-p_{\epsilon}^{\prime} \cos \theta=p_{e} \cos \phi \tag{6.65}
\end{equation*}
$$

for the conservation of momentum along the $X$-axis. Likewise, the conservation of momentum along the $Y$-axis is simply

$$
\begin{equation*}
p_{\epsilon}^{\prime} \sin \theta=p_{e} \sin \phi \tag{6.66}
\end{equation*}
$$

Squaring Equations 6.65 and 6.66 and adding the results gives

$$
p_{\epsilon}^{2}+p_{\epsilon}^{\prime 2}-2 p_{\epsilon} p_{\epsilon}^{\prime} \cos \theta=p_{\mathrm{e}}^{2}
$$

(6.67) Momentum Conservation
which involves two unknowns $p_{\epsilon}$ and $p_{\epsilon}^{\prime}$. The momentum of the electron $p_{e}$ is expressible in terms of the electron's relativistic energy because

$$
\begin{equation*}
E^{2}=p_{e}^{2} c^{2}+E_{0}^{2} \tag{6.68}
\end{equation*}
$$

where, of course,

$$
\begin{equation*}
E_{0} \equiv m_{0} c^{2} \tag{4.39}
\end{equation*}
$$

Electron<br>Rest Energy

and $m_{0}$ is the rest mass of the scattered electron. Solving Equation 6.68 for $p_{e}^{2}$ yields

$$
\begin{equation*}
p_{e}^{2}=\frac{\left(E-E_{0}\right)\left(E+E_{0}\right)}{c^{2}} \tag{6.69}
\end{equation*}
$$

and using the relativistic equation of kinetic energy,

$$
T=E-E_{0}, \quad \quad \text { (4.41a) } \begin{align*}
& \text { Relativistic }  \tag{4.41a}\\
& \text { Kinetic Energy }
\end{align*}
$$

we obtain

$$
\begin{equation*}
p_{e}^{2}=\frac{T\left(T+2 E_{0}\right)}{c^{2}} \tag{6.70}
\end{equation*}
$$

Employing Equation 4.39 with Equation 6.70 gives

$$
\begin{equation*}
p_{e}^{2}=\frac{T^{2}}{c^{2}}+2 m_{0} T \tag{6.71}
\end{equation*}
$$

This result could be substituted into Equation 6.67; however, at this point the kinetic energy of the electron is unknown. It can be conveniently ex-
pressed in terms of $p_{\epsilon}$ and $p_{\epsilon}^{\prime}$ by employing the conservation of relativistic energy principle. That is,

$$
\begin{equation*}
\boldsymbol{\epsilon}+\left(m_{0}\right)_{e} c^{2}=\epsilon^{\prime}+\left(m_{0}\right)_{e} c^{2}+T, \tag{6.72}
\end{equation*}
$$

which immediately reduces to

$$
\begin{equation*}
T=\epsilon-\epsilon^{\prime}=c\left(p_{\epsilon}-p_{\epsilon}^{\prime}\right) \tag{6.73}
\end{equation*}
$$

by utilization of Equation 6.63. At this point, substitution of Equation 6.73 into Equation 6.71 yields another expression for the electron's momentum in terms of the photon momenta $p_{\epsilon}$ and $p_{\epsilon}^{\prime}$, that is,

Energy Conservation
Now, $p_{e}^{2}$ in this equation can be substituted into Equation 6.67 to obtain

$$
\begin{equation*}
\frac{p_{\epsilon}-p_{\epsilon}^{\prime}}{p_{\epsilon} p_{\epsilon}^{\prime}}=\frac{1}{m_{0} c}(1-\cos \theta) . \tag{6.75}
\end{equation*}
$$

This result can be written in a more amenable form, since

$$
\begin{equation*}
\frac{p_{\epsilon}-p_{\epsilon}^{\prime}}{p_{\epsilon} p_{\epsilon}^{\prime}}=\frac{1}{p_{\epsilon}^{\prime}}-\frac{1}{p_{\epsilon}}-\frac{\lambda^{\prime}-\lambda}{h} \tag{6.76}
\end{equation*}
$$

where Equation 6.64 has been used in obtaining the last equality. The wellknown Compton equation is now easily obtained by substitution of Equation 6.76 into Equation 6.75. That is,

$$
\begin{equation*}
\lambda^{\prime}-\lambda=\lambda_{C}(1-\cos \theta), \tag{6.77}
\end{equation*}
$$

where the so-called Compton wavelength, $\lambda_{C}$, is defined by

$$
\begin{equation*}
\lambda_{C} \equiv \frac{h}{m_{0} c} . \tag{6.78}
\end{equation*}
$$

Equation 6.77 shows that the increase in the scattered x -ray wavelength ( $\lambda^{\prime}-\lambda$ ) is dependent on only the scattering angle $\theta$ and the constant

$$
\begin{equation*}
\lambda_{\mathrm{C}}=2.42631 \times 10^{-12} \mathrm{~m} . \tag{6.7.7}
\end{equation*}
$$

This rather surprising theoretical prediction was later verified by many experiments. Compton's theory provides a particularly strong case for the existence of electromagnetic quanta; stronger even than Einstein's analysis of the photoelectric effect.

As an instructive example of the Compton analysis, we will consider whether or not a free electron at rest can annihilate a photon and thereby obtain a nonzero kinetic energy. Assuming the annihilation of the photon to occur, then the conservation of momentum requires that the momentum of the photon before the perfectly inelastic collision be equal to the momentum of the electron after the collision. That is,

$$
p_{\epsilon}=p_{e},
$$

which upon multiplication by the speed of light yields

$$
\begin{align*}
\epsilon & =p_{\epsilon} c=p_{e} c \\
& =\sqrt{E^{2}-E_{0}^{2}} \\
& =\sqrt{\left(E-E_{0}\right)\left(E+E_{0}\right)} \\
& =\sqrt{T\left(T+2 E_{0}\right)} \tag{6.80}
\end{align*}
$$

where Equations 6.63, 6.68, and 4.41a have been employed. Conservation of relativistic energy requires the energy of the photon plus the rest energy of the electron before the collision be equal to the energy of motion of the electron after the collision. That is, $\epsilon+E_{0}=E$, which immediately becomes

$$
\begin{equation*}
\epsilon=T \tag{6.81}
\end{equation*}
$$

from Equation 4.41a. The obvious contradiction between these last two numbered equations indicates that such a process (the annihilation of a photon by a free electron) could never occur in nature.

As a more practical example of the Compton equation, consider an incident photon of wavelength $7.10 \times 10^{-11} \mathrm{~m}$ colliding with a bound electron in such a manner that a scattered photon occurs at an $88^{\circ}$ angle. Clearly, the scattered wavelength is given by

$$
\begin{aligned}
\lambda^{\prime} & =\lambda+\lambda_{C}(1-\cos \theta) \\
& =7.10 \times 10^{-11} \mathrm{~m}+\left(2.43 \times 10^{-12} \mathrm{~m}\right)(1-0.035) \\
& =7.34 \times 10^{-11} \mathrm{~m} .
\end{aligned}
$$

The energy of the scattered electron is obtainable from Equation 6.72 with the aid of Einstein's photon postulate $\epsilon=h \nu$ and $c=\lambda \nu$, that is

$$
\begin{equation*}
\frac{h c}{\lambda}=\frac{h c}{\lambda^{\prime}}+T . \tag{6.82}
\end{equation*}
$$

With the value of $h$ taken from Equation 6.51 we have

$$
h c \approx \frac{\left(6.63 \times 10^{-34} \mathrm{~J} \cdot \mathrm{~s}\right)\left(3.00 \times 10^{8} \mathrm{~m} / \mathrm{s}\right)}{1.60 \times 10^{-19} \mathrm{~J} / \mathrm{eV}},
$$

which reduces nicely to

$$
\begin{equation*}
h c=12.4 \times 10^{-7} \mathrm{~m} \cdot \mathrm{eV} \tag{6.83}
\end{equation*}
$$

Now, Equation 6.82 yields

$$
\begin{aligned}
T & =h c\left(\frac{1}{\lambda}-\frac{1}{\lambda^{\prime}}\right) \\
& =\left(12.4 \times 10^{-7} \mathrm{~m} \cdot \mathrm{eV}\right)\left(\frac{1}{7.10 \times 10^{-11} \mathrm{~m}}-\frac{1}{7.34 \times 10^{-11} \mathrm{~m}}\right) \\
& =571 \mathrm{eV}
\end{aligned}
$$

for the kinetic energy of the scattered electron. Of course this is rather small when compared to the electron's rest energy of

$$
\begin{equation*}
E_{0} \equiv m_{0} c^{2}=5.12 \times 10^{5} \mathrm{eV} \tag{6.84}
\end{equation*}
$$

### 6.8 Relativistic Doppler Effect Revisited

As a last example of the quantization of electromagnetic radiation, we consider the consistency between Einstein's photon postulate (Equation 6.53) and his special theory of relativity. It seems reasonable that since a photon has energy related to its frequency, then the relativistic frequency transformations (Chapter 3, Section 3.6) should be derivable from the relativistic energy transformations (Chapter 4, Section 4.6). As a particular example, we imagine a source (emitter) of monochromatic photons to be at the origin of coordinates of system $\mathrm{S}^{\prime}$ and an observer (receiver) to be at the origin of $S$. The photons in $S^{\prime}$ have energy denoted by $\epsilon^{\prime}$, while observers in $S$ denote their energy as $\epsilon$. These two energy quantities should
transform according to Equations 4.68 and 4.69 , with $E$ and $E^{\prime}$ being replaced accordingly by $\epsilon$ and $\epsilon^{\prime}$. That is, Equation 4.68 becomes

$$
\begin{equation*}
\epsilon=\gamma\left(\epsilon^{\prime}+p_{x}^{\prime} u\right) \tag{6.85}
\end{equation*}
$$

where $p_{x}^{\prime}$ is interpreted as the momentum of the photon in the $x$-direction. Since the emitter of photons in $S^{\prime}$ must be allowed to approach $S$ from the left, pass S , and then recede from S to the right, then the photons emission angle $\theta^{\prime}$ relative to the $X^{\prime}$-axis must vary from 0 to $\pi$. Accordingly, $p_{x}^{\prime}$ in Equation 6.85 is replaced by

$$
\begin{equation*}
p_{x}^{\prime}=p_{\epsilon}^{\prime} \cos \theta^{\prime} \tag{6.86}
\end{equation*}
$$

which can be rewritten as

$$
\begin{equation*}
p_{x}^{\prime}=\frac{\epsilon^{\prime} \cos \theta^{\prime}}{c} \tag{6.87}
\end{equation*}
$$

from Equation 6.63 (or Equation 6.47). Thus, Equation 6.85 becomes

$$
\begin{align*}
\epsilon & =\gamma\left[\epsilon^{\prime}+\epsilon^{\prime} \cos \theta^{\prime}\left(\frac{u}{c}\right)\right] \\
& =\gamma \epsilon^{\prime}\left(1+\beta \cos \theta^{\prime}\right) \tag{6.88}
\end{align*}
$$

where Equation 2.5 for $\beta$ has been utilized in the second equality. Now, using Einstein's photon postulate $\epsilon=h \nu$ and $\epsilon^{\prime}=h v^{\prime}$, our last equation immediately becomes

$$
\begin{equation*}
v=\gamma v^{\prime}\left(1+\beta \cos \theta^{\prime}\right) \tag{6.89}
\end{equation*}
$$

## Doppler Effect

This equation is a general transformation formula for the relativistic Doppler effect for emitted photons of proper frequency $v^{\prime}$ and their frequency $v$ measured by an inertial observer. The inverse of this equation, given by

$$
v^{\prime}=\gamma v(1+\beta \cos \theta),
$$

(6.90) Inverse Doppler Effect
can be derived by analogous arguments with Equation 4.69 for the situation where photons are emitted from system $S$ and detected by an inertial observer in $\mathrm{S}^{\prime}$.

Because of the angle $\left(\theta\right.$ or $\left.\theta^{\prime}\right)$ variable in the Doppler effect equations, three different phenomena are easily predicted. First consider Equation
6.89 and the case where the emitter of photons $\mathrm{S}^{\prime}$ is approaching the observer in S from the left. In this instance the photons are emitted at the angle $\theta^{\prime}=0$, with respect to the positive $X^{\prime}$-axis, and the frequency detected in S is given by

$$
\begin{equation*}
v=\gamma \nu^{\prime}(1+\beta), \tag{6.91}
\end{equation*}
$$

since $\cos 0^{\circ}=1$. Further, since

$$
\begin{equation*}
\gamma(1 \pm \beta)=\frac{1}{\gamma(1 \mp \beta)} \tag{6.92}
\end{equation*}
$$

(see Chapter 3, Section 3.6 and Problem 3.18), then Equation 6.91 becomes

Approaching Case

$$
\begin{equation*}
v=\frac{v^{\prime}}{\gamma(1-\beta)}, \tag{6.93}
\end{equation*}
$$

which is identical to our previously derived result given by Equation 3.47. When $\mathrm{S}^{\prime}$ passes $\mathrm{S}, \theta^{\prime}=\pi / 2$ and Equation 6.89 gives

$$
\begin{equation*}
\nu=\gamma \nu^{\prime}, \tag{6.94}
\end{equation*}
$$

which is a new transverse Doppler effect not previously considered in Chapter 3, Section 3.6. When $S^{\prime}$ is receding from S, $\theta^{\prime}=\pi$ and Equation 6.89 yields

$$
v=\gamma \nu^{\prime}(1-\beta),
$$

which immediately reduces to

$$
\begin{equation*}
v=\frac{v^{\prime}}{\gamma(1+\beta)} \tag{6.95}
\end{equation*}
$$

by using the identity given in Equation 6.92. Thus, the general Doppler effect equation for photons emitted from $S^{\prime}$ to $S$ (Equation 6.89) yields identical results for the longitudinal phenomena previously derived in Chapter 3, Section 3.6, and it predicts a transverse phenomenon not previously considered. Crucial to the derivation was the assumption that electromagnetic radiation propagates as quanta of energy, as defined quantitatively by Einstein's photon postulate. Consequently, the concept of
photons propagating at the speed of light $c$ with energy given by $\epsilon=h \nu$ and momentum $p_{\epsilon}=\epsilon / c$ is entirely consistent with Einsteinian relativity.

The inverse situation, where light is emitted from $S$ and detected in $S^{\prime}$, is directly obtained from Equation 6.90. For the three cases we obtain

$$
\begin{aligned}
& \theta=0 \rightarrow v^{\prime}=\frac{v}{\gamma(1+\beta)}, \\
& \theta=\frac{\pi}{2} \rightarrow v^{\prime}=\gamma v \\
& \theta=\pi \rightarrow v^{\prime}=\frac{v}{\gamma(1-\beta)}
\end{aligned}
$$

(6.96) S Approaching $S^{\prime}$
(6.97) S Passing $\mathrm{S}^{\prime}$
(6.98) S Receding $\mathrm{S}^{\prime}$

Although the first and last results are directly obtained from Equations 6.93 and 6.95 by algebra, the proper frequency here is denoted by $v$ and not $\nu^{\prime}$. Further, the transverse effect is clearly an example of the time dilation phenomenon.

## Review of Fundamental and Derived Equations

A listing of the fundamental equations of classical and relativistic dynamics used in this chapter is presented below, along with newly introduced physical constants and fundamental postulates. Further, equations derived from the wave theory and quantum theory of electromagnetic radiation are separated in logical listings that parallel their development in each section of the chapter.

## FUNDAMENTAL EQUATIONS—CLASSICAL PHYSICS

$$
\begin{array}{ll}
\mathbf{F} \equiv \frac{d \mathbf{p}}{d t} & \\
\text { Newton's Second Law } \\
d W \equiv \mathbf{F} \cdot d \mathbf{r} & \\
\text { Infinitesimal Work } \\
T=\frac{1}{2} m v^{2} & \\
\text { Kinetic Energy } \\
P \equiv \frac{d W}{d t} & \\
F_{\mathrm{C}} \equiv k \frac{q Q}{r^{2}} & \\
\mathbf{E} \equiv \frac{\text { Instantaneous Power }}{q} & \\
\text { Electric Field Intensity }
\end{array}
$$

$$
\begin{array}{rlrl}
V & \equiv \frac{W}{q} & & \text { Electric Potential } \\
\mathbf{B} & \equiv \frac{\mathbf{F}}{m^{\prime}} & & \text { Magnetic Induction } \\
\mathbf{F}_{B}=q \mathbf{v} \times \mathbf{B} & & \text { Lorentz Force Equation } \\
c & =\lambda v & & \text { Speed of Light in a Vac } \\
n & \equiv \frac{c}{v} & & \text { Index of Refraction } \\
\omega & =2 \pi v & & \text { Angular Speed } \\
k & \equiv \frac{2 \pi}{\lambda} & & \text { Wave Number } \\
\mathbf{E}=E_{m} \sin (k x-\omega t) \mathbf{j} & & \text { Electric Field Vector } \\
\mathbf{B}=B_{m} \sin (k x-\omega t) \mathbf{k} & & \text { Magnetic Field Vector } \\
\nabla \times \mathbf{E}=-\frac{\partial \mathbf{B}}{\partial t} & & \text { Maxwell's Equation } \\
\mathbf{S} \equiv \frac{1}{\mu_{0}} \mathbf{E} \times \mathbf{B} & & \text { Poynting Vector } \\
S=\frac{1}{A} \frac{d \epsilon}{d t} & & \text { Instantaneous Intensity } \\
\langle f(t)\rangle \equiv \frac{1}{T} \int_{0}^{T} f(t) d t & & \text { Time Average } \\
I_{\epsilon}=\langle S\rangle & & \text { Time Average Intensity }
\end{array}
$$

## FUNDAMENTAL EQUATIONS—EINSTEINIAN RELATIVITY

$$
\begin{array}{ll}
m=\Gamma m_{0} & \text { Relativistic Mass } \\
E_{0} \equiv m_{0} c^{2} & \text { Rest Energy } \\
E \equiv m c^{2} & \text { Total Energy } \\
T=E-E_{0} & \text { Kinetic Energy } \\
E^{2}=E_{0}^{2}+p^{2} c^{2} & \text { Energy-Momentum Invariant } \\
E=\gamma\left(E^{\prime}+p_{x}^{\prime} u\right) & \text { Energy Transformation }
\end{array}
$$

## NEW PHYSICAL CONSTANTS

$$
\begin{aligned}
\mu_{0} & \equiv 4 \pi \times 10^{-7} \frac{\mathrm{~N}}{\mathrm{~A}^{2}} & & \text { Permeability Constant } \\
h & =6.626176 \times 10^{-34} \mathrm{~J} \cdot s & & \text { Planck's Constant } \\
\lambda_{C} & =\frac{h}{m_{e} c} & & \text { Compton Wavelength } \\
& =2.42631 \times 10^{-12} \mathrm{~m} & &
\end{aligned}
$$

## FUNDAMENTAL POSTULATES

## Atomic Oscillators

$$
\begin{aligned}
& E=n h v \\
& \Delta E=\Delta n h v
\end{aligned}
$$

# Planck's Quantum Hypothesis 

Emission Quanta

## Electromagnetic Radiation

$$
\epsilon=h \nu
$$

## Einstein's Photon Postulate

## DERIVED EQUATIONS—ELECTROMAGNETICWAVES

Intensity, Pressure, and Power

$$
\begin{aligned}
c & =\frac{\omega}{k} & & \text { Speed of Light versus Wave Number } \\
\mathrm{E} & =\mathrm{B} \times \mathrm{c} & & \text { Plane Electromagnetic Waves } \\
\frac{S}{c} & =\frac{d \epsilon}{d V} & & \text { Energy Density } \\
& =\frac{F_{\epsilon}}{A} & &
\end{aligned}
$$

$$
\begin{aligned}
S & =\frac{E^{2}}{\mu_{0} c} & & \text { Instantaneous Intensity } \\
I_{\epsilon} & =\langle S\rangle & & \\
& =\frac{E_{m}^{2}}{2 \mu_{0} c} & & \text { Time Average Intensity } \\
\langle P\rangle & =I_{\epsilon} A & & \\
& =\frac{E_{m}^{2} A}{2 \mu_{0} c} & & \text { Time Average Power }
\end{aligned}
$$

## Diffraction

$$
2 d \sin \theta=n \lambda
$$

## Energy and Momentum

$$
\begin{aligned}
\mathbf{F} & =q \mathbf{E}+q \mathbf{v} \times \mathbf{B} \\
& =q v_{y} B \mathbf{i}+q\left(E-v_{x} B\right) \mathbf{j}
\end{aligned}
$$

$$
\mathbf{p}=\mathbf{i} \int F_{x} d t+\mathbf{j} \int F_{y} d t=q B y \mathbf{i} \quad \text { Time Average Momentum }
$$

$$
\epsilon=\int_{0}^{\epsilon} d W=q E y
$$

$$
\epsilon=p c
$$

Time Average Energy
Energy-Momentum Relation

## DERIVED EQUATIONS—ELECTROMAGNETIC QUANTA

## Photoelectric Effect

$$
\begin{aligned}
& \epsilon=W_{0}+T_{\max } \\
& W_{0} \equiv h v_{0} \\
& V_{s}=\frac{T_{\max }}{e} \\
& h \nu=h v_{0}+T_{\max }
\end{aligned}
$$

Conservation of Energy
Work Function
Stopping Potential
Photoelectric Equation

## Compton Effect

$$
\begin{array}{ll}
m_{\epsilon}=\Gamma\left(m_{0}\right)_{\epsilon}=(1 / 0) 0 & \text { Photon Relativistic Mass } \\
\epsilon=p_{\epsilon} c & \text { Photon Total Energy } \\
p_{\epsilon}=h / \lambda & \text { Photon Momentum } \\
E_{0}=m_{0} c^{2} & \text { Electron Rest Energy } \\
E^{2}=p_{e}^{2} c^{2}+E_{0}^{2} & \text { Electron Total Energy } \\
T=E-E_{0} & \text { Electron Kinetic Energy } \\
p_{\epsilon}^{2}+p_{\epsilon}^{\prime 2}-2 p_{\epsilon} p_{\epsilon}^{\prime} \cos \theta=p_{e}^{2} & \text { Momentum Conservation } \\
\epsilon+\left(m_{0}\right)_{e} c^{2}=\epsilon^{\prime}+\left(m_{0}\right)_{e} c^{2}+T & \text { Energy Conservation } \\
p_{\epsilon}^{2}+p_{\epsilon}^{\prime 2}-2 p_{\epsilon} p_{\epsilon}^{\prime}+2 m_{0} c\left(p_{\epsilon}-p_{\epsilon}^{\prime}\right)=p_{e}^{2} & \text { Energy Conservation } \\
\lambda^{\prime}-\lambda=\lambda_{\mathrm{C}}(1-\cos \theta) & \text { Compton Equation }
\end{array}
$$

## Doppler Effect $S^{\prime} \rightarrow S$

$$
\begin{aligned}
\epsilon & =\gamma\left(\epsilon^{\prime}+p_{x}^{\prime} u\right) \\
& =\gamma\left(\epsilon^{\prime}+\beta \epsilon^{\prime} \cos \theta^{\prime}\right) \\
\nu & =\gamma \nu^{\prime}\left(1+\beta \cos \theta^{\prime}\right) \\
\nu & =\frac{v^{\prime}}{\gamma(1-\beta)} \\
\nu & =\gamma \nu^{\prime} \\
\nu & =\frac{v^{\prime}}{\gamma(1+\beta)}
\end{aligned}
$$

Energy Transformation
Frequency Transformation
Approaching Case

Receding Case

$$
\nu=\gamma \nu^{\prime} \quad \text { Transverse Case }
$$

## Problems

6.1 An observer is 1.0 m from a point source of light whose power output is 1.5 kW . What are the maximum amplitudes of the electric and magnetic field vectors at that point, if the source radiates monochromatic plane waves uniformly in all directions?

## Solution:

With $r=1.0 \mathrm{~m}$ and $P=1.5 \times 10^{3} \mathrm{~W}, E_{m}$ is obtainable from Equation 6.27,

$$
\langle P\rangle=\frac{E_{m}^{2} A}{2 \mu_{0} c},
$$

with A being replaced by the area of a sphere of radius $r$,

$$
A=4 \pi r^{2}
$$

Thus, we find the maximum amplitude of the electric field vector to be

$$
\begin{aligned}
E_{m} & =\frac{1}{r}\left(\frac{\mu_{0} c P}{2 \pi}\right)^{1 / 2} \\
& =\left(\frac{1}{1.0 \mathrm{~m}}\right)\left[\frac{\left(4 \pi \times 10^{-7} \mathrm{~N} / \mathrm{A}^{2}\right)\left(3 \times 10^{8} \mathrm{~m} / \mathrm{s}\right)\left(1.5 \times 10^{3} \mathrm{~W}\right)}{2 \pi}\right]^{1 / 2} \\
& =\left(\frac{1}{1.0 \mathrm{~m}}\right)\left(3 \times 10^{2} \frac{\mathrm{~N} \cdot \mathrm{~m}}{\mathrm{~A} \cdot \mathrm{~s}}\right) \\
& =3 \times 10^{2} \frac{\mathrm{~V}}{\mathrm{~m}}
\end{aligned}
$$

From knowledge of $E_{m}$, the maximum amplitude of the magnetic field vector is easily obtained by using the relation $E_{m}=c B_{m}$ (Equation 6.10). That is,

$$
B_{m}=\frac{E_{m}}{c}=\frac{3 \times 10^{2} \mathrm{~V} / \mathrm{m}}{3 \times 10^{8} \mathrm{~m} / \mathrm{s}}=10^{-6} \mathrm{~T}
$$

6.2 If a NaCl crystal is irradiated by x-rays of 0.250 nm wavelength and the first Bragg reflection is observed at $26.4^{\circ}$, what is the atomic spacing of the crystal?

$$
\text { Answer: } \quad d=2.81 \times 10^{-10} \mathrm{~m}
$$

6.3 A laser beam of energy flux $60 \mathrm{~W} / \mathrm{m}^{2}$ falls on a square metal surface of edge 10 mm for one hour. Assuming total absorption of the beam by the metal, find the momentum delivered to the metal surface during the irradiation time.

Solution:
Knowing $S=60 \mathrm{~W} / \mathrm{m}^{2}, A=(10 \mathrm{~mm})^{2}$, and $\Delta t=3.6 \times 10^{3} \mathrm{~s}$, the total momentum $p_{t}$ of the laser beam transferred to the metal surface is similar to Equation 6.47,

$$
p=\frac{\epsilon}{c} .
$$

The total radiation energy $W_{\epsilon}$ is calculated using

$$
W_{\epsilon}=S A \Delta t,
$$

thus we have for the total momentum

$$
\begin{aligned}
p_{t} & =\frac{S A \Delta t}{c} \\
& =\frac{\left(60 \mathrm{~W} / \mathrm{m}^{2}\right)(10 \mathrm{~mm})^{2}\left(3.6 \times 10^{3} \mathrm{~s}\right)}{3 \times 10^{8} \mathrm{~m} / \mathrm{s}} \\
& =7.2 \times 10^{-8} \frac{\mathrm{~kg} \cdot \mathrm{~m}}{\mathrm{~s}} .
\end{aligned}
$$

6.4 Photons of $2 \times 10^{-27} \mathrm{~kg} \cdot \mathrm{~m} / \mathrm{s}$ momentum are incident normally to a $10 \mathrm{~cm}^{2}$ surface. If the intensity of the photons is $30 \times 10^{-2} \mathrm{~W} / \mathrm{m}^{2}$, how many photons strike the surface per second?

Answer: $\quad \frac{N}{t}=5 \times 10^{14} \frac{\text { photons }}{\text { second }}$
6.5 If a radio station operates at 110 MHz with a power output of 300 kW , what is the rate of emission of photons from the station?

Solution:
With $P=3 \times 10^{5} \mathrm{~W}$ and $v=1.10 \times 10^{8} \mathrm{~Hz}$, a dimensional analysis gives

$$
\begin{aligned}
\frac{N}{t} & =\frac{N \epsilon}{t \epsilon}=\frac{W_{\epsilon}}{t \epsilon}=\frac{P}{\epsilon}=\frac{P}{h v} \\
& =\frac{3 \times 10^{5} \mathrm{~J} / \mathrm{s}}{\left(6.63 \times 10^{-34} \mathrm{~J} \cdot \mathrm{~s}\right)\left(1.10 \times 10^{8} / \mathrm{s}\right)} \\
& =4.11 \times 10^{30} \frac{\text { photons }}{\text { second }}
\end{aligned}
$$

where Einstein's photon postulate have been used.
6.6 Find the wavelength of the photon that will just liberate an electron of 20 eV binding energy in a cathode metal.

Answer: $\quad \lambda_{0}=6.20 \times 10^{-8} \mathrm{~m}$
6.7 What is the energy in eV and momentum in $\mathrm{kg} \cdot \mathrm{m} / \mathrm{s}$ of ultraviolet photons of wavelength 310 nm ?

## Solution:

With $\lambda=3.1 \times 10^{-7} \mathrm{~m}$ and Einstein's photon postulate,

$$
\epsilon=h v=\frac{h c}{\lambda},
$$

we obtain

$$
\begin{aligned}
\epsilon & =\frac{12.4 \times 10^{-7} \mathrm{~m} \cdot \mathrm{eV}}{3.1 \times 10^{-7} \mathrm{~m}} \\
& =4 \mathrm{eV}
\end{aligned}
$$

where $h c$ given by Equation 6.83 has been used. From this result and the relation $\boldsymbol{\epsilon}=p c$, the momentum of the ultraviolet photon is

$$
\begin{aligned}
p_{\epsilon} & =\frac{\epsilon}{c} \\
& =\frac{4 \mathrm{eV}}{3 \times 10^{8} \mathrm{~m} / \mathrm{s}}\left(1.6 \times 10^{-19} \frac{\mathrm{~J}}{\mathrm{eV}}\right) \\
& =2.13 \times 10^{-27} \frac{\mathrm{~kg} \cdot \mathrm{~m}}{\mathrm{~s}} .
\end{aligned}
$$

Alternatively, since

$$
\epsilon=p_{\epsilon} c=\frac{h c}{\lambda},
$$

we could have used (see Equation 6.64)

$$
\begin{aligned}
p_{\epsilon} & =\frac{h}{\lambda} \\
& =\frac{6.63 \times 10^{-34} \mathrm{~J} \cdot \mathrm{~s}}{3.10 \times 10^{-7} \mathrm{~m}} \\
& =2.14 \times 10^{-27} \frac{\mathrm{~kg} \cdot \mathrm{~m}}{\mathrm{~s}}
\end{aligned}
$$

The difference in these two answers results from rounding-off errors in our conversion from electron-volts to Joules.
6.8 Assuming the kinetic energy of photoelectrons to be negligibly small, find the threshold frequency for the production of photoelectrons emitted by incident light of $6 \times 10^{-7} \mathrm{~m}$ wavelength.

Answer: $\quad \nu_{0}=5 \times 10^{14} \mathrm{~Hz}$
6.9 Assuming the work function of sodium to be negligibly small, what is the velocity of photoelectrons resulting from incident light of $3 \times 10^{-8}$ m wavelength?

## Solution:

We know $W_{0}=0$ and $\lambda=3 \times 10^{-8} \mathrm{~m}$, and we need to find $v_{e}$. Since

$$
\epsilon=W_{0}+T_{\max },
$$

then with $\epsilon=h c / \lambda$ and $T_{\text {max }}=1 / 2 m v_{e}^{2}$, we have

$$
\frac{h c}{\lambda}=0+\frac{1}{2} m v_{e}^{2},
$$

which can be solved for $v_{e}$ to obtain

$$
\begin{aligned}
v_{e} & =\left(\frac{2 h c}{m \lambda}\right)^{1 / 2} \\
& =\left[\frac{2\left(6.63 \times 10^{-34}\right)\left(3 \times 10^{8}\right)}{\left(9.11 \times 10^{-31}\right)\left(3 \times 10^{-8}\right)}\right]^{1 / 2} \\
& =3.82 \times 10^{6} \frac{\mathrm{~m}}{\mathrm{~s}} .
\end{aligned}
$$

6.10 Incident light on a cathode metal has a wavelength of $2.00 \times 10^{-7}$ m . If the kinetic energy of the photoelectrons produced range from zero to $6 \times 10^{-19} \mathrm{~J}$, find the stopping potential for the incident light and the threshold wavelength for the metal.

Answer: $\quad V_{s}=3.75 \mathrm{~V}, \lambda_{0}=5.06 \times 10^{-7} \mathrm{~m}$
6.11 If the largest wavelength for photoelectron emission from potassium is $5000 \AA$, what is the maximum kinetic energy of photoelectrons produced by illumination of 2000 Å light?

## Solution:

In this problem we know $\lambda_{0}=5 \times 10^{-7} \mathrm{~m}, \lambda=2 \times 10^{-7} \mathrm{~m}$, and need to find $T_{\max }$. Using Einstein's photoelectric equation we have

$$
\begin{aligned}
T_{\max } & =h v-h v_{0} \\
& =h c\left(\frac{1}{\lambda}-\frac{1}{\lambda_{0}}\right) \\
& =\left(12.4 \times 10^{-7} \mathrm{~m} \cdot \mathrm{eV}\right)\left(5 \times 10^{6} \mathrm{~m}^{-1}-2 \times 10^{6} \mathrm{~m}^{-1}\right) \\
& =3.72 \mathrm{eV} .
\end{aligned}
$$

6.12 The threshold frequency of beryllium is $9.4 \times 10^{14} \mathrm{~Hz}$. Assume light of wavelength $1 / 2 \lambda_{0}$ illuminates beryllium, what is the maximum kinetic en-
ergy in electron volts of emitted photoelectrons?
Answer: $\quad T_{\text {max }}=3.90 \mathrm{eV}$
6.13 What is the threshold wavelength for a cathode material of 3.75 V stopping potential, if the incident light has a momentum of $3.315 \times 10^{-27}$ $\mathrm{kg} \cdot \mathrm{m} / \mathrm{s}$ ?

## Solution:

Knowing $V_{s}=3.75 \mathrm{~V}$ and $p_{\epsilon}=3.315 \times 10^{-27} \mathrm{~kg} \cdot \mathrm{~m} / \mathrm{s}$, then an equation for $\lambda_{0}$ in terms of $V_{s}$ and $p_{\epsilon}$ must be derived. From Einstein's photoelectric equation

$$
\epsilon=W_{0}+T_{\max }
$$

we have

$$
p_{\epsilon} c=\frac{h c}{\lambda_{0}}+e V_{s},
$$

which immediately yields

$$
\begin{aligned}
\lambda_{0} & =\frac{h c}{p_{\epsilon} c-e V_{s}} \\
& =\frac{\left(6.63 \times 10^{-34} \mathrm{~J} \cdot \mathrm{~s}\right)\left(3 \times 10^{8} \mathrm{~m} / \mathrm{s}\right)}{\left(3.315 \times 10^{-27} \mathrm{~kg} \cdot \mathrm{~m} / \mathrm{s}\right)\left(3 \times 10^{8} \mathrm{~m} / \mathrm{s}\right)-\left(1.6 \times 10^{-19} \mathrm{C}\right)(3.75 \mathrm{~V})} \\
& =5.04 \times 10^{-7} \mathrm{~m}
\end{aligned}
$$

6.14 What is the maximum speed of a photoelectron resulting from an incident photon of momentum $3.31 \times 10^{-27} \mathrm{~kg} \cdot \mathrm{~m} / \mathrm{s}$, if the threshold wavelength is $5.06 \times 10^{-7} \mathrm{~m}$ ?

Answer: $v_{e}=1.15 \times 10^{6} \frac{\mathrm{~m}}{\mathrm{~s}}$
6.15 If the scattering angle is $90^{\circ}$, what is the increase in the scattered photon's wavelength in a Compton experiment?

## Solution:

The wavelength $\lambda^{\prime}$ of the scattered photon is greater than that of the incident photon, as given by the Compton equation. That is,

$$
\begin{aligned}
\lambda^{\prime}-\lambda & =\lambda_{C}(1-\cos \theta) \\
& =\left(2.43 \times 10^{-12} \mathrm{~m}\right)(1-0) \\
& =2.43 \times 10^{-12} \mathrm{~m} .
\end{aligned}
$$

6.16 If a $0.2 \AA$ x-ray photon in a Compton experiment is scattered through an angle of $60^{\circ}$, what is the fractional change $\left(\lambda^{\prime}-\lambda\right) / \lambda$ in the wavelength?

$$
\text { Answer: } \quad \frac{\lambda^{\prime}-\lambda}{\lambda}=0.0608
$$

6.17 If a Compton electron attains a kinetic energy of 0.024 MeV when an incident x-ray photon of energy 0.124 MeV strikes it, then what is the wavelength of the scattered photon?

## Solution:

With $T=2.4 \times 10^{4} \mathrm{eV}$ and $\epsilon=1.24 \times 10^{5} \mathrm{eV}, \lambda^{\prime}$ can be obtained from the conservation of energy requirement for the Compton experiment. That is, from Equation 6.72,

$$
\boldsymbol{\epsilon}=\epsilon^{\prime}+T,
$$

with the substitution

$$
\epsilon^{\prime}=p^{\prime} c=\frac{h c}{\lambda^{\prime}}
$$

we obtain

$$
\begin{aligned}
\lambda^{\prime} & =\frac{h c}{\epsilon-T} \\
& =\frac{12.4 \times 10^{-7} \mathrm{~m} \cdot \mathrm{eV}}{10^{5} \mathrm{eV}} \\
& =1.24 \times 10^{-11} \mathrm{~m} .
\end{aligned}
$$

6.18 What is the increase in the scattered wavelength of an x-ray photon, if the Compton electron attains a kinetic energy of 0.024 MeV from an incident photon of 0.124 MeV energy?

Answer: $\quad \lambda^{\prime}-\lambda=2.4 \times 10^{-12} \mathrm{~m}$
6.19 What angle does the scattered photon of Problem 6.17 make with respect to the direction of the incident photon?

## Solution:

Knowing $\epsilon=1.24 \times 10^{5} \mathrm{eV}$ and $\lambda^{\prime}=1.24 \times 10^{-11} \mathrm{~m}$, then $\theta$ can be obtained from the Compton equation. That is,

$$
\cos \theta=1-\frac{\lambda^{\prime}-\lambda}{\lambda_{C}},
$$

where $\lambda$ is given by

$$
\begin{aligned}
\lambda & =\frac{h c}{\epsilon} \\
& =\frac{12.4 \times 10^{-7} \mathrm{~m} \cdot \mathrm{eV}}{1.24 \times 10^{5} \mathrm{eV}} \\
& =10^{-11} \mathrm{~m}
\end{aligned}
$$

Direct substitution gives

$$
\begin{aligned}
\cos \theta & =1-\frac{0.24 \times 10^{-11} \mathrm{~m}}{2.43 \times 10^{-12} \mathrm{~m}} \\
& =1-0.988=0.012
\end{aligned}
$$

thus $\theta \approx 89.3^{\circ}$
6.20 In a Compton scattering experiment let $T=0.04 \mathrm{MeV}$ and $\epsilon=0.2$ MeV. Find the angle that the scattered photon makes with respect to the direction of the incident photon.

Answer: $\quad \theta=68.8^{\circ}$
6.21 Prove that a free electron moving at a relativistic speed $v$ cannot emit a photon of energy $\epsilon$ and continue at a slower speed $v^{\prime}$.

## Solution:

From the conversation of momentum principle we have

$$
p_{e}=p_{e}^{\prime}+p_{\epsilon}
$$

which can be written as

$$
m v=m^{\prime} v^{\prime}+\frac{\epsilon}{c}
$$

Using Einstein's relativistic mass equation, this equation becomes

$$
\Gamma m_{0} v=\Gamma^{\prime} m_{0} v^{\prime}+\frac{\epsilon}{c}
$$

which can be solved for the energy of the emitted photon in the form
or

$$
\begin{aligned}
& \epsilon=\left(\Gamma v-\Gamma^{\prime} v^{\prime}\right) m_{0} c \\
& \epsilon=\frac{E_{0}}{c}\left(\Gamma v-\Gamma^{\prime} v^{\prime}\right)
\end{aligned}
$$

However, the conservation of energy requires that

$$
E=E^{\prime}+\epsilon,
$$

which can be rewritten as

$$
\Gamma E_{0}=\Gamma^{\prime} E_{0}+\epsilon
$$

and solved for $\epsilon$ to obtain

$$
\epsilon=E_{0}\left(\Gamma-\Gamma^{\prime}\right)
$$

Because of the difference between these two equation for $\epsilon$, the process will never occur in nature.
6.22 Consider an electron moving at a speed $v$ to annihilate a photon of energy $\epsilon$ and continue moving with an increased speed of $v^{\prime}$. Show that conservation of energy predicts $\epsilon=E_{0}\left(\Gamma^{\prime}-\Gamma\right)$, while conservation of momentum gives $\epsilon=\left(E_{0} / \mathrm{c}\right)\left(\Gamma^{\prime} v^{\prime}-\Gamma v\right)$.

## CHAPTER 7

## Quantization of One-Electron Atoms



Wave function probability density for an electron in the hydrogen atom $(n=4 ; 1=I(p) ; m=0)$.

In any molecular system consisting of positive nuclei and electrons in which the nuclei are at rest relative to each other and the electors move in circular orbits, the angular momentum of every electron round the centre of its orbit will in the permanent state of the system be equal to $h / 2 \pi$, where $h$ is Planck's constant.
N. BOHR, "On the Constitution of Atoms and Molecules,"

Philosophical Magazine 26,I (19|3)

## Introduction

Early in the twentieth century much was known about the interrelationship between, and the quantization of, matter and electromagnetic radiation. There was the need, however, for a descriptive quantitative model of the
atom that would properly account for the many physical properties (e.g., electrical neutrality, energy quantization, etc.) that had been experimentally determined. At this time, the chemical elements were widely acknowledged as consisting of electrically neutral atoms, but very little was known about the actual structure of atoms. As we have discussed, the first insight into atomic structure was provided by J. J. Thomson's discovery of the electron in 1897 and the subsequent determination of its quantized properties of electrical charge and rest mass by R. A. Millikan in 1909. Further, the discovery of canal rays and the development of the mass spectrograph by J. J. Thomson in 1911 clearly established atoms as possessing a positively charged constituent, later called the proton, that was 1836 times more massive than an electron. Since the proton was found to possess an electrically positive charge that is equal in magnitude to the charge of an electron, it was logical to assume electrons and protons were fundamental constituents of all electrically neutral atoms comprising the chemical elements. This assumption was a reasonable inference from a number of different experiments, including those discussed in the last chapter pertaining to the photoelectric and Compton effects. There, however, we discussed the nonclassical property of atoms to exist in quantized energy states that allow for the emission and absorption of quanta of electromagnetic radiation. Thus, it appears that quantization principles and electrical neutrality must be incorporated in any complete physical description of the structure of the atom.

The modern model of the atom presented in Chapter 5, Section 5.7 was not immediately obvious to scientists of the early twentieth century. In fact, considerable difficulty was encountered when attempts were made to theoretically describe the existence of both electrons and protons in a stable atom by purely classical arguments. J. J. Thomson proposed a plum pudding atomic model as early as 1898 , where the atom was regarded as a heavy sphere of uniformly distributed positive charge (the pudding) with enough electrons (the plums) embedded to make it electrically neutral. This model was found to be inconsistent with the scattering experiments conducted by E. Rutherford in 1911, where a beam of high energy alpha particles (helium nuclei) were used to bombard a thin gold foil. Expecting most of the alpha particles to pass directly through the foil and a few passing near or through a Thomson atom to be only slightly deflected from their original rectilinear path, Rutherford was amazed to find particles deflected through large angles and a few to be actually reflected. From the experimental results, Rutherford proposed a planetary model of the atom, where he considered the rather massive nucleus at the center of the atom. To account for the electrical neutrality, he further considered the nucleus to be sur-
rounded, at a relatively large distance away, by a cloud of the appropriate number of electrons. This model satisfactorily explained the scattering of alpha particles, since the atoms of the foil, consisting primarily of empty space, would allow the majority of particles to pass though undeflected. A close encounter of an alpha particle with a nucleus, however, would result in the particle experiencing a large repulsive Coulombic forces and being deflected through a large angle. Obviously, a collision with an electron would result in the electron being appreciably deflected, owing to its comparatively very small mass.

Although the Rutherford model of the atom met with initial success in the explanation of experimental data, it was quickly demonstrated to be incapable of explaining the long term stability of the atom's constituents. Further, a number of classical theories for atomic structure were also developed around the turn of the century, but they could not adequately predict the observed spectrum of electromagnetic radiation emitted by atoms. Accordingly, we begin this chapter with a review of the well-known energy spectrum of the hydrogen atom and the empirical equations used to predict its line emission spectra. Then an analysis of the planetary model for a one-electron atom (e.g., hydrogen, singly ionized helium, doubly ionized lithium, etc.) using arguments of classical physics is considered. The success of the model within Newtonian mechanics is fully discussed, along with its failure in connection with electromagnetic theory. We will find that an electron orbiting a nucleus in an assumed circular orbit is classically expected to have an energy spectrum consisting of a continuum of frequencies, as it spirals inward toward the nucleus. This theoretical prediction of the electrodynamics is contrary to the spectrum of discrete frequencies observed for atoms. Next, Bohr's postulates for the one-electron atom are introduced and quantitatively developed, followed by a discussion of their successful explanation of the radius, orbital frequency, and energy of the hydrogen electron and the observed energy spectrum of the hydrogen atom. Since our initial treatment of the Bohr model assumes a stationary nucleus (i.e., an infinite nuclear mass as compared to the mass of the electron) with the electron moving in a stable circular orbit, the effect of a finite nuclear mass on the Bohr model is taken into account. We consider the Wilson-Sommerfeld quantization rule and its generalized applicability to systems exhibiting periodic motion, including the Bohr electron and the classical linear harmonic oscillator. These quantization calculations are followed by a discussion of the principal and orbital quantum numbers associated with each electron in an atom, the Bohr-Sommerfeld scheme for denoting the electron configuration of atoms in the periodic table, the magnetic and spin quantum numbers, and the Pauli exclusion principle.

## 7.I Atomic Spectra

A successful atomic model should be capable of explaining not only the long term stability of an electrically neutral atom consisting of electrons and protons, but also the observed spectrum of emitted electromagnetic radiation. To better understand the latter requirement, we will now consider some of the more salient features of atomic spectra in general and the hydrogen spectrum in particular. A spectrum is simply an orderly array of the wavelengths of light described by either a continuum or a discrete set of wavelengths. As illustrated in Figure 7.1, a spectrum may be produced by collimating rays of light from a source by a slit (or a lens) and then allowing the collimated light to pass through a prism (or diffraction grating), where it is broken up into its spectrum, and finally recorded on a photographic plate. Spectra may be classified as either emission or absorption, depending on whether they are created by the emission of photons on a system of atoms constituting the source, or by the absorption of incident photons on a system of atoms resulting in the unabsorbed photons constituting the source. An emission or absorption spectrum can be further subdivided into continuous or line spectra, depending on whether the light recorded on the photographic plate appears as a continuum of wavelengths or as a discrete set of wavelengths characterized normally by lines. Continuous emission spectra arise from the photons emitted by hot solids serving as the source, while line emission spectra arise from the photons emitted by a hot rarefied gas serving as the source.

Because of its simplicity, the line emission spectrum of hydrogen gas was carefully studied by physicists before the turn of the century. At that time, the wavelengths of the first nine spectral lines were known accurately from spectroscopic measurements. The six spectral lines in the visible region of the electromagnetic spectrum are given in Table 7.1.

Figure 7.1
The basic components of a prism spectrograph.


|  | Wavelength $(\AA)$ |  |  |
| :---: | :---: | :---: | :---: |
|  | Name |  |  |
| $\mathrm{H}_{\alpha}$ | $\underline{\text { Measured }}$ | $\underline{\text { Balmer }}$ | $\underline{\underline{\text { Bohr }}}$ |
| $\mathrm{H}_{\beta}$ | 4862.8 | 6562.1 | 6561.7 |
| $\mathrm{H}_{\gamma}$ | 4340.5 | 4860.8 | 4860.5 |
| $\mathrm{H}_{\delta}$ | 4101.7 | 4340.0 | 4339.7 |
| $\mathrm{H}_{\epsilon}$ | 3970.1 | 3101.3 | 4101.1 |
| $\mathrm{H}_{\eta}$ | 3889.1 | 3869.7 | 3969.4 |
| $\mathrm{H}_{\infty}$ | 3645.6 | 3645.6 | 3888.4 |
|  |  |  | 3645.4 |

Because of the obvious regularity of the hydrogen spectrum, many scientists attempted to design an empirical formula that would predict the observed wavelengths. The first such formula, developed by J. J. Balmer in 1885, was of the general form

$$
\begin{align*}
& \lambda=911.4 \AA\left(\frac{n_{i}^{2} n_{f}^{2}}{n_{i}^{2}-n_{f}^{2}}\right),  \tag{7.1}\\
& n_{i}=3,4,5, \cdots, \quad n_{f}=2 .
\end{align*}
$$

For $n_{i}=3, \lambda=6562.1 \AA$, which is identified as the red $\mathrm{H}_{\alpha}$ line in Table 7.1. As $n_{i}$ increases in value, the wavelengths converge to the series limit $\lambda$ $=3645.6 \AA$ at $n_{i}=\infty$. The visible spectral lines predicted by Equation 7.1, and listed in table 7.1 in the third column, show remarkable agreement with those observed experimentally.

Because of the success of Balmer, empirical formulas were sought that would predict the spectral lines of other elements. In 1890 the Swedish spectroscopist J. R. Rydberg was successful in developing a general formula that was capable of predicting the spectral lines of the known elements with a good degree of accuracy. For the hydrogen series his formula has the form
where

$$
\begin{equation*}
\frac{1}{\lambda}=R_{\mathrm{H}}\left(\frac{1}{n_{f}^{2}}-\frac{1}{n_{i}^{2}}\right) \tag{7.2}
\end{equation*}
$$

$$
\begin{equation*}
R_{\mathrm{H}}=1.09677576 \times 10^{7} \mathrm{~m}^{-1} \tag{7.3}
\end{equation*}
$$

is the Rydberg constant for hydrogen and the values for $n_{i}$ and $n_{f}$ are the same as given above. The Rydberg constant for other elements is very nearly the same as that given by Equation 7.3, increasing only slightly in

Rydberg Formula
Rydberg Constant
TABLE 7.1
The visible spectral lines of hydrogen.

Balmer's Formula

| Series <br> Name | Spectral Region | $n_{i}$ <br> Values | $n_{t}$ Bohr | Series Limit |
| :---: | :---: | :---: | :---: | :---: |
| Lyman | Ultraviolet | 2, 3, 4, | 1 | 911.27 A |
| Balmer | Visible | 3, 4, 5, | 2 | 3645.1 A |
| Paschen | Infrared | 4, 5, 6, | 3 | 8201.4 A |
| Brackett | Infrared | 5, 6, 7, | 4 | 14,580 A |
| Pfund | Infrared | 6, 7, 8, | 5 | 22,782 A |

value with increasing atomic mass. Formulas of this type were also successful in predicting spectral lines that were not in the visible portion of the electromagnetic spectrum. As a case in point, there are five series of spectral lines now acknowledged in the hydrogen spectrum, which are predicted by either Equation 7.1 or Equation 7.2. The name of each series, their spectral region, and the values of $n_{i}$ and $n_{f}$ are listed in Table 7.2, along with the series limit when $n_{i}$ goes to infinity. Each spectral series is named after the scientist who first discovered it and they include the Balmer series in the visible spectrum discovered in 1885 , the Paschen series in the infrared observed in 1908, the Lyman series in the ultraviolet measured in 1916, and two other series in the infrared discovered by Brackett and Pfund in 1922 and 1924, respectively.

### 7.2 Classical Model of the One-Electron Atom

The long term stability of an atom consisting of both electrically positive and negative masses was certainly explained by the Thomson plum pudding model; however, the model's inconsistency with the Rutherford scattering experiment resulted in a planetary model for the atom and its constituents. Unlike the static Thomson model where electrons are essentially stationary in the positively charged pudding, the Rutherford planetary model was out of necessity a dynamic system. Because of the attractive Coulombic force existing between the negatively charged electrons and the electrically positive nucleus of the Rutherford model, the electrons could not be stationary at some distance away from the nucleus. If, however, they are moving in circular or elliptical orbits around the nucleus, then dynamically stable orbits, similar to those of the planets about the sun, seem entirely possible.

Let us consider a simple model for the atom, where an electron moves about the nucleus in an assumed circular orbit. To generalize the model
slightly, we also assume the nucleus to have a positive charge of

$$
\begin{equation*}
q_{N}=Z e \tag{7.4}
\end{equation*}
$$

where $Z$ is the atomic number and $e$ is the absolute magnitude of the charge of an electron. This allows our model to describe the hydrogen atom ( $Z$ $=1$ ), the singly ionized helium atom $(Z=2)$, the doubly ionized lithium atom ( $Z=3$ ), and so forth for one-electron atoms. Since the mass of a proton is considerably greater than the mass of an electron (i.e., $m_{p}=1836$ $m_{e}$ ), then to a first order approximation we can assume the nuclear mass $M(M \gg m)$ to be stationary in space, as illustrated by Figure 7.2. Our model is thus one of a single electron of mass $m$ and charge $-e$ traversing a stationary nucleus of mass $M$ and charge $Z e$ in a circular orbit.

In the one-electron model, the accelerating force of the electron is provided by its Coulombic attraction to the nucleus and given by

$$
\begin{align*}
F_{\mathrm{C}} & =\frac{k q_{N} q_{e}}{r^{2}} \\
& =\frac{Z k e^{2}}{r^{2}} \tag{7.5}
\end{align*}
$$

where $r$ is the radius of the electron's circular path. Since this inward directed force is perpendicular to the electron's velocity vector at every point in its path, the force is recognized as being a centripetal force

$$
F_{c}=\frac{m v^{2}}{r},
$$

(5.8) Centripetal Force

Figure 7.2
The Rutherford "planetary model" of the one-electron atom.

Orbital Stability
where $v$ is the uniform speed of the electron. The mechanical or orbital stability of the electron is given by equating the centripetal and Coulombic forces,
which immediately yields

$$
\begin{equation*}
\frac{m v^{2}}{r}=\frac{Z k e^{2}}{r^{2}}, \tag{7.6}
\end{equation*}
$$

for the velocity of the electron in terms of its orbital radius. With the electron's translational speed related to its angular speed by

$$
\begin{equation*}
v=r \omega, \tag{7.8}
\end{equation*}
$$

then from Equation $6.5(\omega=2 \pi \nu)$ and Equation 7.7 we obtain

$$
\begin{align*}
v & =\frac{v}{2 \pi r} \\
& =\frac{1}{2 \pi}\left(\frac{Z k e^{2}}{m r^{3}}\right)^{1 / 2} \tag{7.9}
\end{align*}
$$

for the classical orbital frequency of the electron. Using $Z=1$ for hydrogen and the value $r=5.29 \times 10^{-11} \mathrm{~m}$ obtained below, along with the known values of $k, e$, and $m$, Equation 7.9 yields $v=6.58 \times 10^{15} \mathrm{~Hz}$. This result for the number of revolutions per second made by a hydrogen electron in orbit about a single proton agrees well with the orbital frequency determined by other methods.

The value used for the atomic radius of the electron's circular orbit can be estimated from energy considerations. Since the nucleus of the oneelectron model is considered to be stationary, then the total energy $E_{t}$ of the two-body system is given by

$$
\begin{equation*}
E_{t}=E_{k}+E_{p}, \tag{7.10}
\end{equation*}
$$

which consists of the electron's kinetic energy $E_{k}$

$$
\begin{equation*}
E_{k}=\frac{1}{2} m v^{2}, \tag{7.11}
\end{equation*}
$$

and electrostatic potential energy $E_{p}$. The potential energy of the electron
in the electrostatic field of the nucleus is obtained by calculating the work done on the system in removing the electron from position $r$, relative to the nucleus, to infinity. From the definition of work (Equation 1.20) and Equation 7.5 we have

$$
\begin{align*}
E_{p} & =\int_{r} \mathbf{F}_{\mathrm{C}} \cdot d \mathbf{r} \\
& =-Z k e^{2} \int_{r} r^{-2} d r, \tag{7.12}
\end{align*}
$$

where the negative sign indicates an attractive Coulombic force between the electron and nucleus. Integration of Equation 7.12 yields

$$
\begin{equation*}
E_{p}=-\frac{Z k e^{2}}{r}, \tag{7.13}
\end{equation*}
$$

which can be substituted along with Equation 7.11 into Equation 7.10 to obtain

$$
\begin{equation*}
E_{t}=\frac{1}{2} m v^{2}-\frac{Z k e^{2}}{r} \tag{7.14}
\end{equation*}
$$

for the total energy of the electron. With

$$
m v^{2}=\frac{Z k e^{2}}{r}
$$

from Equation 7.6, our expression for the total energy can be reduced in form and solved for $r$ to obtain

$$
\begin{equation*}
r=-\frac{Z k e^{2}}{2 E_{t}} . \tag{7.15}
\end{equation*}
$$

From experimental findings the energy required to ionize a hydrogen atom is 13.6 eV . Thus, the electron's binding energy must be $E_{t}=-13.6 \mathrm{eV}$, since $E_{t}$ in Equation 7.15 is negative valued. It should be noted that if the electron had zero or positive valued energy, it would not exist in a bound stable orbit about the nucleus. Substitution of $Z=1$ and $E_{t}=(-13.6 \mathrm{eV})(1.60$ $\left.\times 10^{-19} \mathrm{~J} / \mathrm{eV}\right)=-12.18 \times 10^{-18} \mathrm{~J}$, along with the values for $k$ and $e^{2}$, into Equation 7.15 yields $r=5.29 \times 10^{-11} \mathrm{~m}$. This value for the radius of the electron's circular orbit is in good agreement with estimates made by other experimental techniques.

Electron Radiation

Centripetal Acceleration

In spite of the success of the Rutherford model in explaining alpha particle scattering and in predicting the orbital radius and frequency of the hydrogen electron, it was found to be in conflict with the predictions of classical electromagnetic theory. Radiation theory of classical physics predicts the energy radiated per unit time, by a charge of $e$ experiencing an acceleration $a$, to be given by

$$
\begin{equation*}
P=\frac{2}{3} \frac{k e^{2} a^{2}}{c^{3}} \tag{7.16}
\end{equation*}
$$

The electron of the Rutherford model undergoes a centripetal acceleration given by
which takes the form

$$
\begin{equation*}
a=\frac{v^{2}}{r} \tag{7.17}
\end{equation*}
$$

$$
\begin{equation*}
a=\frac{Z k e^{2}}{m r^{2}} \tag{7.18}
\end{equation*}
$$

by substitution from Equation 7.6 for $v^{2}$. Thus, substitution of this result into Equation 7.16 gives

$$
\begin{equation*}
P=\frac{2}{3} \frac{Z^{2} k^{3} e^{6}}{m^{2} c^{3} r^{4}} \tag{7.19}
\end{equation*}
$$

which for a hydrogen electron in a circular orbit of radius $r=5.29 \times 10^{-11}$ m yields $P=4.63 \times 10^{-8} \mathrm{~J} / \mathrm{s}=2.89 \times 10^{11} \mathrm{eV} / \mathrm{s}$. Since the orbital frequency of the hydrogen electron given by Equation 7.9 is $v=6.58 \times 10^{15}$ $\mathrm{s}^{-1}$, the period for one complete orbit is just $T=1 / \nu=1.52 \times 10^{-16} \mathrm{~s}$. Now, multiplication of $P$ in Equation 7.19 by the electron's period gives $P T=4.39 \times 10^{-5} \mathrm{eV}$, which is the amount of energy radiated by the electron in just one complete orbit about the hydrogen proton. This means that $E_{t}$ in Equation 7.15 becomes more negative and $r$ necessarily becomes smaller. As $r$ becomes smaller, the time rate at which the electron radiates energy increases markedly, since $P$ in Equation 7.19 is inversely proportional to $r^{4}$. Thus, according to classical electromagnetic theory applied to the Rutherford model, the electron cannot exist in a stable circular orbit, but rather spirals in toward the nucleus as it rapidly radiates more and more energy. In the creation of a hydrogen atom, for example, an elec-
tron of zero free energy would spiral within a distance of $r=5.29$ $\times 10^{-11} \mathrm{~m}$ in a time roughly given by

$$
\begin{aligned}
t_{s} & \approx \frac{E_{t}}{P} \\
& =\frac{13.6 \mathrm{eV}}{2.89 \times 10^{11} \mathrm{eV} / \mathrm{s}} \\
& =4.71 \times 10^{-11} \mathrm{~s} .
\end{aligned}
$$

From this distance to the proton, the electron would spiral in even more rapidly, since $P$ very quickly increases for any decrease in the value of $r$. Classical estimates predict the electron to collapse on the proton within about $10^{-16} \mathrm{~s}$ after the formation of a hydrogen atom.

According to classical physics the Rutherford model had a fatal flaw in predicting the long term stability of atoms. All atoms of the chemical elements should collapse in a very short time after their formation, and the energy spectra of all atoms should be a continuum, owing to the continuous radiation of energy by spiraling electrons. Both conclusions, however, were contradicted by experimental data that negated the classical planetary model as a viable explanation of atomic structure. It was revived, however, two years later when Niels Bohr combined the essentials of the model, a very small and massive nucleus surrounded ay some distance by electrons, with Planck's quantum hypothesis for a simple yet brilliant description of atomic structure. Bohr's postulates, his break with the classical theory of radiation, and the amazing success of his model will be the next subject of inquiry.

### 7.3 Bohr Model of the One-Electron Atom

Immediately after obtaining his doctorate degree in Copenhagen in 1911, Niels Bohr was involved in post-graduate research under J. J. Thomson, which was followed by additional studies under Ernest Rutherford. He returned to Copenhagen in 1913 to develop and publish his famous theory on the atomic structure of the hydrogen atom. Being aware of Planck's quantum hypothesis, the predictability of the observed hydrogen spectrum by empirical equations, and the limited success of the Rutherford model of the atom, Bohr recognized that a successful theoretical model of the hydrogen atom had to depart, somewhat, from classical physics. He conceived a remarkable set of postulates for atomic structure that retained the laws of classical mechanics and abandoned the classical theory of radiation. Although the success of the Bohr model was immediate and most
impressive, it will be seen to be limited in applicability and seriously inadequate as a generalized model for atomic structure. Its subsequent displacement within a decade by a more accurate quantum mechanics model does not detract, however, from its mathematical and pictorial simplicity, elegance, and usefulness. In fact, there are several important ideas of the Bohr model (i.e., stationary states, quantum jumps, conservation of energy, and the correspondence principle) that have been retained as essential aspects of modern physics. Furthermore, Bohr's model of the hydrogen atom was a significant and most important contribution to the acceptance of the quantum concept and the development of quantum mechanics.

Bohr's model of the hydrogen atom considers classical physics to be limited in its applicability for the description of the motion of the electron about the proton. He assumed the Rutherford planetary model, illustrated in Figure 7.2, where a single electron traverses the nucleus in a circular orbit with a constant speed. It should be emphasized that our generalization of the model to be descriptive of any one-electron atom of nuclear charge $Z e$ does not alter the considerations and results obtained by Bohr for the hydrogen atom. Recognizing the inconsistency between the planetary model and electromagnetic radiation theory, Bohr found it necessary to make several assumptions concerning the structure of atoms. Bohr's work on the binding energy of electrons by positive nuclei was first published in the July 1913 issue of the Philosophical Magazine under the title "On the Constitution of Atoms and Molecules." This was the first of a trilogy of papers published by Bohr in the scholarly journal in 1913, and the primary assumptions of his model for atomic structure were most clearly stated in his third publication appearing in the November 1913 issue. Rearranged somewhat in order, his assumptions on pages 874 to 875 were as follows:

That the dynamical equilibrium of the systems in the stationary states is governed by the ordinary laws of mechanics, while these laws do not hold for the passing of the systems between the different stationary states.

That the different stationary states of a simple system consisting of an electron rotating round a positive nucleus are determined by the condition that the ratio between the total energy, emitted during the formation of the configuration, and the frequency of revolution of the electron is an entire multiple of $h / 2$. Assuming that the orbit of the electron is circular, this assumption is equivalent with the assumption that the angular momentum of the electron round the nucleus is equal to an entire multiple of $h / 2 \pi$.

That energy radiation is not emitted (or observed) in the continuous way assumed in the ordinary electrodynamics, but only during the passing of the system between different "stationary" states.

That the radiation emitted during the transition of a system between two stationary states is homogeneous, and that the relation between the frequency $v$ and the total amount of energy emitted $E$ is given by $E=h \nu$, where $h$ is Planck's constant.

To capitalize on our previous discussion and maximize the information content, we restate Bohr's postulates as follows:

1. An electron obeys the laws of classical mechanics while encircling the nucleus of an atom in a stable orbit with a uniform speed under the influence of a Coulombic force of attraction.
2. Only highly restricted orbits are allowed by nature for the electron, the selection of which is specified by the quantization of the electron's angular momentum to the value $n h / 2 \pi$, where the principal quantum number $n$ takes on the values $n=1,2,3, \cdots$.
3. An electron is prohibited from emitting any electromagnetic quanta while encircling the nucleus along a permitted orbit, allowing the electrons' total energy to remain constant.
4. An electron may make a direct transition from one permitted orbit to another by the emission of a single Planck photon having an energy equal to the energy difference of the two electron states of motion.

Bohr's first postulate allowed the orbital stability of the electron to be given by classical mechanics, where the attractive Coulombic force is equated to the centripetal force, as given by Equation 7.6. That is,

$$
m v^{2}=\frac{Z k e^{2}}{r}
$$

(7.20) Bohr's 1st Postulate
is a simplified quantitative expression for Bohr's first postulate.
Bohr's second postulate quantized the angular momentum of the electron (see also Equations 8.56 to 8.57 of Chapter 8, section 8.4)

$$
\begin{equation*}
L=I \omega=\left(m r^{2}\right) \omega=m r^{2} \frac{v}{r}=m v r \tag{7.21}
\end{equation*}
$$

to an integer value

$$
\begin{equation*}
n=1,2,3, \cdots \tag{7.22}
\end{equation*}
$$

Principle
Quantum Number
(now called the principal quantum number) times $h / 2 \pi$. With the symbolic definition

$$
\begin{equation*}
\hbar \equiv \frac{h}{2 \pi}, \tag{7.23}
\end{equation*}
$$

the quantization of angular momentum for the Bohr electron is obtained by equating Equation 7.21 to the product of $n$ times Equation 7.23. That is,

Bohr's 2nd Postulate

$$
\begin{equation*}
m v r=n \hbar \tag{7.24}
\end{equation*}
$$

is a quantitative representation of Bohr's famous quantization postulate.
The allowed radii of the Bohr electron is now easily obtained by combining Bohr's first and second postulates. That is, solving Equation 7.24 for the translational speed $v$ of the electron and squaring gives

$$
v^{2}=\frac{n^{2} \hbar^{2}}{m^{2} r^{2}}
$$

which can be substituted into Equation 7.20 to yield

$$
\frac{n^{2} \hbar^{2}}{m r}=Z k e^{2} .
$$

Because the value of $r$ in this expression varies as the principal quantum number $n$ takes on the values $1,2,3, \cdots$, we adopt $n$ as a subscript for $r$. Now, solving the equation for the radius and using the new subscript notation, we obtain

Bohr Radii

$$
\begin{align*}
r_{n} & =\frac{n^{2}}{Z}\left(\frac{\hbar^{2}}{m k e^{2}}\right) \\
& \equiv \frac{n^{2}}{Z} r_{1} \tag{7.25}
\end{align*}
$$

for the radius of the electron in the $n$th allowed orbit. The use of the principal quantum number $n$ as a subscript on the radius of the Bohr electron allows for the identification of the permitted stable electron orbits, $r_{n}=r_{1}$, $r_{2}, r_{3}, \cdots$. The value of $r_{1}$, which is often referred to as the Bohr Radius, is directly calculated by using the values of the known constants in the defining equation

$$
\begin{equation*}
r_{1} \equiv \frac{\hbar^{2}}{m k e^{2}} \tag{7.26}
\end{equation*}
$$

to obtain

$$
\begin{equation*}
r_{1}=0.529178 \AA . \tag{7.27}
\end{equation*}
$$

Clearly, the value obtained for $r_{1}$ corresponds to the innermost radius ( $n$ $=1)$ allowed for a hydrogen $(Z=1)$ atom. Further, Equation 7.25 indicates that for a large value of $n$ the radius of the permitted electron orbit is considerably larger than the radius of the innermost or ground state orbit $r_{1}$ (e.g., $r_{2}=4 r_{1}, r_{3}=9 r_{1}$, and $r_{4}=16 r_{1}$ for a hydrogen electron).

A generalized equation for the translational speed $v_{n}$ of an electron in any of its $n$ allowed orbits is also obtainable from Bohr's first and second postulates. That is, solving Equation 7.20 (Bohr's fist postulate) for $v=$ $Z k e^{2} / m u r$ and substituting from Equation 7.24 (Bohr's second postulate) immediately gives

$$
\begin{align*}
v_{n} & =\frac{Z}{n}\left(\frac{k e^{2}}{\hbar}\right) \\
& \equiv \frac{Z}{n} v_{1} \tag{7.28}
\end{align*}
$$

where the subscript notation has again been employed. The ground state translational speed, defined by

$$
\begin{equation*}
v_{1} \equiv \frac{k e^{2}}{\hbar}, \tag{7.29}
\end{equation*}
$$

Bohr Velocity
has the value

$$
\begin{equation*}
v_{1}=2.18769 \times 10^{6} \mathrm{~m} / \mathrm{s}, \tag{7.30}
\end{equation*}
$$

which is the maximum allowed speed of the electron in a hydrogen atom. To a good approximation (four significant numbers) the value of $v_{1}$ can be expressed by

$$
\begin{equation*}
v_{1}=\frac{\mathrm{c}}{137} \equiv c \alpha, \tag{7.31}
\end{equation*}
$$

where $c$ is the speed of light in a vacuum and $\alpha$ is the so-called fine structure constant. From Equations 7.29 and 7.31 we obtain

$$
\begin{equation*}
\alpha=\frac{k e^{2}}{\hbar c}, \tag{7.32}
\end{equation*}
$$

Fine Structure Constant
and, occasionally, the allowed Bohr velocities, Equation 7.28, are expressed in terms of $\alpha$ as

$$
\begin{equation*}
v_{n}=\frac{Z}{n} \alpha c \tag{7.33}
\end{equation*}
$$

Further, Equation 7.28 predicts that the speed of the Bohr electron decreases with increasing values of the principal quantum number (e.g., $v_{2}$ $=v_{1} / 2, v_{3}=v_{1} / 3$, and $v_{4}=v_{1} / 4$ for a hydrogen electron).

Knowing the generalized equation for the velocity of the Bohr electron in any orbit, it now becomes an easy task to obtain an equation for the electron's orbital frequencies. Since $v=r \omega$ and $\omega=2 \pi \nu$, the orbital frequency is given by

$$
\begin{equation*}
v=\frac{v}{2 \pi r} \tag{7.34}
\end{equation*}
$$

Substitution from Equations 7.25 and 7.28 gives

Bohr Frequencies

Bohr Frequency

$$
v_{n}=\frac{Z^{2}}{n^{3}}\left(\frac{m k^{2} e^{4}}{h \hbar^{2}}\right)
$$

$$
\begin{equation*}
\equiv \frac{Z^{2}}{n^{3}} \nu_{1}, \tag{7.35}
\end{equation*}
$$

where the subscript notation has been employed. The Bohr frequency for the hydrogen electron in the ground state is defined by

$$
\begin{equation*}
v_{1}=\frac{m k^{2} e^{4}}{h \hbar^{2}}, \tag{7.36}
\end{equation*}
$$

which, upon substitution of the values for $k, e$, and $h$, has the value

$$
\begin{equation*}
\nu_{1}=6.57912 \times 10^{15} \mathrm{~Hz} \tag{7.37}
\end{equation*}
$$

From Equation 7.35 it is obvious that the orbital frequency of the Bohr electron decreases very rapidly with any increase in the value of the principal quantum number (e.g., $\nu_{2}=v_{1} / 8, v_{3}=\nu_{1} / 27$, and $v_{4}=v_{1} / 64$ for a hydrogen electron), because of its inverse dependence on $n^{3}$.

Our derivations of the generalized equations for the allowed radii, velocities, and orbital frequencies of an atomic electron constrained to move in one of the permitted circular orbits has been based on the laws of classical mechanics and Bohr's quantization postulate. Although the
classical theory of radiation predicts that the accelerated electron must radiate energy continuously and, thus, should spiral inward to the nucleus, Bohr's third postulate recognized the validity of electromagnetic theory was restricted to macroscopic phenomena and not applicable to the microscopic atom. Classical mechanics is still valid, however, according to his first postulate, so the total energy of the one-electron atom is given by Equation 7.15. Using the subscript notation involving the principal quantum number, Equations 7.15 becomes

$$
\begin{equation*}
E_{n}=-\frac{Z k e^{2}}{2 r_{n}}, \tag{7.38}
\end{equation*}
$$

which is a quantitative representation of Bohr's third postulate. Substitution from Equation 7.25 for $r_{n}$ gives

$$
\begin{align*}
E_{n} & =-\frac{Z^{2}}{n^{2}}\left(\frac{m k^{2} e^{4}}{2 \hbar^{2}}\right) \\
& \equiv-\frac{Z^{2}}{n^{2}}\left|E_{1}\right| \tag{7.39}
\end{align*}
$$

for the energy of the Bohr electron in any one of the permitted orbits defined by $n$. The absolute magnitude of the Bohr electron's ground state energy, defined by

$$
\begin{equation*}
\left|E_{1}\right| \equiv \frac{m k^{2} e^{4}}{2 \hbar^{2}}, \tag{7.40}
\end{equation*}
$$

has the value

$$
\begin{equation*}
\left|E_{1}\right|=2.17972 \times 10^{-18} \mathrm{~J}=13.6046 \mathrm{eV} . \tag{7.41}
\end{equation*}
$$

By using this value for $\left|E_{1}\right|$ in Equation 7.39, it is easily shown that the values of $E_{n}$ become less negative rather rapidly for increasing values of the principal quantum number (e.g., $E_{1}=-13.6046 \mathrm{eV}, E_{2}=-3.40115 \mathrm{eV}$, $E_{3}=-1.51162 \mathrm{eV}, E_{4}=-0.850288 \mathrm{eV}$, and $E_{5}=-0.544184 \mathrm{eV}$ for a hydrogen electron) with $E_{n}$ approaching zero as $n$ increases to infinity. It should be emphasized that Equation 7.39 yields negative energies, because the electron is bound to the nucleus in a stationary state. If the electron was free, it could have either zero energy or positive valued kinetic energy. Further, a bound electron is in its most stable state when it is in the state of lowest total energy, that state characterized by $n=1$.

An interesting relationship between the energy of a Bohr electron in

Bohr's 3rd Postulate

Bohr Energies

Table 7.3
A few quantized states (defined by the value of $n$ ) of the hydrogen atom, characterized by the electron's radius, speed, orbital frequency, and energy predicted by the Bohr model.

Energy Quantization

| $\underline{n}$ | $\frac{r_{n}(\AA)}{1}$ | $\frac{v_{n}\left(10^{6} \mathrm{~m} / \mathrm{s}\right)}{2.18769}$ |  | $\frac{v_{n}\left(10^{15} \mathrm{~Hz}\right)}{6.57912}$ |
| :--- | :--- | :--- | :--- | :--- |

the $n$th stationary state and its orbital frequency can be obtained from Equations 7.35 and 7.39. That is, Equation 7.35 can be expressed as

$$
\begin{aligned}
v_{n} & =\frac{1}{n} \frac{Z^{2}}{n^{3}} \frac{m k^{2} e^{4}}{\hbar^{2}} \frac{1}{h} \\
& =\frac{2}{n h}\left|E_{n}\right|
\end{aligned}
$$

which when solved for the absolute magnitude of $E_{n}$ gives

$$
\begin{equation*}
\left|E_{n}\right|=\frac{1}{2} n h v_{n} \tag{7.42}
\end{equation*}
$$

This relationship is strikingly similar to Planck's quantization hypothesis for atomic oscillators and is, indeed, recognized as the correct expression for energy quantization, instead of that given by Equation 6.50. This result and Bohr's fourth postulate, which will be quantitatively developed and discussed in the next section, provide the link between atomic structure and Planck's quantum theory of radiation. Although Equation 7.42 emphasized the quantization of energy of the Bohr atom, we should realize that Bohr's quantization postulate for the electron's angular momentum has lead to the quantization of the electron's orbital radius, velocity, frequency, and energy (i.e., Equations 7.25, 7.28, 7.35, and 7.39, respectively), as illustrated for the hydrogen atom in Table 7.3.

### 7.4 Emission Spectra and the Bohr Model

The known visible spectral lines of the hydrogen atom are fairly well predicted by the Bohr model, as illustrated in the fourth column of Table 7.1. To understand how the values presented in Table 7.1 were obtained, we
will consider Bohr's fourth postulate. Accordingly, the energy of the emitted photon representing any one of the illustrated spectral lines of Figure 7.3 results from the Bohr electron making a downward quantum transition from an initial energy level $E_{i}$ to a lower final energy level $E_{f}$. For example, the third Lyman emission corresponds to the Bohr electron making a direct transition from the $n=4$ level to the $n=1$ level, where the energy of the emitted photon associated with this quantum jump is just equal to the difference between $E_{4}$ and $E_{1}$ of the electron. Thus, the emitted photon would have a positive valued energy given by (see Table 7.3) $\epsilon=E_{4}-E_{1}$ $=-0.850288 \mathrm{eV}-(-13.6046 \mathrm{eV})$ or $\epsilon=12.754312 \mathrm{eV}$. In general the energy $\epsilon$ of any emitted photon is expressible in terms of the initial $n_{i}$ and final $n_{f}$ quantum levels of the electron. From Bohr's fourth postulate

$$
\begin{equation*}
\epsilon=E_{i}-E_{f}, \tag{7.43}
\end{equation*}
$$

Bohr's 4th Postulate
and Equation 7.39 we have

$$
\begin{equation*}
\epsilon=-\frac{Z^{2}\left|E_{1}\right|}{n_{i}^{2}}--\frac{Z^{2}\left|E_{1}\right|}{n_{f}^{2}}, \tag{7.44}
\end{equation*}
$$

which is more conveniently written in the form

$$
\begin{equation*}
\epsilon=Z^{2}\left|E_{1}\right|\left(\frac{n_{i}^{2}-n_{f}^{2}}{n_{i}^{2} n_{f}^{2}}\right) \tag{7.45}
\end{equation*}
$$

Photon Energy

Now, using Einstein's photon postulate as expressed by Equation 6.53, the frequency of an emitted photon is given by

$$
\begin{equation*}
v=Z^{2} \frac{\left|E_{1}\right|}{h}\left(\frac{n_{i}^{2}-n_{f}^{2}}{n_{i}^{2} n_{f}^{2}}\right) \tag{7.46}
\end{equation*}
$$

Photon Frequency

The ratio of constants in this expression can be solved for

$$
\begin{equation*}
\frac{\left|E_{1}\right|}{h}=\frac{m k^{2} e^{4}}{2 h \hbar}=3.28956 \times 10^{15} \mathrm{~Hz} \tag{7.47}
\end{equation*}
$$

allowing Equation 7.46 to become

$$
\begin{equation*}
v=Z^{2}\left(3.28956 \times 10^{15} \mathrm{~Hz}\right)\left(\frac{n_{i}^{2}-n_{f}^{2}}{n_{i}^{2} n_{f}^{2}}\right) \tag{7.48}
\end{equation*}
$$

Of course if a photon is absorbed, the electron makes an upward transition

Photon Wavelength
and $n_{f}>n_{i}$. In this case knowledge of $v$ and $n_{i}$ is sufficient for a determination of $n_{f}$ by using Equation 7.48. Since electromagnetic radiation propagates at the speed of light $c$, the wavelength of an emitted or absorbed photon is directly obtainable from Equation 7.46. That is, with $v=c / \lambda$ substituted into Equation 7.46, we obtain

$$
\begin{equation*}
\lambda=\frac{h c}{Z^{2}\left|E_{1}\right|}\left(\frac{n_{i}^{2} n_{f}^{2}}{n_{i}^{2}-n_{f}^{2}}\right), \tag{7.49}
\end{equation*}
$$

which can be reduced to

$$
\begin{equation*}
\lambda=\frac{911.346 \AA}{Z^{2}}\left(\frac{n_{i}^{2} n_{f}^{2}}{n_{i}^{2}-n_{f}^{2}}\right) \tag{7.50}
\end{equation*}
$$

by substitution for the physical constants $h, c$, and $E_{1}$. Equation 7.50 predicts, with reasonable accuracy, the experimentally reported emission lines of the hydrogen atom, listed in Table 7.1, as it agrees rather closely with Balmer's formula given by Equation 7.1. Very often you will see Equation 7.50 written in terms of the Rydberg constant $R_{\mathrm{H}}$. According to the Bohr model this constant can be evaluated from

Rydberg Constant

$$
\begin{equation*}
R_{\mathrm{H}}=\frac{\left|E_{\mathrm{i}}\right|}{h c}, \tag{7.51}
\end{equation*}
$$

which upon substitution of constants gives

$$
\begin{equation*}
R_{\mathrm{H}}=1.09714 \times 10^{7} \mathrm{~m}^{-1} . \tag{7.52}
\end{equation*}
$$

Thus, Equation 7.49 can take the form

$$
\begin{equation*}
\frac{1}{\lambda}=Z^{2} R_{\mathrm{H}}\left(\frac{n_{i}^{2}-n_{f}^{2}}{n_{i}^{2} n_{f}^{2}}\right), \tag{7.53}
\end{equation*}
$$

which agrees reasonably well with Rydberg's formula given by Equation 7.2 Actually, with the correction to the Bohr model obtained in the next section, the model predicted value of $R_{\mathrm{H}}$ agrees almost perfectly with the experimental value given by Equation 7.3.

The predictions of the Bohr model contained in Equations 7.45, 7.46, and 7.49 are most important in that they predict the energy, frequency, and wavelength of observed spectral lines for hydrogen, denoted as the Lyman, Balmer, Paschen, Brackett, and Pfund series in Figure 7.3. Normally, an atom of hydrogen exists in its ground state corresponding to $\mathrm{n}=1$,
where the electron has its lowest energy. If the atom absorbs energy through collisions, irradiation, and so forth, the electron makes a direct transition to an excited state for which $n>1$. As is the tendency for all physical systems, the atom in the excited state will return to its ground state by the emission of its excess energy. This can be accomplished by the electron making a direct transition or quantum jump from the excited state $n_{i}$ $>1$ to the ground state $n_{f}=1$, with the emission of a photon of energy $\epsilon$ given by Equation 7.45. Alternatively, the electron might cascade from its initial excited state to successively lower energy states, until the ground state is attained. In this instance each quantum jump to a lower energy state is accomplished by the emission of a single photon. For example, an electron excited into the $n=5$ state, could cascade successively through energy states $n=4, n=3, n=2$, and $n=1$. Four spectral lines of the hydrogen atom would be emitted with wave lengths given by Equation 7.49 for the quantum jump $n_{i}=5$ to $n_{f}=4, n_{i}=4$ to $n_{f}=3, n_{i}=3$ to $n_{f}=2$, and $n_{i}=2$ to $n_{f}=1$. These spectral lines represent the first line of the Brackett, Paschen, Balmer, and Lyman series, respectively, and are illus-


Figure 7.3
An energy level diagram for the hydrogen atom, illustrating the five well-known spectral series occurring in nature.
trated in Figure 7.3 by an arrow going from the initial quantum state $n_{i}$ to the final quantum state $n_{f}$.

The success of the Bohr theory for the one-electron atom is most impressive, as the spectral lines of the Lyman, Balmer, Paschen, Brackett, and Pfund series, illustrated in Figure 7.3, are all accurately predicted by Equation 7.50. It should be emphasized that the Lyman, Brackett, and Pfund series had not been experimentally observed prior to the publication of Bohr's theory in 1913. They were sought after and soon discovered, however, because of the general acceptance of the Bohr model. In the addition to the success of the Bohr theory in predicting the hydrogen spectrum, the model worked equally well for the other one-electron atoms, like the single ionized helium atom.

### 7.5 Correction to the Bohr Model

 for a Finite Nuclear MassImplicit in our derivations involving the Bohr model of the one-electron atom is the assumption of an infinitely large nucleus that remains fixed in space. Actually, this was a reasonable first approximation for even the lightest atom, since the nucleus of a hydrogen atom is 1836 times more massive than the bound electron. Even though the mass of a nucleus is considerable greater than the mass of an electron, its mass is finite and should not be considered as fixed in space. To enhance the accuracy of the Bohr model for the one-electron atom, we need to take into account the finite mass of the nucleus and attribute some degree of motion to both the electron and the nucleus.

Consider the more realistic picture of an atom as that depicted in Figure 7.4, where the electron of mass $m$ and nucleus of mass $M$ each revolve about their center of mass (C.M.) such that it remains fixed in space. The center-to-center distance between the nucleus and the electron is taken to be $r$, while $x$ is the distance from the nucleus and $r-x$ is the distance from the electron to the center of mass. By definition of the center of mass, we have

$$
\begin{equation*}
M x=m(r-x), \tag{7.54}
\end{equation*}
$$

which can be solved for $x$ in the form

$$
\begin{equation*}
x=\frac{m r}{m+M} . \tag{7.55}
\end{equation*}
$$

$$
r-x=\frac{M x}{m}
$$

Also, from Equation 7.54
and substitution from Equation 7.55 gives

$$
\begin{equation*}
r-x=\frac{M r}{m+M} . \tag{7.56}
\end{equation*}
$$

These last two numbered equations are important and will be frequently utilized in our derivational considerations. The former equation gives the radius of the circular orbit made by the nucleus about the center of mass while the latter gives the radius of the electron's circular orbit.

As a first consideration, let us derive an expression for the angular momentum of the electron-nucleus system. This is easily accomplished by adding the angular momentum of the electron $L_{e}$ and the angular momentum of the nucleus $L_{N}$, that is

$$
\begin{align*}
L & =L_{e}+L_{N} \\
& =I_{e} \omega_{e}+I_{N} \omega_{N} \\
& =m(r-x)^{2} \omega_{e}+M x^{2} \omega_{N} . \tag{7.57}
\end{align*}
$$

Figure 7.4
A nucleus of mass $M$ and an electron of mass $m$ in circular motion about their common center of mass.

Substituting from Equations 7.55 and 7.56 for the quantities $r-x$ and $x$ gives

$$
\begin{aligned}
L & =m\left(\frac{M r}{m+M}\right)(r-x) \omega_{e}+M\left(\frac{m r}{m+M}\right) x \omega_{N} \\
& =\left(\frac{m M}{m+M}\right) r\left[(r-x) \omega_{e}+x \omega_{N}\right] .
\end{aligned}
$$

Realizing that

$$
\begin{equation*}
\omega_{e}=\omega_{N} \equiv \omega, \tag{7.58}
\end{equation*}
$$

since the distance of separation $r$ between the nucleus and the electron must be constant at all times for the center of mass to be fixed in space, then our expression for the angular momentum reduces to

$$
\begin{equation*}
L=\left(\frac{m M}{m+M}\right) r^{2} \omega . \tag{7.59}
\end{equation*}
$$

At this point it is convenient to introduce the so-called reduced mass,

Reduced Mass

Total
Angular Momentum

Speed of Electron

$$
\begin{equation*}
\mu \equiv \frac{m M}{m+M}, \tag{7.60}
\end{equation*}
$$

which allows Equation 7.59 to be written as

$$
\begin{equation*}
L=\mu r^{2} \omega \tag{7.61}
\end{equation*}
$$

There is a tendency, at this point, to let the electron's speed $v$ be given by $v=r \omega$ and write Equation 7.61 as $L=\mu v r$. This result for the total ang $u-$ lar momentum of the electron-nucleus system is identical to Equation 7.21, except for the presence of the reduced mass $\mu$ instead of the mass of the electron $m$. The result $L=\mu v r$, however, is not correct, as the translational speed of the electron $v$ is related to its angular speed $\omega_{e}$ by the equation

$$
\begin{equation*}
v=(r-x) \omega_{e} . \tag{7.62}
\end{equation*}
$$

Since $\omega$ in Equation 7.61 is to $\omega_{e}$ by Equation 7.58, Equation 7.61 can be recast in the form

$$
\begin{array}{rlr}
L & =\mu r^{2} \omega_{e} \\
& =\mu r^{2}\left(\frac{v}{r-x}\right) & \\
& =\mu r^{2}\left[\frac{v}{M r /(m+M)}\right] & \\
& =\mu \frac{m v r}{m M /(m+M)} & \\
& =m v r \tag{7.63}
\end{array}
$$

Total<br>Angular Momentum

where the defining equation for the reduced mass $\mu$ (Equation 7.60) has been used in obtaining the last equality. Clearly, the total angular momentum of the electron-nucleus system is identical to the angular momentum of the electron (Equation 7.21) in the fixed nucleus system.

The Bohr theory for the electron-nucleus system of Figure 7.4 is now slightly different than that developed in the previous two sections. The electron moves uniformly in a circular orbit of radius $r-x$ about the center of mass of the two-body system. The Coulombic force of attraction between the electron and nucleus, given by

$$
\begin{equation*}
F_{\mathrm{C}}=\frac{Z k e^{2}}{r^{2}}, \tag{7.5}
\end{equation*}
$$

causes the electron to experience a centripetal acceleration. The centripetal force on the electron in this case, however, is given by

$$
\begin{array}{rlr}
F_{c} & =\frac{m v^{2}}{r-x} & \\
& =m(r-x) \omega^{2} & \text { (using Eq. 7.62) } \\
& =m\left(\frac{M r}{m+M}\right) \omega^{2} & \text { (using Eq. 7.56) } \\
& =\mu r \omega^{2}, & \tag{7.64}
\end{array}
$$

where the defining equation (Equation 7.60) for the reduced mass $\mu$ has been used in obtaining the last equality. Consequently, the orbital stability of the electron in this reduced mass model is given by

$$
\begin{equation*}
\mu r \omega^{2}=\frac{Z k e^{2}}{r^{2}}, \tag{7.65}
\end{equation*}
$$

which is a quantitative expression for Bohr's first postulate. Because of the result expressed in Equation 7.63, Bohr's second postulate has the quantitative form

$$
\begin{equation*}
m v r=n \hbar, \tag{7.24}
\end{equation*}
$$

which is identical to that obtained for the fixed nucleus model. In our present case, however, it must be interpreted as the quantization of the total angular momentum of the two-body system. With $m u r=\mu r^{2} \omega$ from Equations 7.61 and 7.63, then Equation 7.24 becomes

Bohr's 2nd Postulate

$$
\begin{equation*}
\mu r^{2} \omega=n \hbar, \tag{7.66}
\end{equation*}
$$

which is a more amenable form of Bohr's second postulate for the present considerations. Solving this last equation for $\omega$ and substituting into Equation 7.65 immediately yields

Atomic Radii

$$
\begin{equation*}
r_{n}=\frac{n^{2}}{Z}\left(\frac{\hbar^{2}}{\mu k e^{2}}\right) \tag{7.67}
\end{equation*}
$$

for the quantized stationary states of the atom. This result is identical to that given by Equation 7.25, except the mass of the electron has been replaced by the reduced mass $\mu$. The interpretation of $r_{n}$ for a particular value of $n$, however, is a bit different in this case. It represents the mean distance of separation between the electron and nucleus, not the radius of the electron's circular orbit in the $n$th allowed stationary state of the atom.

The total energy of the electron-nucleus system is still given by Equation 7.10,

$$
\begin{equation*}
E_{t}=E_{k}+E_{p} \tag{7.10}
\end{equation*}
$$

now, however, the kinetic energy has contributions from both the electron and the nucleus. That is, with $v_{e}$ and $v_{N}$ representing the translational speed of the electron and nucleus, respectively, about their common center of mass, we have

$$
\begin{align*}
E_{k} & =\frac{1}{2} m v_{e}^{2}+\frac{1}{2} M v_{N}^{2} \\
& =\frac{1}{2} m(r-x)^{2} \omega^{2}+\frac{1}{2} M x^{2} \omega^{2} \\
& =\frac{1}{2} \omega^{2}\left[m(r-x)^{2}+M x^{2}\right] \\
& =\frac{1}{2} \omega^{2}[\mu r(r-x)+\mu r x] \\
& =\frac{1}{2} \mu r^{2} \omega^{2}, \tag{7.68}
\end{align*}
$$

where we have used

$$
\begin{equation*}
v_{N}=x \omega_{N} \tag{7.69}
\end{equation*}
$$

for the translational speed of the nucleus in the second equality. Because of Equation 7.65, the kinetic energy is also expressible as

$$
\begin{equation*}
E_{k}=\frac{Z k e^{2}}{2 r} . \tag{7.70}
\end{equation*}
$$

Now, with the potential energy $E_{p}$ given by Equation 7.13,

$$
\begin{equation*}
E_{p}=-\frac{Z k e^{2}}{r}, \tag{7.13}
\end{equation*}
$$

the total energy for this case (Equation 7.10) is identical to that obtained previously, that is

$$
\begin{equation*}
E_{t}=-\frac{Z k e^{2}}{2 r} . \tag{7.15}
\end{equation*}
$$

Consequently, substitution from Equation 7.67 and introducing the $n$-subscript notation, we obtain

$$
\begin{equation*}
E_{n}=-\frac{Z^{2}}{n^{2}}\left(\frac{\mu k^{2} e^{4}}{2 \hbar^{2}}\right) \tag{7.71}
\end{equation*}
$$

## Quantized Energy States

for the permitted quantized energy states of the one-electron atom having a finite nuclear mass.

It is instructive to reproduce all of the derivations of the Bohr theory, with the inclusion of the finite nuclear mass model of Figure 7.4. The net effect to the theory, however, is that all of the equations are identical to those previously derived, except the electron mass $m$ is replaced by the reduced mass $\mu$. Further, by comparing the value of the electron's rest mass $m$ to the value of $\mu$ for hydrogen, we find

$$
\begin{align*}
\frac{m}{\mu} & =\frac{m+M}{M} \\
& =\frac{m_{e}+m_{p}}{m_{p}} \\
& =1.00055 . \tag{7.7.7}
\end{align*}
$$

Thus, the ground state energy of the hydrogen atom is now given by

$$
\begin{align*}
E_{1} & =\frac{\mu}{m}(-13.6046 \mathrm{eV}) \\
& =-13.5971 \mathrm{eV} \tag{7.73}
\end{align*}
$$

and it is separated from the proton by a distance of

$$
\begin{align*}
r_{1} & =\frac{m}{\mu}(0.529178 \AA)  \tag{7.74}\\
& =0.529469 \AA .
\end{align*}
$$

As a last example, the theoretical value of the Rydberg constant for hydrogen (Equation 7.51) now becomes

$$
\begin{align*}
R_{\mathrm{H}} & =(\mu / m) \frac{\left|E_{1}\right|}{h c}  \tag{7.75}\\
& =1.09654 \times 10^{7} \mathrm{~m}^{-1},
\end{align*}
$$

which varies from the experimental value given in Equation 7.3 by only 24 parts in 100,000. Actually, a more careful calculation, using eight significant figure accuracy for the physical constants, gives $R_{\mathrm{H}}=1.0967758$ $\times 10^{7} \mathrm{~m}^{-1}$.

Before leaving this section, it needs to be emphasized that most references give the total angular momentum of the electron-nucleus system as $L=\mu v r$ instead of our result given in Equation 7.63. It is, however, easy to show that the angular moment of only the electron of Figure 7.4 is given by $L_{e}=\mu v r$. That is,

Electron's Angular Momentum

$$
\begin{array}{rlrl}
L_{e} & =I_{e} \omega_{e} & \\
& =m(r-x)^{2} \omega_{e} & & \text { (using Figure 7.4) } \\
& =\frac{m(r-x)^{2} v}{r-x} & & \\
& =m(r-x) v & & \\
& =m\left(\frac{M r}{m+M}\right) v & & \text { (using Equation 7.62) } \\
& =\mu v r, & \tag{7.76}
\end{array}
$$

where Equation 7.60 has been used in obtaining the last equality. Further, by starting with Equation 7.57, it is straight forward to derive

$$
\begin{equation*}
L=\mu\left(v_{e}+v_{N}\right) r \tag{7.77}
\end{equation*}
$$

for the total angular momentum of the electron and nucleus. This result reduces to $L=\mu v_{e} r$ under the assumption $v_{e} \gg v_{N}$, but this is equivalent to assuming the nuclear mass to be fixed in space, which is clearly contradictory to our finite mass model.

### 7.6 Wilson-Sommerfeld Quantization Rule

Planck's quantization of atomic oscillators and Bohr's quantization of the one-electron atom raised questions as to the existence of a fundamental relationship between these two quantization conditions. In 1916 William Wilson and Arnold Sommerfeld enunciated a general rule for the quantization of any physical system having coordinates that are periodic functions of time. Their rule is

$$
\begin{equation*}
\oint p_{q} d q=n_{q} h, \tag{7.78}
\end{equation*}
$$

where $d q$ is an infinitesimal generalized coordinate, $p_{q}$ is the generalized momentum associated with the coordinate, $n_{q}$ is a quantum number which takes on integral values, and the integration is over one complete cycle of the generalized coordinate. The importance of this quantization rule is its utilization in expanding the range of applicability of the old quantum theory to all systems exhibiting a periodic dependence on time. The rule is perfectly general and, as will be illustrated, capable of predicting both the Bohr and the Planck quantization conditions by straight forward analyses of simple models.

## Quantization of Angular Momentum for the Bohr Electron

As a specific example of the application of the Wilson-Sommerfeld quantization rule, we will consider the Bohr model of the electron moving with period motion in a circular orbit about a nucleus fixed in space. The best coordinates to use for the Bohr model of a one-electron atom are the polar

Wilson-Sommerfeld Quantization Rule
coordinates $r$ and $\theta$. According to Equation 7.78 the radial quantization of the electron is given by

$$
\begin{equation*}
\oint m \frac{d r}{d t} d r=n_{r} h, \tag{7.79}
\end{equation*}
$$

where $r$ is the radius of the electron's circular orbit. Since the radius is constant, $r \neq r(t)$, then $d r / d t=0$ and the left-hand side of Equation 7.79 becomes exactly zero. Thus, there is no quantization condition arising from the $r$-coordinate.

The quantization of the angular motion is obtained by realizing

$$
\begin{equation*}
p_{\theta}=I_{\theta} \frac{d \theta}{d t}, \tag{7.80}
\end{equation*}
$$

where the moment of inertia is given by

$$
\begin{equation*}
I_{\theta}=m r^{2} . \tag{7.81}
\end{equation*}
$$

Since the angular speed defined by

$$
\begin{equation*}
\omega \equiv \frac{d \theta}{d t} \tag{7.82}
\end{equation*}
$$

is a constant, by substitution of Equations 7.81 and 7.82 into Equation 7.80 we have

$$
\begin{equation*}
p_{\theta}=m r^{2} \omega . \tag{7.83}
\end{equation*}
$$

The Wilson-Sommerfeld quantization formula now becomes

$$
\oint p_{q} d q=\oint p_{\theta} d \theta=n_{\theta} h,
$$

which upon substitution from Equation 7.83 becomes

$$
\begin{equation*}
m r^{2} \omega \oint d \theta=n_{\theta} h \tag{7.84}
\end{equation*}
$$

One complete cycle of the angular coordinate $\theta$ is accomplished by allowing $\theta$ to take on the values from 0 to $2 \pi$. As such, Equation 7.84 becomes

$$
\begin{equation*}
m r^{2} \omega \int_{0}^{2 \pi} d \theta=n_{\theta} h, \tag{7.85}
\end{equation*}
$$

which upon integration and substitution from Equation 7.8 yields

$$
m v r=n_{\theta} \hbar .
$$

This result is in perfect agreement with the Bohr quantization of the electron's angular momentum, as given by Equation 7.24.

The Wilson-Sommerfeld quantization rule is also applicable to the reduced mass model of the one-electron atom. As before, the radial quantization of the atom is exactly zero, since the radii of the circular orbits described by the electron and the nucleus are constant in time, that is, $d(r$ $-x) / d t=0$ and $d x / d t=0$. Consequently, there is only the need to consider the quantization of the angular motion of both the electron and nucleus. In this case, the total angular momentum is given by Equation 7.61, so instead of Equation 7.83 we have

$$
p_{\theta}=\mu r^{2} \omega
$$

The Wilson-Sommerfeld quantization rule now gives

$$
\begin{aligned}
n_{\theta} h & =\oint p_{q} d q \\
& =\oint p_{\theta} d \theta \\
& =\mu r^{2} \omega \oint d \theta \\
& =\mu r^{2} \omega \int_{0}^{2 \pi} d \theta \\
& =\mu r^{2} \omega 2 \pi
\end{aligned}
$$

which reduces exactly to the quantization of angular momentum that is expressed in Equation 7.66, that is

$$
\mu r^{2} \omega=n_{\theta} \hbar .
$$

## Quantization of a Linear Harmonic Oscillator

As a second example of the applicability of the Wilson-Sommerfeld quantization rule, consider a classical harmonic oscillator oriented along the $x$ axis as illustrated in Figure 7.5. By way of a review, the particle of mass $m$ executes periodic motion from $A$ to $-A$ back to $A$, after it is initially dis-

Figure 7.5
The classical one-dimensional harmonic oscillator.

placed to the right through the distance $A$. We can take the restoring force on the particle to be that defined by the well known Hooke's law

$$
\begin{equation*}
F=-k x, \tag{7.86}
\end{equation*}
$$

where $k$ is the coefficient of elasticity. In the absence of any frictional forces, Newton's second law of motion gives

## Equation of Motion

$$
\begin{equation*}
m \ddot{x}+k x=0, \tag{7.87}
\end{equation*}
$$

where the double dot above the spatial coordinate denotes a second order differentiation with respect to time. The total energy of the system is just the sum of the kinetic energy $T$ and the potential energy $V$, as given by

$$
\begin{equation*}
E=T+V . \tag{7.88}
\end{equation*}
$$

For a conservative field with $V=V(x)$, general physics predicts the restoring force to be given by

$$
\begin{equation*}
F=-\frac{d V}{d x} \tag{7.89}
\end{equation*}
$$

which can be rewritten as

$$
\begin{equation*}
\int_{0}^{V} d V=-\int_{0}^{x} F d x . \tag{7.90}
\end{equation*}
$$

After substitution from Equation 7.86, integration yields

$$
\begin{equation*}
V=\frac{1}{2} k x^{2} \tag{7.91}
\end{equation*}
$$

for the potential energy of the linear oscillator. With the kinetic energy defined by the usual equation,

$$
\begin{equation*}
T=\frac{1}{2} m v^{2}=\frac{1}{2} m \dot{x}^{2}, \tag{7.92}
\end{equation*}
$$

The total energy (Equation 7.88) becomes

$$
\begin{equation*}
\frac{1}{2} m \dot{x}^{2}+\frac{1}{2} k x^{2}=E . \tag{7.93}
\end{equation*}
$$

Actually, this last equation of motion can be obtained directly from Equation 7.87 by integration. That is,

$$
\begin{aligned}
m \ddot{x}+k x & =m \dot{v}+k x \\
& =m \frac{d v}{d x} \frac{d x}{d t}+k x \\
& =m v \frac{d v}{d x}+k x=0 .
\end{aligned}
$$

Integration at this point is accomplished by using

$$
\int m v d v+\int k x d x=0,
$$

which gives

$$
\frac{1}{2} m v^{2}+\frac{1}{2} k x^{2}=E,
$$

where $E$ is the integration constant
Since the harmonic oscillator is periodic in time with a maximum amplitude $A$, we assume the coordinate solution of Equation 7.87 and Equation 7.93 to be of the form

$$
\begin{equation*}
x=A \sin \omega t, \tag{7.94}
\end{equation*}
$$

which has a dependence on time as that illustrated in Figure 7.6. Now, direct substitution of this assumed solution into Newton's second law (Equation 7.87) gives

$$
-m \omega^{2} x+k x=0
$$



Figure 7.6
The coordinate dependence on time of the linear harmonic oscillator.

Oscillator Speed
which simplifies to
for the oscillator's angular speed or

$$
\begin{equation*}
v=\frac{1}{2 \pi} \sqrt{\frac{k}{m}} \tag{7.96}
\end{equation*}
$$

for the frequency of the oscillator. Also, the total energy of the oscillator is now directly obtained from the assumed solution (Equation 7.94) and Equation 7.93 as

$$
\frac{1}{2} m(\omega A \cos \omega t)^{2}+\frac{1}{2} k(A \sin \omega t)^{2}=E
$$

which is easily reduced by Equation 7.95 to

$$
\begin{equation*}
E=\frac{1}{2} k A^{2} . \tag{7.97}
\end{equation*}
$$

In this form the oscillator has only potential energy; whereas, when the particle is at the origin 0 , it has only kinetic energy. Since the total energy is always equal to the sum of the kinetic and potential energies, it is always equal to the maximum of either. That is, in general we have

$$
\begin{align*}
E & =\frac{1}{2} k A^{2} \\
& =\frac{1}{2} m v_{\max }^{2} \tag{7.98}
\end{align*}
$$

for the total energy of the oscillator.
Having reviewed the classical theory of the linear harmonic oscillator, we can now proceed to apply the Wilson-Sommerfeld quantization rule. In this case the rule (Equation 7.78) becomes

$$
\oint p_{x} d x=n h,
$$

where the momentum is given by

$$
\begin{aligned}
p_{x} & =m v \\
& =m \frac{d x}{d t} .
\end{aligned}
$$

With the assumed coordinate solution given in Equation 7.94, we can write the translational velocity as

$$
\frac{d x}{d t}=\omega A \cos \omega t
$$

from whence we obtain

$$
d x=\omega A \cos \omega t d t
$$

Thus, the Wilson-Sommerfeld rule gives

$$
\begin{align*}
n h & =\oint p_{x} d x \\
& =\oint m \frac{d x}{d t} d x \\
& =\oint m(\omega A \cos \omega t)(\omega A \cos \omega t d t) \\
& =m \omega^{2} A^{2} \oint \cos ^{2} \omega t d t \\
& =m \frac{k}{m} A^{2} \oint \cos ^{2} \omega t d t \\
& =2 E \oint \cos ^{2} \omega t d t \tag{7.99}
\end{align*}
$$

where Equations 7.95 and 7.97 have been used, respectively, in obtaining the last two equalities. The integral in this last expression can be simplified by letting

$$
\theta=\omega t
$$

and using Equation 7.82 in the form

$$
d t=\frac{d \theta}{\omega} .
$$

Realizing that over one complete cycle $t$ goes from 0 to $2 \pi / \omega$, then our new variable of integration goes from 0 to $2 \pi$. With these substitutions, Equation 7.99 gives

$$
\begin{align*}
n h & =\frac{2 E}{\omega} \int_{0}^{2 \pi} \cos ^{2} \theta d \theta \\
& =\frac{2 E}{\omega} \int_{0}^{2 \pi} \frac{1}{2}(\cos 2 \theta+1) d \theta \\
& =\frac{E}{\omega}\left[\int_{0}^{2 \pi} \cos 2 \theta d \theta+\int_{0}^{2 \pi} d \theta\right] \tag{7.100}
\end{align*}
$$

where the trigonometric identity

$$
\cos ^{2} \theta=\frac{1}{2} \cos 2 \theta+\frac{1}{2}
$$

from Appendix A, Section A. 6 has been employed. As the first integral of Equation 7.100 goes to zero, we obtain

$$
n h=\frac{2 \pi E}{\omega}
$$

which immediately reduces to

$$
\begin{equation*}
E=n h v \tag{7.101}
\end{equation*}
$$

by using $\omega=2 \pi \nu$. Consequently, the total energy of the classical linear harmonic oscillator is quantized to an integral number $n$ times the energy $h \nu$, which is identical with Planck's quantum hypothesis given by Equation 6.50.

### 7.7 Quantum Numbers and Electron Configurations

Although the circular orbit theory of the Bohr model was successful in explaining the line spectrum of hydrogen-like atoms and the small wavelength shift arising from the relative motion of the nucleus, very precise measurements on hydrogen reveal that the energy levels have fine structure. Bohr considered the more general case of elliptical orbits to explain the fine structure splitting of spectral lines; however, his results lead to exactly the same spectral lines as that predicted by the circular orbits theory. In 1915 Sommerfeld was successful in generalizing the Bohr model to include elliptical orbits and relativistic effects, which explained the fine structure of the hydrogen spectrum. Although the translational velocities of bound
electrons are considerably smaller than the velocity of light (e.g., 2.18769 $\times 10^{6} / 2.99792 \times 10^{8} \approx 7.3 \times 10^{-3}$ ), the very small relativistic corrections to the electron mass account for the fine structure splitting of the hydrogen spectral lines.

Sommerfeld's results for the quantization of elliptical orbits revealed that the single energy state of the Bohr model actually consisted of several energy states. He came up with an additional quantum number and some special selection rules governing the allowable transitions for the hydrogen atom. However, the selection rules did not always agree with observed transitions and it was realized that the mechanics of quanta, as perpetuated by Planck, Einstein, Bohr, Sommerfeld, and others was in itself limited. This started a new era in physical reasoning and the development of the new quantum mechanics. In as much as the Bohr model and Sommerfeld's extensions allow the physicist of today to quickly approximate physical reality, we will consider one aspect of Sommerfeld's generalizations before discussing the fundamental concepts of quantum mechanics.

An interesting result of Sommerfeld's work is that for any of the allowed energy states, the electron can move in any one of a number of elliptical orbits. More specifically, for each energy level denoted by the principal quantum number $n$ there exists $n$ possible orbits for the electron, as given by

$$
\begin{equation*}
l=0,1,2,3, \cdots, n-1 \tag{7.102}
\end{equation*}
$$

[^0]where $l$ is called the orbital quantum number. Further, all orbits for a particular value of $n$ have the same energy as that given by Bohr's equation (Equation 7.39) for the assumed circular orbits. Thus, for $n=1$ the electron moves in a circular orbit characterized by $l=0$, whereas for $n=2$ the electron can move in a circular orbit $(l=0)$ or an elliptical orbit $(l=$ 1) of the same total energy. The orbital quantum number was actually advanced independently by Wilson and Sommerfeld in 1915, and their arguments supported the generalized Wilson-Sommerfeld quantization rule discussed in the previous section. The quantity $l$ represents the quantum number of the orbital angular momentum of the electron in both the original Wilson-Sommerfeld theory and the later developed quantum mechanics. It specifies the quantization of angular momentum in units of $\hbar$ that are associated with an electron in any of the allowed states that correspond to classical elliptical orbits having equal energy but different shapes or eccentricities. For example, there are three allowed angular momentum states $(l=0,1,2)$ corresponding to three degenerate states of motion for $\mathrm{n}=3$ in hydrogen.

Using the results of the Bohr theory and the Sommerfeld generalizations, we can develop the Bohr-Sommerfeld scheme for the building up of

Energy States
Electron Shells
the chemical atoms. Electrons are imagined to exist in energy states called shells, which are specified by the letter $K$ corresponding to $n=1$, the letter $L$ to $n=2$, and so on according to the following scheme:


Because of the orbital quantum number $l$, each shell is further imagined to be divided into degenerate energy states called subshells, which are specified by a letter according to the following scheme:

Angular Momentum States

Electron Subshells
This particular convention for the names of the subshells originated from the empirical classification of the spectra of alkali metals (lithium, sodium, and potassium) into series called sharp, principal, diffuse, and fundamental. Later these series were recognized as resulting from electron transitions to the $l=0,1,2$, and 3 states, respectively, so electrons in the $l=0,1,2,3$, 4,5 , and so forth states have conventionally been described as being in the $s, p, d, f, g, h$, and so forth states. The resulting atomic notation specifies the state of an electron by indicating the value of $n$ before the letter denoting $l$. For example, an electron in the $2 s$ state corresponds to one having quantum numbers $n=2$ and $l=0$, while a $4 f$ electron has $n=4$ and $l=$ 0 . The atomic states for hydrogen are illustrated in Table 7.4 through quantum numbers $n=6$ and $l=5$.

The atomic notation illustrated in Table 7.4 is further extended to in-

Table 7.4
The atomic notation for a few electron states in hydrogen.

## SHELLS

|  | $\frac{n=1}{n=2}$ | $\frac{n=3}{n=3}$ | $\frac{n=4}{n=5}$ | $\frac{n=6}{n}$ | $\cdots$ |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| S I $=0 \rightarrow s$ | $1 s$ | $2 s$ | $3 s$ | $4 s$ | $5 s$ | $6 s$ | $\cdots$ |
| U I $=1 \rightarrow p$ |  | $2 p$ | $3 p$ | $4 p$ | $5 p$ | $6 p$ | $\cdots$ |
| B I $=2 \rightarrow d$ |  |  | $3 d$ | $4 d$ | $5 d$ | $6 d$ | $\cdots$ |
| S I $=3 \rightarrow f$ |  |  |  | $4 f$ | $5 f$ | $6 f$ | $\cdots$ |
| H I $=4 \rightarrow g$ |  |  |  |  | $5 g$ | $6 g$ | $\cdots$ |
| E I $=5 \rightarrow h$ |  |  |  |  |  | $6 h$ | $\cdots$ |
| L |  |  |  |  |  |  |  |
| L |  |  |  |  |  |  |  |
| S |  |  |  |  |  |  |  |

clude an atom containing more than one electron with identical values of $n$ and $l$. In this case the number of electrons having identical $n$ and $l$ values is written as a superscript to the letter denoting $l$, that is

$$
\begin{equation*}
\text { ATOMIC NOTATION } \equiv n l^{\text {No. of Electrons }} \tag{7.103}
\end{equation*}
$$

Consequently, an atom having 6 electrons for which $n=3$ and $l=1$ is said to have $3 p^{6}$ electrons. The maximum number of electrons allowed in a shell is given by

$$
\begin{equation*}
N_{n}=2 n^{2} \tag{7.104}
\end{equation*}
$$

while the maximum number allowed in a subshell can be obtained from the equation

$$
\begin{equation*}
N_{l}=2(2 l+1) \tag{7.105}
\end{equation*}
$$

These equations are easily justified in quantum mechanics by the inclusion of two additional quantum numbers, which will be briefly discussed later. For now, however, we accept Equations 7.104 and 7.105 as empirical equations in the Bohr-Sommerfeld scheme. As an example of this scheme, consider the $M$-shell $(n=3)$, where we have the existence of the $s, p$, and $d$ subshells (i.e., $l=0,1$, and 2). From Equation 7.104 we find $N_{n}=2(3)^{2}=$ 18 for the maximum allowable number of electrons in the $M$-shell, and these electrons are imagined to fill up the $s, p$, and $d$ subshells in that order. For an $s$-subshell Equation 7.105 gives $N_{s}=2(2 \cdot 0+1)=2$ electrons, whereas for the $p$ and $d$ subshells we obtain a maximum of $6\left(N_{p}=2(2 \cdot\right.$ $1+1)$ and $10\left(N_{d}=2(2 \cdot 2+1)=10\right)$ allowed electrons, respectively. Consequently, since the $s, p$, and $d$ subshells are associated with the $M$-shell, we have a maximum number of electrons $N_{l}=N_{s}+N_{p}+N_{d}=2+6+$ $10=18$, which is in agreement with the $N_{n}=2 n^{2}$ calculation. Table 7.5 illustrates the maximum number of electrons in each shell and subshell and the atomic scheme for $n=1$ through $n=4$. This model suggests the shells and subshells of atoms are to be filled by electrons in the order presented. Generalizing Table 7.5 and employing the atomic notation given in Equation 7.103, we obtain the following Bohr-Sommerfeld scheme for the building up of chemical atoms:

$$
\begin{equation*}
1 s^{2} 2 s^{2} 2 p^{6} 3 s^{2} 3 p^{6} 3 d^{10} \cdots \tag{7.106}
\end{equation*}
$$

Maximum
Shell Electrons

Maximum
Shell Electrons

Bohr-Sommerfeld Scheme

Table 7.5
Bohr-Sommerfeld scheme for electron configurations.


The Bohr-Sommerfeld scheme of Equation 7.106 allows us to write down the electron configuration for a normal unexcited electron. For example, in atomic notation the electron configuration for a silicon atom ( $Z$ $=14$ ) is given by

$$
{ }_{14} \mathrm{Si}: 1 s^{2} 2 s^{2} 2 p^{6} 3 s^{2} 3 p^{2},
$$

where the atomic number $Z=14$ indicates the number of protons, and hence electrons, in a neutral atom of silicon. This scheme works well for chemical atoms through $Z=18$ (argon); however, a departure occurs for $Z=19$ (potassium) and the heavier elements. For potassium $(Z=19)$ the electron configuration is given by

$$
{ }_{19} \mathrm{~K}: 1 s^{2} 2 s^{2} 2 p^{6} 3 s^{2} 3 p^{6} 4 s^{1},
$$

where the nineteenth electron goes into the $4 s$ state instead of the expected $3 d$ state suggested by the Bohr-Sommerfeld scheme (Equation 7.106). This type of departure occurs frequently for the rest of the elements in the chemical periodic table. However, a scheme known as Paschen's triangle
appears to accommodate most of these departures, except for a few heavy chemical atoms. This scheme can be obtained from the electron states illustrated in Table 7.4, by imagining diagonal lines of positive slope to be drawn through the states. This is illustrated in Table 7.6, with the resulting Paschen scheme given by

$$
\begin{equation*}
1 s^{2} 2 s^{2} 2 p^{6} 3 s^{2} 3 p^{6} 4 s^{2} 3 d^{10} 4 p^{6} \cdots \tag{7.107}
\end{equation*}
$$

Using this scheme, the electron configuration for cobalt,

$$
{ }_{27} \mathrm{Co}: 1 s^{2} 2 s^{2} 2 p^{6} 3 s^{2} 3 p^{6} 4 s^{2} 3 d^{7},
$$

indicates an unfilled $3 d$ subshell; whereas, zinc $\left({ }_{30} \mathrm{Zn}\right)$ has a completely filled $3 d$ subshell. Irregularities from the Paschen scheme are indicated by an asterisk in Appendix B.

The departure of electronic states from the Bohr-Sommerfeld scheme and the justification of the Paschen scheme can not be understood from the old quantum theory. The correct model that is consistent with experimental spectroscopic data can only be understood with the theory of quantum mechanics and the inclusion of two additional quantum numbers. Although we are not theoretically prepared to develop these additional quantum numbers from first principles, we can consider them empirically and somewhat superficially. Historically, these additional quantum numbers were introduced to explain the observed fine structure of some spectral lines. The third quantum number is associated with the so called Zeeman effect, where spectral lines are observed to split up into components, when the source of radiation is placed in an external B-field. The orbital magnetic quantum number, $m$ or $m_{l}$, was introduced to explain the


Table 7.6
Paschen's triangle of subshells illustrating an atomic scheme for electron configurations.
magnetic moment associated with an electron in each of its allowed orbits. It takes on the values

$$
\begin{equation*}
m_{l}=-l, \cdots, 0, \cdots, l \tag{7.108}
\end{equation*}
$$

and determines the components of the orbital angular momentum of an electron in an external magnetic field. Because of the restrictions, due to the orbital quantum number $l$, on the orientation of electron orbits, the orbits are said to be space quantized by the values of $m_{l}$. O. Stern and W. Gerlach verified space quantization of atoms in 1921. Later, in 1925 G. E. Uhlenbeck and S. A. Goudsmit postulated a fourth quantum number, called the electron spin magnetic number, to account for additional fine structure in the hydrogen spectrum in the hydrogen spectrum and space quantization of the atoms. The spin quantum number, $s$ or $m_{s}$, accounts for the intrinsic spin of an electron as it orbits the nucleus, which gives rise to not only an additional magnetic moment, but also an angular momentum that is independent of any orbital angular momentum. The quantity $m_{s}$ specifies the quantized spin angular momentum of an electron and has only the allowed values

Spin Magnetic QN

Electron Quantum
State

$$
\begin{equation*}
m_{s}=+\frac{1}{2},-\frac{1}{2} \tag{7.109}
\end{equation*}
$$

These values for $m_{s}$ are often referred to as spin up and spin down, respectively.

With the inclusion of magnetic and spin quantizations, we have the state of motion (or quantum state) of an electron in an atom characterized by the set

$$
\begin{equation*}
\text { Electron State } \equiv\left(n, l, m_{l}, m_{s}\right) \tag{7.110}
\end{equation*}
$$

of quantum numbers that have restricted values that are summarized in Table 7.7. This set of quantum numbers along with the Pauli exclusion principle, which states that no two electrons in an atom can have identical sets of quantum numbers, allows us to specify a scheme for the electronic configuration of the chemical atoms. The model illustrated in Table 7.8 is only exact for the hydrogen atom; however, all of the chemical atoms are found to follow the same scheme. In its lowest energy state, the hydrogen electron is characterized by $n=1, l=0, m_{l}=0$, and $m_{s}=-1 / 2$ or $m_{s}=$ $+1 / 2$. This means that there are only two allowed and distinct states of motion for the hydrogen electron in the $K$-shell, which differ only in spin orientation. Thus, a maximum of 2 electrons can be accommodated in the $K$-shell, having quantum states defined by $(1,0,0,-1 / 2)$ and $(1,0,0,+1 / 2)$.

In the $L$-shell Table 7.8 gives 8 distinct orbital states allowed for the hydrogen electron, which means that 8 electrons can be accommodated with different quantum numbers in this shell. Similarly, for $n=3$ the $M$-shell is seen to be filled by 18 electrons, 2 in the $s$-subshell $(l=0)$, six in the $p$ subshell $(l=1)$, and 10 in the $d$-subshell $(l=2)$. Thus, the maximum number of electrons in the shells and subshells are correctly predicted by Equations 7.104 and 7.105 , respectively. Further, the order in which subshells are filled by electrons is given by spectroscopic data to be


Table 7.7
The restricted values of the four quantum numbers $n, l, m_{l}$, and $m_{s}$.

Table 7.8
The allowed values of the four quantum numbers for the lowest three states in the $\mathrm{H}_{-}$ atom.

$$
1 s 2 s 2 p 3 s 3 p 4 s 3 d 4 p 5 s 4 d 5 p 6 s 4 f 5 d 6 p 7 s 5 f
$$

which is the same as that predicted by the Paschen scheme up to $Z=88$.

## Review of Fundamental and Derived Equations

A listing of the fundamental and derived equations of this chapter is presented below, along with newly introduced physical constants and postulates. The derivations of modern physics are presented in a logical listing, which is similar to their development in each section of the chapter.

## FUNDAMENTAL EQUATIONS—CLASSICAL PHYSICS

$$
\begin{array}{rlrl}
\mu & =\frac{m M}{m+M} & & \text { Reduced Mass } \\
a_{c} & =\frac{v^{2}}{r} & & \text { Centripetal Acceleration } \\
F & =m \mathbf{a}, \quad m \neq m(t) & & \text { Newton's Second Law } \\
F & =-k x & & \text { Hooke's Law } \\
F & =-\frac{d V}{d x} & & \text { Conservative Force } \\
F_{c}=\frac{m v^{2}}{r} & & \text { Centripetal Force } \\
F_{\mathrm{C}} & =k \frac{q Q}{r^{2}} & & \text { Coulomb's Law } \\
W=\int \mathbf{F} \cdot d \mathbf{r} & & \text { Work } \\
T=\frac{1}{2} m v^{2} & & \text { Kinetic Energy } \\
E_{t}=E_{k}+E_{p} & & \text { Total Mechanical Energy } \\
P=\frac{2}{3} \frac{k e^{2} a^{2}}{c^{3}} & & \text { Power-Electron Radiation } \\
c=\lambda v & & \text { Speed of Light in a Vaccuum } \\
\omega=\frac{d \theta}{d t} & & \text { Instantaneous Angular Velocity }
\end{array}
$$

| $v=r \omega$ | Velocity Transformations |
| :--- | :--- |
| $\omega=2 \pi \nu$ | Frequency |
| $I=m r^{2}$ | Moment of Inertia |
| $L=I \omega$ | Angular Momentum |
| $Q_{N}=Z e$ | Nuclear Charge |
| $E=n h \nu$ | Planck's Quantum Hypothesis |
| $\epsilon=h v$ | Einstein's Photon Postulate |

## EMPERICAL EQUATIONS

$\lambda=911.4 \AA\left(\frac{n_{i}^{2} n^{2}{ }_{f}}{n_{i}{ }_{i}-n^{2}{ }_{f}}\right)$
$\frac{1}{\lambda}=R_{\mathrm{H}}\left(\frac{1}{n^{2}{ }_{f}}-\frac{1}{n^{2}{ }_{i}}\right)$
$\oint p_{q} d q=n_{q} h$

Balmer's Formula

Rydberg Formula

Wilson - Sommerfeld Quantization Rule

NEW PHYSICAL CONSTANTS

$$
\begin{aligned}
\hbar & \equiv \frac{h}{2 \pi} & & \text { Reduced Planck } \\
R_{\mathrm{H}} & =\frac{\left|E_{1}\right|}{h c}=\frac{\mu k^{2} e^{4}}{2 h \hbar^{2} c} & & \text { Rydberg Constan } \\
& =1.0967758 \times 10^{7} m^{-1} & & \\
r_{1} & =\frac{\hbar^{2}}{m k e^{2}}=0.529178 \AA & & \text { Bohr Radius } \\
v_{1} & =\frac{k e^{2}}{\hbar}=2.18769 \times 10^{6} \mathrm{~m} / \mathrm{s} & & \text { Bohr Velocity } \\
\alpha & =\frac{k e^{2}}{\hbar c}=7.29735 \times 10^{-3} & & \text { Fine Structure C } \\
v_{1} & =\frac{m k^{2} e^{4}}{h \hbar^{2}}=6.57912 \times 10^{15} \mathrm{~Hz} & & \text { Bohr Frequency } \\
E_{1} & =-\frac{m k^{2} e^{4}}{2 \hbar^{2}}=-13.6046 \mathrm{eV} & & \text { Bohr Energy }
\end{aligned}
$$

## FUNDAMENTAL POSTULATES

1. Bohr's Four Postulates for the One-Electron Atom
2. Pauli Exclusion Principle

## DERIVED EQUATIONS

Bohr Mode_Infinite Nuclear Mass

$$
\begin{array}{ll}
m v_{n}^{2}=\frac{Z k e^{2}}{r_{n}} & \text { Bohr's 1st Postulate } \\
m v_{n} r_{n}=n \hbar & \text { Bohr's 2nd Postulate } \\
r_{n}=\frac{n^{2}}{Z}\left(\frac{\hbar^{2}}{m k e^{2}}\right) & \text { Bohr Radii } \\
v_{n}=\frac{Z}{n}\left(\frac{k e^{2}}{\hbar}\right) & \text { Bohr Velocities } \\
v_{n}=\frac{Z^{2}}{n^{3}}\left(\frac{m k^{2} e^{4}}{h \hbar^{2}}\right) & \text { Bohr Frequencies } \\
E_{n}=-\frac{Z k e^{2}}{2 r_{n}} & \text { Bohr's 3rd Postulate } \\
E_{n}=-\frac{Z^{2}}{n^{2}}\left(\frac{m k^{2} e^{4}}{2 \hbar^{2}}\right) & \text { Bohr Energies } \\
E_{n}=-\frac{1}{2} n h v_{n} & \text { Energy Quantization } \\
\epsilon=E_{i}-E_{f} & \text { Bohr's 4th Postulate } \\
\epsilon=Z^{2}\left|E_{1}\right|\left(\frac{n_{i}^{2}-n_{f}^{2}}{n_{i}^{2} n_{f}^{2}}\right) & \text { Photon Energy }
\end{array}
$$

## Bohr Mode——Finite Nuclear Mass

| $v_{e}=(r-x) \omega_{e}$ | Speed of Electron |
| :--- | :--- |
| $v_{N}=x \omega_{N}$ | Speed of Nucleus |
| $L=L_{e}+L_{N}=\mu r^{2} \omega=m u r$ | Total Angular Momentum |
| $L_{e}=\mu v r$ | Electron Angular Momentum |
| $\mu r \omega^{2}=\frac{Z k e^{2}}{r^{2}}$ | Bohr's 1st Postulate |

$$
\begin{array}{ll}
\mu r^{2} \omega=n \hbar & \text { Bohr's 2nd Postulate } \\
r_{n}=\frac{n^{2}}{Z}\left(\frac{\hbar^{2}}{\mu k e^{2}}\right) & \text { Atomic Radii } \\
E_{n}=-\frac{Z k e^{2}}{2 r_{n}} & \text { Bohr's 3rd Postulate } \\
E_{n}=\frac{Z^{2}}{n^{2}}\left(\frac{\mu k^{2} e^{4}}{2 \hbar^{2}}\right) & \text { Atomic Energy States }
\end{array}
$$

Wilson-Sommerfeld Angular Momentum Quantization

$$
\begin{array}{ll}
m v r=n_{\theta} \hbar & \text { Bohr Model—Infinite Nuclear Mass } \\
\mu r^{2} \omega=n_{\theta} \hbar & \text { Bohr Model—Finite Nuclear Mass }
\end{array}
$$

Wilson-Sommerfeld Quantization—Linear Harmonic Oscillator

$$
\begin{aligned}
V & =\frac{1}{2} k x^{2} & & \text { Potential Energy } \\
E & =\frac{1}{2} m v^{2}+\frac{1}{2} k x^{2} & & \text { Total Energy } \\
x & =A \sin \omega t & & \text { Coordinate Solution } \\
\omega & =\sqrt{\frac{k}{m}} & & \text { Angular Speed } \\
n h & =\oint p_{x} d x & & \\
& =2 E \oint \cos ^{2} \omega t d t=\frac{E}{v} & & \text { Energy Quantization }
\end{aligned}
$$

## QUANTUM NUMBERSAND ELECTRON CONFIGURATIONS

$$
\begin{array}{ll}
n=1,2,3,4,5, \cdots & \text { Principal Quantum Number } \\
l=0,1,2, \cdots, n=1 & \text { Orbital Quantum Number } \\
m_{l}=-l, \cdots, 0, \cdots, l & \text { Orbital Magnetic Quantum Number } \\
m_{s}=-\frac{1}{2},+\frac{1}{2} & \text { Spin Magnetic Quantum Number } \\
N_{n}=2 n^{2} & \text { Maximum Number of Shell Electrons }
\end{array}
$$

$$
\begin{aligned}
& N_{l}=2(2 l+1) \\
& n=\begin{array}{ccccc}
1 & 2 & 3 & 4 & 5
\end{array} \cdots \\
& l=\begin{array}{lllll}
0 & 2 & 3 & 4 & 5
\end{array} \cdots \\
& n l^{\text {No. of Electrons }} \\
& 1 s, 2 s, 2 p, 3 s, 3 p, 3 d \cdots \quad \text { Bohr-Sommerfeld Scheme } \\
& 1 s, 2 s, 2 p, 3 s, 3 p, 4 s, 3 d, 4 p, 5 s, 4 d, 5 p, 6 s, 4 f \cdots \text { Paschen Triangle Scheme } \\
& 1 s, 2 s, 2 p, 3 s, 3 p, 4 s, 3 d, 4 p, 5 s, 4 d, 5 p, 6 s, 4 f \cdots \text { Quantum Mechanic's Scheme }
\end{aligned}
$$

## Problems

7.1 Classically, an electron in an orbit about a fixed proton obeys Kepler's third law, which has the form $T^{2}=($ CONSTANT $) r^{3}$. Here $T$ is the electron's orbital period and $r$ is the mean distance of separation between the electron and proton. Assuming a circular orbit for the electron, show that the constant in Kepler's law is $16 \pi^{3} \epsilon_{0} m / e^{2}$ for the Rutherford model of the hydrogen atom.

## Solution:

From fundamental relationships the period of the electron's orbit is given by (see Equation 7.9)

$$
T=\frac{1}{v}=\frac{2 \pi}{\omega}=\frac{2 \pi r}{v} .
$$

so that the square of the period is

$$
T^{2}=\frac{4 \pi^{2} r^{2}}{v^{2}} .
$$

Also, with orbital stability for ${ }_{1}^{1} \mathrm{H}$ given by Equation 7.6,

$$
m v^{2}=\frac{k e^{2}}{r},
$$

the velocity squared can be solved for and substituted into the equation for $T^{2}$ to obtain

$$
T^{2}=\left(\frac{4 \pi^{2} m}{k e^{2}}\right) r^{3} .
$$

Since $k \equiv 1 / 4 \pi \epsilon_{0}$ (see Equation 5.49), our last equation gives the desired result.
7.2 Like Problem 7.1, find the constant in Kepler's third law for the reduced mass model of the hydrogen atom.

Answer: $\frac{4 \pi^{2} \mu}{k e^{2}}$
7.3 After deriving the generalized equations for the Bohr radii (Equation 7.25 ) and Bohr velocities (Equation 7.28), find the principal quantum number and translational speed of an electron encircling a single fixed proton with a 1 m radius.

## Solution:

Knowing $Z=1$ and $r_{n}=1 \mathrm{~m}$, we want to find $n$ and $v_{n}$. From Equation 7.25 we have

$$
\begin{aligned}
n & =\left[\frac{Z r_{n}}{r_{1}}\right]^{1 / 2} \\
& =\left[\frac{(1)(1 \mathrm{~m})}{\left(0.529178 \times 10^{-10} \mathrm{~m}\right)}\right]^{1 / 2} \\
& =\left(1.88972 \times 10^{10}\right)^{1 / 2} \\
& =137,467 .
\end{aligned}
$$

The translational speed for such a Bohr electron is given by Equation 7.28,

$$
\begin{aligned}
v_{n} & =\frac{Z}{n} v_{1} \\
& =\frac{(1)\left(2.18769 \times 10^{6} \mathrm{~m} / \mathrm{s}\right)}{1.37467 \times 10^{5}} \\
& =15.9143 \mathrm{~m} / \mathrm{s},
\end{aligned}
$$

where the value of $v_{1}$ from Equation 7.30 has been used.
7.4 Show that the dimensions of the derived expressions for the Bohr radius (Equation 7.26) and the Bohr velocity (Equation 7.29) reduce to those of length and length divided by time, respectively.

Answer: m, m/s
7.5 Show that the fine structure constant $\alpha$ is dimensionless. Find the ratio of the Bohr radii to the reduced Compton wavelength $(\hbar / m c)$ and illustrate algebraically how it is related to $\alpha$.

## Solution:

From Equation 7.32 we have

$$
\begin{aligned}
\alpha=\frac{k e^{2}}{\hbar c} & \rightarrow \frac{\left(\mathrm{Nm}^{2} / \mathrm{C}^{2}\right) \mathrm{C}^{2}}{(\mathrm{Js})(\mathrm{m} / \mathrm{s})} \\
& \rightarrow \frac{\mathrm{Nm}}{\mathrm{~J}}=1 .
\end{aligned}
$$

Also, with $\lambda_{\mathrm{C}}^{\prime} \equiv \hbar / m c$ and Equation 7.25 we obtain

$$
\begin{aligned}
\frac{r_{n}}{\lambda_{\mathrm{C}}^{\prime}} & =\frac{\left(n^{2} / Z\right)\left(\hbar^{2} / m k e^{2}\right)}{\hbar / m c} \\
& =\frac{n^{2}}{Z}\left(\frac{\hbar c}{k e^{2}}\right) \\
& =\frac{n^{2}}{Z} \frac{1}{\alpha}
\end{aligned}
$$

7.6 After deriving the generalized equation for the Bohr frequencies (Equation 7.35), find the Bohr electron's radius, translational speed, and orbital frequency for $Z=12$ and $n=6$.

Answer: $\quad 1.58753 \AA, 4.37538 \times 10^{6} \mathrm{~m} / \mathrm{s}, 4.3860810^{15} \mathrm{~Hz}$
7.7 After deriving the generalized equation for the Bohr energies (Equation 7.39), find the translational speed and energy of a Bohr electron for $Z=5$ and $n=10$.

## Solution:

For $n=10$ and $Z=5$, the speed of the electron is obtained from Equations 7.28 and 7.30 , that is

$$
\begin{aligned}
v_{10} & =\frac{Z}{n} v_{1} \\
& =\frac{5}{10}\left(2.18769 \times 10^{6} \frac{\mathrm{~m}}{\mathrm{~s}}\right) \\
& =1.09398 \times 10^{6} \frac{\mathrm{~m}}{\mathrm{~s}},
\end{aligned}
$$

while the energy is given by Equations 7.39 and 7.41

$$
\begin{aligned}
E_{10} & =-\frac{Z^{2}}{n^{2}}\left|E_{1}\right| \\
& =-\frac{23}{100}(13.6046 \mathrm{eV}) \\
& =-3.40115 \mathrm{eV} .
\end{aligned}
$$

7.8 Show that the Bohr electron's binding energy in the ground state of a hydrogen atom is directly proportional to $\alpha^{2}$.

Answer: $\quad E_{1}=-\frac{1}{2} m c^{2} \alpha^{2}$.
7.9 If the electron in a hydrogen atom is replaced by a negative muon ( $m_{\mu}$ $=207 m_{e}$ ), what changes occur in the allowable radii, velocities, and energies?

## Solution:

Since only the mass of the negatively charged particle in the Bohr model has changed, the generalized equations for the radii and energies are the same as Equations 7.25 and 7.39 , except $m$ is replaced with $m_{\mu}$. There is no change in the Bohr velocities, since Equation 7.28 is independent of the electron's mass. Accordingly, our equation for $r_{n}$ takes the form of

$$
r_{n}=\frac{n^{2}}{Z} r_{1}^{\prime},
$$

where

$$
r_{1}^{\prime}=\frac{m_{e}}{m_{\mu}} r_{1}=2.55642 \times 10^{-13} \mathrm{~m}
$$

Likewise, the equation for $E_{n}$ is of the form

$$
E_{n}=-\frac{Z^{2}}{n^{2}}\left|E_{1}^{\prime}\right|,
$$

with $\left|\mathrm{E}_{1}^{\prime}\right|$ given by

$$
\left|E_{1}^{\prime}\right|=\frac{m_{\mu}}{m_{e}}\left|E_{1}\right|=2816.15 \mathrm{eV} .
$$

7.10 A hydrogen electron is in its first excited state. Find the ionization energy of the atom and the frequency of a photon of this energy.

Answer: $\quad E^{2}=-3.40115 \mathrm{eV}, v=8.22388 \times 10^{14} \mathrm{~Hz}$
7.11 If the energy of a hydrogen electron is -0.544 eV , find the electron's principal quantum number $n$ and orbital frequency $\nu_{n}$.

## Solution:

With $Z=1$ and $E_{n}=-0.544 \mathrm{eV}$, Equation 7.39 gives $n$ as

$$
\begin{aligned}
n & =\left(\frac{-Z^{2}\left|E_{1}\right|}{E_{n}}\right)^{1 / 2} \\
& =\left[-\frac{(1)(13.6 \mathrm{eV})}{(-0.544 \mathrm{eV})}\right]^{1 / 2} \\
& =\sqrt{25}=5
\end{aligned}
$$

The orbital frequency for the hydrogen electron in the $n=5$ state is most easily obtained from Equation 7.42, that is

$$
\begin{aligned}
v_{n} & =\frac{-2 E_{n}}{n h} \\
& =\frac{(-2)(-0.544 \mathrm{eV})\left(1.60 \times 10^{-19} \mathrm{~J} / \mathrm{eV}\right)}{5 h} \\
& =\frac{3.48 \times 10^{-20} \mathrm{~J}}{6.63 \times 10^{-34} \mathrm{Js}} \\
& =5.25 \times 10^{13} \mathrm{~Hz} .
\end{aligned}
$$

Alternatively, Equation 7.35 could be used to directly calculate $\nu_{n}$ for $n=5$ and $Z=1$.
7.12 If the radius and orbital speed of a Bohr electron is $4.232 \AA$ and 1.10 $\times 10^{6} \mathrm{~m} / \mathrm{s}$, respectively, what are the values for $n$ and $Z$ ?

Answer: $n=4, Z=2$
7.13 Find the energy of a photon required to excite a hydrogen electron from the $K$-shell to the $M$-shell and from the $L$-shell to the $O$-shell.

## Solution:

The absorbed or annihilated photon would have an energy given by the absolute magnitude of Equation 7.45, that is

$$
\epsilon=Z^{2}\left|E_{1}\right| \frac{\left|n_{i}^{2}-n_{f}^{2}\right|}{n_{i}^{2} n_{f}^{2}} .
$$

For the $K$ to $M$ transition ( $n_{i}=1$ and $n_{f}=3$ ) we obtain

$$
\begin{aligned}
\epsilon & =(13.6046 \mathrm{eV}) \frac{|1-9|}{(1)(9)} \\
& =12.0930 \mathrm{eV},
\end{aligned}
$$

while the $L$ to $O$ transition ( $n_{i}=2$ and $n_{f}=5$ ) requires a photon of energy

$$
\begin{aligned}
\epsilon & =(13.6046 \mathrm{eV}) \frac{|4-25|}{(4)(25)} \\
& =2.85697 \mathrm{eV}
\end{aligned}
$$

7.14 If a hydrogen electron makes a single transition form the $O$-shell to the $M$-shell, emitting the second spectral line of the Paschen series, what is the energy and wavelength of the emitted photon?

Answer: $\quad \epsilon=0.967438 \mathrm{eV}, \lambda=1.28158 \times 10^{-6} \mathrm{~m}$
7.15 Compute the wavelengths for the third, fourth, and fifth lines of the Lyman series of hydrogen.

## Solution:

For the Lyman series $n_{f}=1$ and the three spectral lines correspond to $n_{i}=4,5,6$. Thus, direct substitution into Equation 7.50,

$$
\lambda=\frac{911.346 \AA}{Z^{2}}\left(\frac{n_{i}^{2} n_{f}^{2}}{n_{i}^{2}-n_{f}^{2}}\right)
$$

gives the following:

$$
\begin{array}{ll}
n_{i}=4: & \lambda_{\mathrm{L}}=(911.346 \AA) \frac{16}{15}=972.102 \AA, \\
n_{i}=5: & \lambda_{\mathrm{L}}=(911.346 \AA) \frac{25}{24}=949.319 \AA, \\
n_{i}=6: & \lambda_{\mathrm{L}}=(911.346 \AA) \frac{36}{35}=937.384 \AA .
\end{array}
$$

7.16 Find the wavelengths of the first three spectral lines of the Paschen series.

Answer: $18747.7 \AA, 12815.8 \AA, 10936.2 \AA$
7.17 Beginning at $n=7$ an electron in a hydrogen atom makes six successive quantum jumps as it cascades downward through every lower energy level. Find the wavelength of each of the six photons emitted.

## Solution:

With $Z=1$ and $\lambda_{B} \equiv 911.346 \AA$ A Equation 7.50 immediately yields

$$
\begin{array}{ll}
n_{i}=7, n_{f} 6: & \lambda=\lambda_{\mathrm{B}} \frac{(49)(36)}{13}=123663 \AA \\
n_{i}=6, n_{f} 5: & \lambda=\lambda_{\mathrm{B}} \frac{(36)(25)}{11}=74564.7 \AA
\end{array}
$$

$$
\begin{array}{ll}
n_{i}=5, n_{f} 4: & \lambda=\lambda_{\mathrm{B}} \frac{(25)(16)}{9}=40504.3 \AA, \\
n_{i}=4, n_{f} 3: & \lambda=\lambda_{\mathrm{B}} \frac{(16)(9)}{7}=18747.7 \AA, \\
n_{i}=3, n_{f} 2: & \lambda=\lambda_{\mathrm{B}} \frac{(9)(4)}{5}=6561.69 \AA \\
n_{i}=2, n_{f} 1: & \lambda=\lambda_{\mathrm{B}} \frac{(4)(1)}{3}=1215.13 \AA .
\end{array}
$$

7.18 A ground states helium electron annihilates a $243 \AA$ photon and then emits a photon of $2.46 \times 10^{15} \mathrm{~Hz}$. What is the electron's final state binding energy in eV?

$$
\text { Answer: } \quad E_{f}=-13.6 \mathrm{eV}
$$

7.19 A ground state hydrogen atom absorbs 10.20345 eV of excitation energy. Afterward, the electron absorbs a $4860.512 \AA$ photon. What is the binding energy of the electron's final state?

## Solution:

With $n_{i}=1, Z=1, E_{\text {ABSORBED }}=10.20345 \mathrm{eV}$, and $\lambda_{\epsilon}=4860.512 \AA$ (absorbed), we have the final energy given by

$$
\begin{aligned}
E_{f} & =E_{i}+E_{\text {ABSorbed }}+\epsilon_{\text {ABSorbed }} \\
& =-\frac{Z^{2}}{n^{2}}\left|E_{1}\right|+E_{\text {ABSorbed }}+\epsilon_{\text {ABSorbed }} \\
& =-13.6046+10.20345+\epsilon_{\text {ABSorbed }} \\
& =-3.40115+\epsilon_{\text {ABSorbed }} .
\end{aligned}
$$

Thus, after being excited to the $n=2$ state (see Table 7.3) the electron annihilates a photon of energy

$$
\epsilon_{\text {ABSORBED }}=\frac{h c}{\lambda_{\epsilon}}=2.550862 \mathrm{eV}
$$

Now, substitution into the equation for $E_{f}$ gives

$$
E_{f}=-0.850288,
$$

which corresponds to $n_{f}=4$.
7.20 In the reduced mass model of the one-electron atom, the centripetal force on the nucleus must be equal in magnitude and oppositely directed to the centripetal force on the electron. Show that an application of New-
ton's third law of motion on this model of the atom reduces to the definition of the center of mass of the system, as given by Equation 7.54.

Answer: $\quad M x=m(r-x)$
7.21 Verify that the dimension of the Rydberg constant is inverse length and show that the product $R_{\mathrm{H}} r_{1}$ is dimensionless, as given by $\alpha / 4 \pi$.

## Solution:

From Equation 7.51 we have

$$
\begin{aligned}
R_{\mathrm{H}} & =\frac{\left|E_{1}\right|}{h c} \\
& =\frac{\left|E_{1}\right|}{h \lambda \nu} \\
& =\frac{\left|E_{1}\right|}{\epsilon} \frac{1}{\lambda},
\end{aligned}
$$

so the units are obviously those of inverse wavelength or $m^{-1}$. From Equation 7.51, 7.26, and 7.40 we obtain

$$
\begin{aligned}
R_{H} r_{1} & =\frac{\left|E_{1}\right|}{h c} r_{1} \\
& =\frac{m k^{2} e^{4} / 2 \hbar^{2}}{h c} \frac{\hbar^{2}}{m k e^{2}} \\
& =\frac{k e^{2}}{2 h c} \\
& =\frac{1}{4 \pi} \frac{k e^{2}}{\hbar c} \\
& =\frac{\alpha}{4 \pi}
\end{aligned}
$$

where Equation 7.32 has been used in obtaining the last equality. This result is clearly the same whether we use the fixed nuclear mass model or the finite nuclear mass model.
7.22 Name the first four shells of the Bohr-Sommerfeld atomic model and calculate the maximum number of electrons allowed in each shell.

Answer: $K \rightarrow 2, L \rightarrow 8, M \rightarrow 18, N \rightarrow 32$
7.23 Using the atomic notation defined in Equation 7.103 and Paschen's triangle, write down the electronic configuration for argon $(Z=18)$, iron
( $Z=26$ ), and silver $(Z=47)$.

## Solution:

For the three elements given we have

$$
\begin{aligned}
& { }_{18} \mathrm{Ar}: 1 s^{2} 2 s^{2} 2 p^{6} 3 s^{2} 3 p^{6} \\
& { }_{26} \mathrm{Fe}: 1 s^{2} 2 s^{2} 2 p^{6} 3 s^{2} 3 p^{6} 4 s^{2} 3 d^{6} \\
& { }_{47} \mathrm{Ag}: 1 s^{2} 2 s^{2} 2 p^{6} 3 s^{2} 3 p^{6} 4 s^{2} 3 d^{10} 4 p^{6} 5 s^{2} 4 d^{9}
\end{aligned}
$$

7.24 Name each of the subshells associated with the $N$-shell and calculate the maximum number allowed in each subshell.

Answer: $\quad s \rightarrow 2, p \rightarrow 6, d \rightarrow 10, f \rightarrow 14$
7.25 Using the Pauli exclusion principle and Equation 7.110, write down the eight quantum states allowed for electrons in the $L$-shell.

## Solution:

For the $L$-shell $n=2$ and the quantum numbers $l, m_{l}$, and $m_{s}$ have allowed values as given in Table 7.8. Accordingly, the allowed quantum states are given by

$$
\begin{aligned}
& \left(2,0,0, \mp \frac{1}{2}\right), \\
& \left(2,1,-1, \mp \frac{1}{2}\right), \\
& \left(2,1,0, \mp \frac{1}{2}\right), \\
& \left(2,1,1, \mp \frac{1}{2}\right) .
\end{aligned}
$$

## CHAPTER 8

## Introduction to Quantum Mechanics



Scanning tunneling microscope image of a circular structure created from 48 iron atoms on a copper surface. The wave patterns are formed by copper electrons confined by the iron atoms.

## Introduction

The preceding chapters were concerned with departures from classical views of relative motion, matter, and electromagnetic radiation in the conceptualization and theoretical description of natural phenomena. The classical wave model of light was found to have limited applicability and, consequently, a particle view of radiation as consisting of quanta was postulated by Einstein. The wave and particle models were demonstrated to be complementary in that together they provide a complete description of all observed radiation phenomena. In this chapter it is postulated that a dual wave-particle behavior is characteristic of not only electromagnetic radiation but also fundamental particles, such as electrons and protons. As will be discussed, this newly postulated wave nature of matter necessitates the description of a particle as a matter wave, which is not localized in space and time.

We begin with a discussion of the classical wave equation and its solutions for a vibrating string. This review of the classical wave equation will prove to be most instructive, as later in E. Schrödinger's quantum mechanics the wave function that characterizes a particle will be found to be
a solution to an analogous partial differential equation. Before introducing de Broglie's postulates for the frequency and wavelength of particles, our review of classical waves is extended to include a generalized theoretical discussion of traveling waves. After detailing de Broglie's hypothesis for the wave nature of particles, we consider a confirmation of the hypothesis by a diffraction experiment involving electrons and its consistency with Bohr's quantization hypothesis and Einsteinian relativity. Our next subject of inquiry considers matter waves and the principle of linear superposition, followed by a theoretical discussion of group, phase, and particle velocities. Finally, the famous Heisenberg uncertainty principle is developed from general observations and insights on matter waves.

## 8.I Equation of Motion for a Vibrating String

Before describing how waves can be associated with particles, it is instructive to review classical waves, such as those allowed on a vibrating string. Consider the string of mass $M$ and length $L$ in Figure 8.1, where its ends are fastened at the points $x=0$ and $x=L$. As a simplifying assumption, we allow the vibrations of the string to be restricted to the $x-y$ plane, such that each point on the string can move only vertically. The string is also assumed to be of uniform linear density defined by

## Linear Density

$$
\begin{equation*}
\mu \equiv \frac{M}{L} \tag{8.1}
\end{equation*}
$$

which allows the linear density of an elemental segment of length $d x$ and mass $d m$ to be expressed as

$$
\begin{equation*}
\mu=\frac{d m}{d x} \tag{8.2}
\end{equation*}
$$

Figure 8.1
The vibrating string fastened at $x=0$ and $x$ $=L$.


Further, the amplitude of vibration is assumed to be sufficiently small such that the tension $T$ in the string can be considered as essentially constant. With these assumptions and Figure 8.1, the net longitudinal (horizontal) force acting on an elemental string segment of length $d x$ is given by

$$
d F_{x}=T \cos (\theta+d \theta)-T \cos \theta \approx 0,
$$

which is essentially zero for very small angular displacements $\theta$ (i.e., $\cos \theta$ $\approx 1$ and $\cos (\theta+d \theta) \approx 1)$. This result is obviously necessary for consistency with our initial simplifying assumption, which allows each elemental segment of the string to experience only transverse (vertical) motion. Since $\sin \theta \approx \theta$ and $\sin (\theta+d \theta) \approx \theta+d \theta$ for small angular displacements, the net transverse force acting on the segment $d x$ is given by

$$
\begin{align*}
d F_{y} & =T \sin (\theta+d \theta)-T \sin \theta \\
& \approx T(\theta+d \theta)-T \theta \\
& =T d \theta \tag{8.3}
\end{align*}
$$

From Newton's second law of motion and Equation 8.2, this force is given by

$$
\begin{align*}
d F_{y} & =d m a_{y} \\
& =\mu d x \frac{\partial^{2} y}{\partial t^{2}} . \tag{8.4}
\end{align*}
$$

In the last equality the transverse acceleration has been expressed by the second order partial derivative

$$
\begin{equation*}
a_{y}=\frac{\partial^{2} y}{\partial t^{2}}, \tag{8.5}
\end{equation*}
$$

since the transverse or vertical displacement of any point on the string is a function of both $x$ and $t$, that is, $y=y(x, t)$. Thus, by equating Equations 8.3 and 8.4 the equation representing the transverse motion of an elemental segment $d x$ of the string is obtained as

$$
T d \theta=\mu d x \frac{\partial^{2} y}{\partial t^{2}},
$$

which is easily rearranged in the form

$$
\begin{equation*}
\frac{d \theta}{d x}=\frac{\mu}{T} \frac{\partial^{2} y}{\partial t^{2}} . \tag{8.6}
\end{equation*}
$$

The equation of motion represented by Equation 8.6 can be expressed in a more recognizable form by operating on

$$
\tan \theta=\frac{\partial y}{\partial x}
$$

with $d l d x$. That is,

$$
\frac{d}{d x} \tan \theta=\sec ^{2} \theta \frac{d \theta}{d x}
$$

thus we obtain

$$
\begin{aligned}
\frac{d \theta}{d x} & =\frac{1}{\sec ^{2} \theta} \frac{d}{d x} \tan \theta \\
& =\cos ^{2} \theta \frac{\partial^{2} y}{\partial x^{2}},
\end{aligned}
$$

which under the small angle approximation becomes

$$
\begin{equation*}
\frac{d \theta}{d x} \approx \frac{\partial^{2} y}{\partial x^{2}} . \tag{8.7}
\end{equation*}
$$

With this result for $d \theta / d x$, Equation 8.6 yields the more recognizable wave equation

$$
\begin{equation*}
\frac{\partial^{2} y}{\partial x^{2}}=\frac{\mu}{T} \frac{\partial^{2} y}{\partial t^{2}} . \tag{8.8}
\end{equation*}
$$

Since the fundamental units of $\mu / T$ are inverse velocity squared, we take the liberty of defining

$$
\begin{equation*}
w=\sqrt{\frac{T}{\mu}}, \tag{8.9}
\end{equation*}
$$

which will later be identified as the phase velocity with which traveling waves propagate on a long string. From Equations 8.8 and 8.9 we obtain the well known second order partial differential equation representing the equation of motion for the vibrating string

$$
\begin{equation*}
\frac{\partial^{2} y}{\partial x^{2}}=\frac{1}{w^{2}} \frac{\partial^{2} y}{\partial t^{2}} . \tag{8.10}
\end{equation*}
$$

Although this equation was derived for the vibrating string, it should be recognized as the classical wave equation, whose solutions $y(x, t)$ can represent waves traveling along a string or wire, sound waves propagating through a material medium, or electromagnetic waves propagating in a vacuum. In all cases the phase velocity $w$ is dependent on only the physical properties of the medium and in the case of light waves in a vacuum $w=$ $c$. The solution $y(x, t)$ to Equation 8.10 must be obtained for any given initial position $y(x)$ and velocity $v(x)$ of each point along the string in conjunction with the imposed boundary conditions. That is, at time $t=0, y(x, t)$ must satisfy the initial conditions

$$
\begin{align*}
& y(x, 0)=y_{0}(x)  \tag{8.11a}\\
& \left(\frac{\partial y}{\partial t}\right)_{t=0}=v_{0}(x) \tag{8.11b}
\end{align*}
$$

and also the boundary conditions

$$
\begin{equation*}
y(0, t)=y(L, t)=0 \tag{8.12}
\end{equation*}
$$

These boundary conditions simply express the fact that the string is tied at both ends and the displacements at these two points must always be zero. The particular solution of Equation 8.10 will be the usual standing wave, which will be obtained in the next section by the linear superposition of traveling waves.

### 8.2 Normal Modes ofVibration for the Stretched String

The solution to the classical wave equation will be presented in detail, since the mathematical procedures are useful in Schrödinger's quantum mechanics. One method for solving the second order partial differential equation is the method of separation of variables, which consists in looking for solutions of the form,

$$
\begin{equation*}
y(x, t)=f(x) h(t) \tag{8.13}
\end{equation*}
$$

Separation of Variables

Taking derivatives of Equation 8.13 with respect to $x$ and $t$ gives

$$
\frac{\partial^{2} y}{d x^{2}}=h \frac{d^{2} f}{d x^{2}}
$$

## Initial Conditions

Boundary Conditions

$$
\frac{\partial^{2} y}{\partial t^{2}}=f \frac{d^{2} h}{d t^{2}}
$$

which can be substituted into Equation 8.10 to obtain

$$
\begin{equation*}
\frac{w^{2}}{f} \frac{d^{2} f}{d x^{2}}=\frac{1}{h} \frac{d^{2} h}{d t^{2}} \tag{8.14}
\end{equation*}
$$

Since the left side of this equation is a function of $x$ only and the right side is a function of $t$ only, both sides may be set equal to a constant. Deciding what physical constant to use is easily facilitated by observing that the right side expresses acceleration divided by a displacement. Consequently, the constant will have units of $1 / \mathrm{s}^{2}$ and should be negative valued, as acceleration must be opposite the displacement at every value of $t$ for the string to return to its equilibrium position. Since angular velocity $\omega$ has fundamental units of $1 / \mathrm{s}$, then the constant chosen is $\omega^{2}$ :

$$
\begin{align*}
& \frac{1}{h} \frac{d^{2} h}{d t^{2}}=-\omega^{2}  \tag{8.15a}\\
& \frac{w^{2}}{f} \frac{d^{2} f}{d x^{2}}=-\omega^{2} \tag{8.15b}
\end{align*}
$$

These equations can be rewritten as

$$
\begin{align*}
& \frac{d^{2} h}{d t^{2}}+\omega^{2} h=0  \tag{8.16}\\
& \frac{d^{2} f}{d x^{2}}+\frac{\omega^{2}}{w^{2}} f=0 \tag{8.17}
\end{align*}
$$

which are well known and relatively simple differential equations to solve.
Equations 8.16 and 8.17 are of the same form as the equation of motion (Equation 7.87) for the linear harmonic oscillator of Chapter 7. Although the sine function was used as a solution in that problem, the general solution to equation 8.16 should be a combination of sine and cosine functions of the form

$$
\begin{equation*}
h(t)=A \cos \omega t+B \sin \omega t \tag{8.18}
\end{equation*}
$$

where $A$ and $B$ are arbitrary constants. The solution to Equation 8.17 is very similar and of the form

$$
\begin{equation*}
f(x)=C \cos \frac{\omega x}{w}+D \sin \frac{\omega x}{w} \tag{8.19}
\end{equation*}
$$

but it must satisfy the boundary conditions expressed by Equation 8.12. That is, at $x=0, f(x)$ of Equation 8.19 must equal zero, which can only be satisfied if

$$
\begin{equation*}
C=0 \tag{8.20}
\end{equation*}
$$

Consequently, Equation 8.19 reduces to

$$
\begin{equation*}
f(x)=D \sin \frac{\omega x}{w} \tag{8.21}
\end{equation*}
$$

The second boundary condition requires $f(x)$ to be equal to zero at $x=L$. This condition is satisfied when

$$
\begin{equation*}
f(L)=D \sin \frac{\omega L}{w}=0 \tag{8.22}
\end{equation*}
$$

which requires that

$$
\begin{equation*}
\frac{\omega L}{w}=n \pi, \quad n=1,2,3,4, \cdots \tag{8.23}
\end{equation*}
$$

Considering the vibrating string in its first few normal modes, as illustrated in Figure 8.2, we have the general equation

$$
\begin{equation*}
L=\frac{n \lambda}{2} \tag{8.24}
\end{equation*}
$$

suggested for the wavelength as a function of the vibrating mode $n$. From this equation the condition for standing waves is clearly that the length of


Figure 8.2
The normal modes of a vibrating string.
the string must be an integral number of half wavelengths. Substituting Equation 8.24 into Equation 8.23 gives

$$
\begin{align*}
\frac{\omega}{w} & =\frac{n \pi}{L}=\frac{n \pi}{n \lambda / 2} \\
& =\frac{2 \pi}{\lambda} \equiv k, \tag{8.25}
\end{align*}
$$

where $k$ is the wave number or propagation constant originally defined in Equation 6.3.

Using the result expressed by Equation 8.25 in Equation 8.21, the solution to Equation 8.17 is

$$
\begin{equation*}
f(x)=D \sin k x, \tag{8.26}
\end{equation*}
$$

while the solution to Equation 8.16 is given by Equation 8.18. Using Equations 8.26 and 8.18 for the assumed general solution (Equation 8.13) and then substituting into the equation of motion of the vibrating string (Equation 8.10) gives

$$
\begin{equation*}
y(x, t)=A D \sin k x \cos \omega t+B D \sin k x \sin \omega t . \tag{8.27}
\end{equation*}
$$

Since the coefficients $A D$ and $B D$ are arbitrary constants, we can let $A D$ $\equiv A$ and $B D \equiv B$ and express the solution as

$$
\begin{equation*}
y(x, t)=A \sin k x \cos \omega t+B \sin k x \sin \omega t . \tag{8.28}
\end{equation*}
$$

This solution is representative of the normal mode of vibration of the string, where each point on the string vibrates at the same frequency

$$
\begin{equation*}
\omega_{n}=2 \pi v_{n}=\frac{2 \pi w}{\lambda_{n}} . \tag{8.29}
\end{equation*}
$$

The initial position and velocity at $t=0$ is easily obtained from the initial conditions (Equations 8.11a and 8.11b) and Equation 8.28 to be

$$
\begin{align*}
& y_{0}(x)=A \sin k_{n} x,  \tag{8.30}\\
& v_{0}(x)=\omega_{n} B \sin k_{n} x, \tag{8.3}
\end{align*}
$$

where the subscript on $\omega$ and $k$ has been introduced to signify their dependence on the mode of vibration $n$. Only with these initial conditions will the string vibrate in one of its normal modes. However, a more general
solution may be obtained by invoking the principle of linear superstition. That is, by adding solutions of the type given by Equation 8.28, using different constants $A$ and $B$ for each normal mode, we have

$$
\begin{equation*}
y(x, t)=\sum_{n=1}\left(A_{n} \sin k_{n} x \cos \omega_{n} t+B_{n} \sin k_{n} x \sin \omega_{n} t\right), \tag{8.32}
\end{equation*}
$$

with initial conditions

$$
\begin{gather*}
y_{0}(x)=\sum_{n=1} A_{n} \sin k_{n} x,  \tag{8.33}\\
v_{0}(x)=\sum_{n=1} \omega_{n} B_{n} \sin k_{n} x, \tag{8.34}
\end{gather*}
$$

as the general solution to Equation 8.10 that satisfies the boundary conditions expressed by Equation 8.12. Actually, the general solution is only completely known when each of the infinite number of coefficients $A_{n}$ and $B_{n}$ are known. These may be determined directly from the initial conditions, as given in Equations 8.33 and 8.34 , by expressing $k_{n}$ as $n \pi / L$, multiplying by $\sin (m \pi x / L) d x$, and integrating from $x=0$ to $x=L$ to obtain

$$
\begin{align*}
& A_{n}=\frac{2}{L} \int_{0}^{L} y_{0}(x) \sin k_{n} x d x,  \tag{8.35}\\
& B_{n}=\frac{2}{\omega_{n} L} \int_{0}^{L} v_{0}(x) \sin k_{n} x d x . \tag{8.36}
\end{align*}
$$

### 8.3 Traveling Waves and the Classical Wave Equation

Although the general solution to the classical wave equation has been obtained, it is interesting to note that Equations 8.16 and 8.17 also have complex solutions

$$
\begin{align*}
& h(t)=A e^{ \pm j \omega t},  \tag{8.37}\\
& f(x)=e^{j k x}, \tag{8.38}
\end{align*}
$$

where $j \equiv \sqrt{-1}$. These solutions are easily verified by direct substitution into the respective partial differential equations and realizing that

$$
\begin{equation*}
k \equiv \frac{2 \pi}{\lambda}=\frac{2 \pi}{w / v}=\frac{2 \pi v}{w}=\frac{\omega}{w} \tag{8.39}
\end{equation*}
$$

Consequently, the classical wave equation (Equation 8.10) has complex solutions of the form

$$
\begin{equation*}
y(x, t)=A e^{j(k x \pm \omega t)} . \tag{8.40}
\end{equation*}
$$

As only the real part of a complex solution is of physical significance, in the classical case the solutions expressed by Equation 8.40 are of the form

$$
\begin{align*}
& y(x, t)=A \cos (k x+\omega t)  \tag{8.41a}\\
& y(x, t)=A \cos (k x-\omega t) \tag{8.41b}
\end{align*}
$$

Since the sine and cosine are similar mathematical functions, then

$$
\begin{align*}
& y(x, t)=A \sin (k x+\omega t)  \tag{8.42a}\\
& y(x, t)=A \sin (k x-\omega t) \tag{8.42b}
\end{align*}
$$

are also possible solutions. Even though all of these solutions (Equations 8.40 to 8.42 ) satisfy the equation of motion of a vibrating string, they, unfortunately, do not satisfy all of the initial and boundary conditions expressed by Equations 8.11 and 8.12. However, they are of considerable interest in that they represent waves traveling down the string, as will be directly illustrated.

According to the solutions given above, any particular point on a vibrating string will move with simple harmonic motion in time with amplitude $A$ and frequency $\omega$. Instead of using the exponential, sine, or cosine functions explicitly, let the solutions be generalized to the form

$$
\begin{array}{ll} 
& y_{+}(x, t)=A f(k x+\omega t) \\
\text { and } & y_{-}(x, t)=A f(k x-\omega t) .
\end{array}
$$

Since angular velocity $\omega$ is related to wave number $k$ by the relation (see Equation 8.25 or 8.39 )

$$
\omega=k w
$$

then the generalized solutions can be expressed as
and

$$
\begin{aligned}
& y_{+}(x, t)=A f(k x+k w t) \\
& y_{-}(x, t)=A f(k x-k w t)
\end{aligned}
$$

Defining the phase of these waves by

$$
\begin{equation*}
\alpha \equiv x+w t \tag{8.44a}
\end{equation*}
$$

$$
\begin{equation*}
\text { and } \quad \beta \equiv x-w t \tag{8.44b}
\end{equation*}
$$

our generalized solutions become
and

$$
\begin{align*}
& y_{+}(x, t)=A f(k \alpha)  \tag{8.45a}\\
& y_{-}(x, t)=A f(k \beta) \tag{8.45b}
\end{align*}
$$

For a constant value of the phase $\alpha, y_{+}(x, t)$ of Equation 8.45a has a fixed value. That is, for a constant phase $d \alpha=0$ and Equation 8.44a gives

$$
d x+w d t=0
$$

Solving this result for the phase velocity,

$$
\begin{equation*}
w=-\frac{d x}{d t} \tag{8.46a}
\end{equation*}
$$

results in w being negative valued. This means that the value of $\mathrm{y}_{+}(x, t)$ at the point $x+d x$ at the time $t+d t$ will be the same as its value at the point $x$ at time $t$. Thus, the wave moves along the string in the negative $x$-direction with a constant phase velocity. Likewise, from Equation 8.44b

$$
d x-w d t=0
$$

for a constant value of the phase $\beta$. Consequently, for the solution given by Equation 8.43 b

$$
\begin{equation*}
w=\frac{d x}{d t} \tag{8.46b}
\end{equation*}
$$

and the wave is recognized as moving along the string in a positive $x$-direction with constant phase $\beta$.

The above results suggest that the solutions of the general form given by Equations 8.43a and 8.43 b represent traveling waves moving in either the negative or positive $x$-direction, respectively. These solutions can be combined and expressed as

$$
\begin{equation*}
y(x, t)=f(k x \pm \omega t) \tag{8.47}
\end{equation*}
$$

where both directions of the phase velocity are included and $f$ represents either a complex exponential, sine, or cosine function. In what follows, a general mathematical procedure is presented for obtaining the wave equation for which $y(x, t)$ is a solution. Even though we know the answer, such a procedure will prove useful later in the development of Schrödinger's quantum mechanics. The wave equation for which $y(x, t)$ of Equation 8.47 is a solution is directly obtainable by defining

$$
\begin{equation*}
\gamma \equiv k x \pm \omega t \tag{8.48}
\end{equation*}
$$

and taking a few partial derivatives. The second order partial derivative of $y(x, t)$ with respect to $x$ is just

$$
\begin{align*}
\frac{\partial^{2} y}{d x^{2}} & =\frac{\partial}{\partial x} \frac{\partial f}{\partial x} \\
& =\frac{\partial}{\partial x}\left(\frac{d f}{d \gamma} \frac{d \gamma}{d x}\right) \\
& =k \frac{\partial}{\partial x} \frac{d f}{d \gamma} \\
& =k \frac{d}{d \gamma} \frac{\partial f}{\partial x} \\
& =k \frac{d}{d \gamma}\left(\frac{d f}{d \gamma} \frac{\partial \gamma}{\partial x}\right) \\
& =k^{2} \frac{d^{2} f}{d \gamma^{2}} \tag{8.49}
\end{align*}
$$

where the explicit form of $\gamma$ has been used in reducing $\partial \gamma / \partial x$. The second order partial derivative of $y(x, t)$ with respect to t is obtained in a similar manner as

$$
\begin{equation*}
\frac{\partial^{2} \gamma}{\partial t^{2}}=\omega^{2} \frac{d^{2} f}{d \gamma^{2}} . \tag{8.50}
\end{equation*}
$$

From Equations 8.49 and 8.50 we have

$$
\frac{d^{2} f}{d \gamma^{2}}=\frac{1}{k^{2}} \frac{\partial^{2} \gamma}{\partial x^{2}}=\frac{1}{\omega^{2}} \frac{\partial^{2} y}{\partial t^{2}},
$$

which means

$$
\begin{equation*}
\frac{\partial^{2} y}{\partial x^{2}}=\frac{k^{2}}{\omega^{2}} \frac{\partial^{2} y}{\partial t^{2}} \tag{8.51}
\end{equation*}
$$

Since $k=\omega / w$ (Equation 8.25), the result of Equation 8.51 reduces exactly to the previously derived classical wave equation. Certainly, then, any wave traveling with a phase velocity $w$ is a solution to the classical wave equation.

### 8.4 De Broglie's Hypothesis

Electromagnetic radiation has been shown to possess dual properties of wave and particle-like behavior. This dual nature of light is difficult to accept, since a wave and a particle are fundamentally different in classical physics. Typically, a wave is characterized by an amplitude $A$, intensity $I$, phase velocity $w$, wavelength $\lambda$, and frequency $\nu$; whereas, mass $m$, velocity $v$, momentum $p$, and energy $E$ are specified for a particle. The conceptual difficulty arises because at any instant in time a particle is considered to occupy a very definite position in space, but a wave is necessarily extended over a relatively large region of space. The acceptance of this dual property is necessary, however, for the satisfactory explanation of all physical phenomena observed and quantitatively measured for the radiation of the electromagnetic spectrum.

The connection between the wave and particle behavior of electromagnetic radiation was postulated by Einstein to be

$$
\begin{equation*}
\epsilon=h \nu \tag{6.53}
\end{equation*}
$$

## Einstein—Photon

 Energywhere $\epsilon$ is the photon's energy and $v$ is the frequency of the associated wave. We have seen how this fundamental postulate of nature has been of importance in the development of the relativistic Doppler effect (Chapter 6, Section 6.8), the photoelectric equation, the Compton equation, and the Bohr model of the hydrogen atom. In fact, the relationship between a particle-like momentum and wavelength was obtained in our discussion of the Compton effect (Chapter 6, Section 6.7) as

$$
\begin{equation*}
p_{\epsilon}=\frac{h}{\lambda} \tag{6.64}
\end{equation*}
$$

Compton-Photon Momentum

De BroglieFrequency

De Broglie-
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-

by a utilization of Einstein's photon postulate. Although this dual property appears contradictory, these two equations allow the particle-like properties of energy and momentum for a photon to be directly obtained from the wave characteristics of frequency and wavelength, respectively.

Believing symmetry and simplicity in physical phenomena to be fundamental in nature, Louis de Broglie considered ordinary particles like electrons and alpha particles as manifesting wave characteristics. In his 1924 dissertation de Broglie considered matter waves (originally called pilot waves) as being associated with particles and the motion of a particle as being governed by the wave propagation properties of the associated matter waves. By analogy with the modern view of the dual nature of electromagnetic radiation, de Broglie postulated the frequency and wavelength of a particle's associated matter wave to be determined by the particle's energy $E$ and momentum $p$, respectively, by

This hypothesis concerning the wave properties of matter was fundamentally necessary for the later development of the modern quantum theory.

It should be emphasized that de Broglie's hypothesis was based entirely on his physical insight of nature and constituted a serious departure from conventional thinking. In fact, at that time there was no direct experimental evidence available to support his hypothesis of particles having wave-like characteristics. It was three years (1927) after de Broglie published his dissertation on the postulated wave nature of particles that experimental confirmation was reported by C. Davisson and L. Germer of Bell Telephone Laboratories. Davisson and Germer were studying the scattering of a beam of electrons from a single large crystal of nickel. The results of their experiment suggested that electrons were being diffracted from crystal planes, much like x-ray diffraction obeying the Bragg condition (Chapter 6, Section 6.3) for constructive interference. In one particular experiment a beam of 54 V electrons, obtained from a hot cathode, were scattered at a $65^{\circ}$ angle with respect to the crystal planes. The atomic spacing of the planes was measured by x-ray diffraction to be $0.91 \AA$. Thus, the wavelength associated with the electrons is directly calculable using the equation for Bragg diffraction,

$$
\begin{equation*}
n \lambda=2 d \sin \theta, \tag{6.31}
\end{equation*}
$$

developed in Section 6.3. With $n=1$, the electron wavelength is given by

$$
\begin{equation*}
\lambda=2(0.91 \AA) \sin 65^{\circ}=1.65 \AA . \tag{8.54}
\end{equation*}
$$

This wavelength reported by Davisson and Germer is very nearly predicted by de Broglie's wavelength postulate. The energy of the beam of electrons is obtained from the electric field between two electrodes. Consequently, using the same reasoning as presented in Chapter 5 leading to Equation 5.13 , the electrons have kinetic energy given by

$$
T=\frac{p^{2}}{2 m}=e V,
$$

where e is the charge of an electron and $V=54 \mathrm{~V}$ is the electrical potential between the electrodes. From this relation and de Broglie's wavelength postulate we obtain

$$
\begin{align*}
\lambda & =\frac{h}{(2 \mathrm{meV})^{1 / 2}}  \tag{8.55}\\
& =h /\left[2\left(9.11 \times 10^{-31} \mathrm{~kg}\right)\left(1.60 \times 10^{-19} \mathrm{C}\right)(54 \mathrm{~V})\right]^{1 / 2} \\
& =\frac{6.63 \times 10^{-34} \mathrm{~J} \cdot \mathrm{~s}}{3.97 \times 10^{-24} \mathrm{~kg} \cdot \mathrm{~m} / \mathrm{s}}
\end{align*}
$$

$$
=1.67 \AA \text {, }
$$

which is very close to the Davisson and Germer observed wavelength given in Equation 8.54. The slight difference is attributable to the refraction of electron waves at the air-crystal boundary, which we have ignored in our theoretical calculation. The kinetic energy of an electron actually increases slightly when it enters the nickel crystal, with the net effect of the associated de Broglie wavelength being slightly less than that predicted by Equation 8.55. Despite this slight discrepancy between the theoretical and experimental results, the Davisson and Germer diffraction experiment confirmed de Broglie's wave hypothesis for particles. Since that time, the diffraction of atomic particles and atoms has been frequently demonstrated and widely used in studying crystal structure.

## Consistency with Bohr's Quantization Hypothesis

Although de Broglie's frequency and wavelength postulates were not immediately confirmed by experimental observations, they did provide a fun-

Figure 8.3

## Standing Waves

$$
\begin{equation*}
2 \pi r=n \lambda, \quad n=1,2,3, \cdots . \tag{8.56}
\end{equation*}
$$



The electron orbit (blue line) in a Bohr atom and its associated de Broglie standing waves (black line).

$2 \pi r=2 \lambda$
damental explanation for Bohr's apparently arbitrary quantization condition governing the discrete energy levels of an electron in a hydrogen atom. In the previous classical consideration of a string of length $L$ that is fastened at both ends, standing waves occurred when the length of the string was exactly equal to an integral value of half wavelengths, as illustrated in Figure 8.2. Now, however, the consideration is to obtain the condition for de Broglie standing waves associated with an electron traveling in a circular orbit of radius $r$ and length $2 \pi r$. If a string was formed into a circular loop, waves could be thought of as propagating around the string in both directions, but now there would be no reflections. Consequently, as suggested by Figure 8.3, the condition for standing waves in a circular path is

Substitution of the de Broglie wavelength postulate (Equation 8.53) into this equation immediately yields

$$
2 \pi r=\frac{n h}{p} .
$$

This can be rewritten as

$$
p r=n \hbar,
$$

where $\hbar$ is the normal Plank's constant $h$ divided by $2 \pi$. Since the electron momentum is just $m v$, the last equation becomes

$$
\begin{equation*}
m v r=n \hbar, \tag{8.57}
\end{equation*}
$$

which is precisely Bohr's quantum hypothesis (Equation 7.24) presented in Chapter 7. In essence we have that Bohr's quantization condition could be replaced by the more fundamental de Broglie wavelength postulate.

The de Broglie frequency postulate is also completely consistent with the Bohr model of the hydrogen atom. To realize this, we must first recognize that the phase velocity $\boldsymbol{w}$, defined by

$$
w \equiv \lambda v
$$

(8.58) Phase Velocity
can be expressed in terms of the electron's energy $E$ and momentum $p$,

$$
\begin{equation*}
w=\frac{E}{p}, \tag{8.59}
\end{equation*}
$$

by direct substitution of de Broglie's wavelength and frequency postulates. Since the nonrelativistic energy of a particle is given by

$$
\begin{equation*}
E=\frac{1}{2} m v^{2}=\frac{p^{2}}{2 m}, \tag{8.60}
\end{equation*}
$$

then substitution into Equation 8.59 immediately yields

$$
\begin{equation*}
w=\frac{p}{2 m} . \tag{8.61}
\end{equation*}
$$

Thus, the phase velocity w is directly related to the particle velocity $v$ by the relation

$$
\begin{equation*}
w=\frac{v}{2}, \tag{8.62}
\end{equation*}
$$

by substituting $p=m v$ in Equation 8.61.Returning to de Broglie's frequency postulate, we can express the energy of an electron in a hydrogen atom as

$$
\begin{equation*}
E=-h v \tag{8.63}
\end{equation*}
$$

where the negative sign simply indicates the electron is in a stable bound circular orbit about the proton. Since $v=w / \lambda$ from Equation 8.58, then from Equations 8.62 and 8.63 we have

$$
\begin{align*}
E & =-\frac{h w}{\lambda} \\
& =-\frac{h v}{2 \lambda} \tag{8.64}
\end{align*}
$$

But, from Equation $8.56 \lambda=2 \pi r / n$, thus our energy equation becomes

$$
\begin{align*}
E & =-\frac{n h v}{2(2 \pi r)} \\
& =-\frac{n \hbar v}{2 r} \tag{8.65a}
\end{align*}
$$

where the definition for $\hbar$ has been utilized. Clearly, the electron's energy $E$, velocity $v$ and radius $r$ are dependent on the principal quantum number $n$. As such, we rewrite the energy equation using a subscript notation as

$$
\begin{equation*}
E_{n}=-\frac{n \hbar v_{n}}{2 r_{n}} \tag{8.65b}
\end{equation*}
$$

From Chapter 7,Section $7.3 r_{n}$ and $v_{n}$ are given by

$$
\begin{align*}
& r_{n}=\frac{n^{2}}{Z} \frac{\hbar^{2}}{m k e^{2}}  \tag{7.25}\\
& v_{n}=\frac{Z}{n}\left(\frac{k e^{2}}{\hbar}\right) \tag{7.28}
\end{align*}
$$

respectively. Substitution of these quantities into Equation 8.65 b immediately yields

$$
\begin{equation*}
E_{n}=-\frac{Z^{2}}{n^{2}}\left(\frac{m k^{2} e^{4}}{2 \hbar^{2}}\right) \tag{8.66}
\end{equation*}
$$

which is exactly the electron's energy in any of the allowed orbits given by Bohr's model of the one-electron atom. The de Broglie hypothesis is certainly consistent with Bohr's theory; however, it is restrictive in that it ignores the three spatial dimensions of a wave propagating though space. Although the description of the hydrogen electron by a de Broglie wave is somewhat limited and unsatisfactory, the above demonstrated consistency is astonishing and suggests that the de Broglie hypothesis is important in the description of atomic particles.

## Consistency with Einsteinian Relativity

It needs to be emphasized that the relationship between the de Broglie wavelength and frequency postulates and the Bohr model of the hydrogen atom does not verify de Broglie's hypothesis. Additional confidence in the fundamental validity of de Broglie's hypothesis is attainable, however, by realizing that it is totally compatible with Einstein's special theory of relativity. This consistency can be demonstrated by considering a particle to be in motion along the common $X-X^{\prime}$ axis of two inertial systems S and $\mathrm{S}^{\prime}$, which are receding from one another at a uniform speed $u$. To differentiate between the traveling wave solutions $y(x, t)$ for the classical wave equation and the de Broglie waves associated with a particle, the latter will be represented by the Greek letter psi, $\Psi$. The quantity $\Psi$ characterizes de Broglie waves and is called a wave function in quantum mechanics. Its properties are fully discussed in the next chapter, but for now we use it to describe a generalized wave displacement of our particle as

$$
\begin{equation*}
\Psi^{\prime}\left(x^{\prime}, t^{\prime}\right)=A^{\prime} f^{\prime}\left(k_{x}^{\prime} x^{\prime}-\omega^{\prime} t^{\prime}\right) \tag{8.67}
\end{equation*}
$$

in the $\mathrm{S}^{\prime}$ system and as

$$
\begin{equation*}
\Psi(x, t)=A f\left(k_{x} x-\omega t\right) \tag{8.68}
\end{equation*}
$$

in inertial system S . The subscript $x$ has been added to $k$ and $k^{\prime}$ to represent the one-dimensionality of the de Broglie wave. Since $\Psi^{\prime}$ and $\Psi$ are analogous to $y^{\prime}$ and $y$ in Einsteinian relativity, then from the Lorentz transformation we know that $\Psi^{\prime}=\Psi, A^{\prime}=A$ and Equations 8.67 and 8.68 can be combined as

$$
\begin{equation*}
f\left(k_{x} x-\omega t\right)=f^{\prime}\left(k_{x}^{\prime} x^{\prime}-\omega^{\prime} t^{\prime}\right) . \tag{8.69}
\end{equation*}
$$

Further, substitution of the Lorentz transformations

$$
\begin{align*}
x^{\prime} & =\gamma(x-u t)  \tag{3.1a}\\
t^{\prime} & =\gamma\left(t-\frac{x u}{c^{2}}\right) \tag{3.5}
\end{align*}
$$

into Equation 8.69 gives

$$
\begin{equation*}
f\left(k_{x} x-\omega t\right)=f^{\prime}\left[\gamma\left(k_{x}^{\prime}+\frac{\omega^{\prime} u}{c^{2}}\right) x-\gamma\left(\omega^{\prime}+k_{x}^{\prime} u\right) t\right] \tag{8.70}
\end{equation*}
$$

where the coefficients of $x$ and $t$ must necessarily be equal. That is, the coefficients of $x$ in Equation 8.70 can be equated to obtain

$$
\begin{equation*}
k_{x}=\gamma\left(k_{x}^{\prime}+\frac{\omega^{\prime} u}{c^{2}}\right) \tag{8.71}
\end{equation*}
$$

while the coefficients of $t$ give

$$
\begin{equation*}
\omega=\gamma\left(\omega^{\prime}+k_{x}^{\prime} u\right) \tag{8.72}
\end{equation*}
$$

Equations 8.71 and 8.72 represent the relativistic transformation of particle wave properties between two inertial systems S and $\mathrm{S}^{\prime}$. They are completely compatible with the momentum and energy transformation equations of Einsteinian relativity under the de Broglie hypothesis. This is immediately demonstrable by realizing the particle's momentum and energy are expressible under de Broglie's postulates as
and

$$
\begin{equation*}
p_{x}^{\prime}=\frac{h}{\lambda^{\prime}}=\frac{h}{2 \pi} \frac{2 \pi}{\lambda^{\prime}}=\hbar k_{x}^{\prime} \tag{8.73a}
\end{equation*}
$$

$$
\begin{equation*}
E^{\prime}=h v^{\prime}=\frac{h}{2 \pi} 2 \pi v=\hbar \omega^{\prime} \tag{8.74a}
\end{equation*}
$$

in system $\mathrm{S}^{\prime}$ and, similarly, by

De BroglieMomentum
De Broglie-Energy

$$
\begin{equation*}
p_{x}=\hbar k_{x} \tag{8.73b}
\end{equation*}
$$

in system S. Consequently, Equations 8.71 and 8.72 can be multiplied by $\hbar$ and immediately reduced to

$$
\begin{align*}
& p_{x}=\gamma\left(p_{x}^{\prime}+\frac{E^{\prime} u}{c^{2}}\right)  \tag{8.75}\\
& E=\gamma\left(E^{\prime}+p_{x}^{\prime} u\right) \tag{8.76}
\end{align*}
$$

respectively, by utilizing the relations of Equations 8.73 and 8.74. These results are identical to the momentum and energy transformation equations derived in Chapter 4 for Einsteinian relativity. Unlike classical physics, modern physics recognizes particles as having dual properties of particle and wave-like behavior, which are properly consolidated under the de Broglie hypothesis.

### 8.5 Matter Waves

In an attempt to understand the physical meaning of matter waves, we will consider the simplest type of wave motion discussed previously. A de Broglie wave propagating along the positive $X$-axis with angular velocity $\omega$, wavelength $\lambda$, and constant amplitude $A$ could be represented by

$$
\begin{equation*}
\Psi(x, t)=A \cos (k x-\omega t) \tag{8.77}
\end{equation*}
$$

In this representation we have definite knowledge of the momentum (Equation 8.73b), energy (Equation 8.74b), and phase velocity $w$, since $w$ $=\omega / k$ from Equation 8.25. If we were to plot this wave function versus the position coordinate $x$ at a constant $t$, we would observe that $\Psi(x, t)_{t_{0}}$ has a sinusoidal dependence on $x$ with a wavelength $\lambda=2 \pi / k$, as illustrated in Figure 8.4a.Likewise, if $x$ is held constant, $\Psi(x, t)_{x_{0}}$ is observed to oscillate in time $t$ with a frequency $v=\omega / 2 \pi$, as represented by Figure 8.4 b. Since $k$ is related to momentum, Figure 8.4a suggests that a fundamental relationship exists between position $x$ and momentum $p$. Likewise, Figure 8.4 b suggests a similar fundamental relationship exists between energy $E$ and time $t$. Unfortunately, if we attempt to describe the motion of a particle by utilizing the wave function of Equation 8.77, we obtain a rather puzzling physical interpretation. That is, $\Psi(x, t)$ as illustrated in Figure 8.4 can be viewed as a wave packet of infinite extent and, consequently, the exact position of the particle is not specified. Even though we know the particle's momentum exactly, we know nothing about its position at time $t=t_{0}$-the wave is not localized anywhere along the $X$-axis from $-\infty$ to $+\infty$.

In an attempt to localize the wave, let us consider adding two such waves together. If we let the first wave be represented by

$$
\begin{equation*}
\Psi_{1}(x, t)=A \cos (k x-\omega t) \tag{8.78a}
\end{equation*}
$$

Figure 8.4
(a) A plot of $\Psi(x, t)=$ $A \cos (k x-\omega t)$ at constant time $t=t_{0}$. (b) $A$ plot of $\Psi(x, t)=A$ $\cos (k x-\omega t)$ at a fixed position $x=x_{0}$.
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and the second one by

$$
\begin{equation*}
\Psi_{2}(x, t)=A \cos [(k+\Delta k) x-(\omega+\Delta \omega) t] \tag{8.78b}
\end{equation*}
$$

then the linear superposition of the two functions is given by

$$
\begin{equation*}
\Psi(x, t)=\Psi_{1}(x, t)+\Psi_{2}(x, t) \tag{8.79}
\end{equation*}
$$

The qualitative features of adding two monochromatic waves of identical amplitudes and slightly different frequencies are illustrated in Figure 8.5. The quantitative aspects of Equation 8.79 are obtained by substitution of $\Psi_{1}(x, t)$ and $\Psi_{2}(x, t)$ to obtain

$$
\Psi(x, t)=A\{\cos (k x-\omega t)+\cos [(k+\Delta k) x-(\omega+\Delta \omega) t]\}
$$

Using the definitions

$$
\begin{equation*}
\alpha \equiv k x-\omega t \quad \text { and } \quad \beta \equiv(k+\Delta k) x-(\omega+\Delta \omega) t \tag{8.80}
\end{equation*}
$$

and the trigonometric identity

$$
\begin{equation*}
\cos \alpha+\cos \beta=2 \cos \left(\frac{\alpha+\beta}{2}\right) \cos \left(\frac{\alpha-\beta}{2}\right) \tag{8.81}
\end{equation*}
$$



Figure 8.5
The linear superposition of two similiar wave functions.
we obtain a rather interesting result of

$$
\Psi(x, t)=2 A \cos \left[\left(k+\frac{\Delta k}{2}\right) x-\left(\omega+\frac{\Delta \omega}{2}\right) t\right] \cos \left(-\frac{\Delta k}{2} x+\frac{\Delta \omega}{2} t\right),
$$

which immediately reduces to

$$
\begin{equation*}
\Psi(x, t)=2 A \cos \left[\left(k+\frac{\Delta k}{2}\right) x-\left(\omega+\frac{\Delta \omega}{2}\right) t\right] \cos \left(\frac{\Delta k}{2} x-\frac{\Delta \omega}{2} t\right) . \tag{8.8}
\end{equation*}
$$

Allowing that $\Delta k \ll k$ and $\Delta \omega \ll \omega$, Equation 8.82 becomes

$$
\begin{equation*}
\Psi(x, t)=2 A \cos (k x-\omega t) \cos \left(\frac{\Delta k}{2} x-\frac{\Delta \omega}{2} t\right), \tag{8.83}
\end{equation*}
$$

## Figure 8.6

The sum of $\Psi_{1}(x, t)$ and $\Psi_{2}(x, t)$ at time $t=t_{0}$.

where $\cos (k x-\omega t)$ represents phase waves and $\cos (1 / 2 \Delta k x-1 / 2 \Delta \omega t)$ represents the group waves with
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$$
\begin{align*}
& k_{g} \equiv \frac{\Delta k}{2},  \tag{8.84}\\
& \omega_{g} \equiv \frac{\Delta \omega}{2} . \tag{8.85}
\end{align*}
$$

The physical meaning of phase and group waves is suggested in Figure 8.6, where $\Psi(x, t)$ of Equation 8.83 is plotted as a function of $x$ for a fixed value of time $t=t_{0}$.

### 8.6 Group, Phase, and Particle Velocities

From our previous discussion it should be clear that in general we can superpose any number of waves to obtain virtually any type of wave-packet (see Figure 8.6) desirable. The resulting matter waves have associated with them a phase velocity $w$ and a group velocity $v_{g}$. To understand the differences between group, phase, and particle velocities, each will be represented by a defining equation and then its relationship to other quantities like energy and momentum will be examined. From these relationships the interrelation between the three velocities can be obtained for a particle traveling at relativistic or nonrelativistic speeds.

Group velocity $v_{g}$ is simply defined by the equation

$$
\begin{equation*}
v_{\mathrm{g}} \equiv \lambda_{\mathrm{g}} \nu_{\mathrm{g}} . \tag{8.86}
\end{equation*}
$$

Its relationship to energy and momentum is easily obtained by considering

$$
\begin{align*}
v_{g} & \equiv \lambda_{g} v_{g}=\frac{\lambda_{g}}{2 \pi} 2 \pi v_{g} \\
& =\frac{\omega_{g}}{k_{g}}=\frac{\Delta \omega / 2}{\Delta k / 2}  \tag{8.87a}\\
& =\frac{\Delta \omega}{\Delta k}=\frac{\hbar \Delta \omega}{\hbar \Delta k}  \tag{8.87b}\\
& =\frac{\Delta E}{\Delta p} . \tag{8.87c}
\end{align*}
$$

From this result the group velocity is also obviously expressible as the differential

$$
\begin{equation*}
v_{s}=\frac{d E}{d p} \tag{8.88}
\end{equation*}
$$

Phase velocity $w$, defined by Equation 8.58,

$$
\begin{equation*}
w \equiv \lambda \nu, \tag{8.58}
\end{equation*}
$$

is also easily expressed in terms of energy and momentum as

$$
\begin{align*}
w & \equiv \lambda v=\frac{\lambda}{2 \pi} 2 \pi v \\
& =\frac{\omega}{k}=\frac{\hbar \omega}{\hbar k}  \tag{8.25}\\
& =\frac{E}{p}, \tag{8.59}
\end{align*}
$$

which was originally obtained and expressed in Equation 8.59.
Particle velocity $v$ has the same defining equations in our present consideration as it does in general physics. With respect to the considerations made herein, we take its defining equation to be

$$
\begin{equation*}
v \equiv \frac{\Delta x}{\Delta t}, \tag{8.89}
\end{equation*}
$$

Average
Particle Velocity
because of the one-dimensionality of the de Broglie waves. One interesting relationship between $\Delta x$ and $\Delta k$ can be obtained by referring to Figure 8.6 and Equation 8.84. From Figure 8.6 we have

$$
\begin{aligned}
\Delta x & =\frac{\lambda_{g}}{2} \\
& =\frac{2 \pi / k_{g}}{2} \\
& =\frac{\pi}{k_{g}}
\end{aligned}
$$

and substitution from Equation 8.84 immediately gives

Uncertainty in Positron

$$
\begin{equation*}
\Delta x=\frac{2 \pi}{\Delta k} \tag{8.90}
\end{equation*}
$$

This relationship will prove useful in the problems, as well as, in the development of the Heisenberg uncertainty principle in the next section.

We are now in a position to develop the interrelationship between the group, phase, and particles velocities. The first consideration is for a classical particle having nonrelativistic energy given by

$$
\begin{equation*}
E=\frac{1}{2} m v^{2}=\frac{p^{2}}{2 m}, \tag{8.60}
\end{equation*}
$$

as given by Equation 8.60. We already know its phase velocity is related to its particle velocity from Equation 8.62

Non-Relativistic

$$
\begin{equation*}
w=\frac{v}{2}, \tag{8.62}
\end{equation*}
$$

so we need to find how $w$ is related to the group velocity $v_{g}$. Since Equation 8.88 gives the group velocity $v_{g}$ as the first order derivative of energy $E$ with respect to momentum $p$, we differentiate Equation 8.60 to obtain

$$
d E=\frac{2 p d p}{2 m}=\frac{p d p}{m} .
$$

Rearranging this last equation and using the definition of linear momentum gives

$$
\frac{d E}{d p}=\frac{p}{m}=v
$$

from which we obtain

$$
\begin{equation*}
v_{g}=v . \tag{8.91}
\end{equation*}
$$

Of course, a comparison of Equations 8.62 and 8.91 gives the relationship between the phase velocity $w$ and group velocity $v_{g}$,

$$
\begin{equation*}
w=\frac{v_{g}}{2}, \tag{8.92}
\end{equation*}
$$

## Non-Relativistic

for a particle having nonrelativistic energy $E$.
From the classical considerations above, it is reasonable to expect that relationships between $v_{g}, w$, and $v$ for a particle having a relativistic energy can be obtained in a similar manner. That is, we start with a relativistic equation involving energy and momentum and manipulate it to obtain all possible relationships between the three velocities. One equation satisfying this requirement is

$$
\begin{equation*}
E^{2}=E_{0}^{2}+p^{2} c^{2} \tag{4.46}
\end{equation*}
$$

which we recall is invariant to all inertial observers. Proceeding in the same spirit as before, we first need to find an expression for phase velocity $w$ and then one for group velocity $v_{g}$. Since phase velocity is equal to the ratio of energy $E$ and momentum $p$, then we divide Equation 4.46 by $p^{2}$ to obtain

$$
\begin{equation*}
\frac{E^{2}}{p^{2}}=\frac{E_{0}^{2}}{p^{2}}+c^{2} \tag{8.93}
\end{equation*}
$$

This can be reduced by using

$$
\begin{equation*}
m=\Gamma m_{0} \tag{4.25}
\end{equation*}
$$

to express the relativistic momentum as

$$
\begin{equation*}
p=m v=\Gamma m_{0} v, \tag{8.94}
\end{equation*}
$$

and the equations

$$
\begin{align*}
\Gamma & \equiv \frac{1}{\sqrt{1-\frac{v^{2}}{c^{2}}}}  \tag{4.23}\\
E_{0} & =m_{0} c^{2} . \tag{4.39}
\end{align*}
$$

Substitution of these equations into Equation 8.93 gives

$$
\begin{aligned}
\frac{E^{2}}{p^{2}} & =\frac{m_{0}^{2} c^{4}}{\Gamma^{2} m_{0}^{2} v^{2}}+c^{2} \\
& =\frac{c^{4}}{v^{2}}\left(1-\frac{v^{2}}{c^{2}}\right)+c^{2} \\
& =\frac{c^{4}}{v^{2}},
\end{aligned}
$$

and taking the square root of the last equality gives the result

$$
\begin{equation*}
w=\frac{c^{2}}{v} . \tag{8.95}
\end{equation*}
$$

To obtain an expression for the group velocity $v_{g}$, we note it involves a differential from Equation 8.88 and, accordingly, differentiate Equation 4.46 to obtain
or

$$
\begin{aligned}
2 E d E & =2 p c^{2} d p \\
E d E & =p c^{2} d p
\end{aligned}
$$

This result is easily rearranged in a more convenient form as

$$
\frac{d E}{d p}=\frac{c^{2}}{E / p},
$$

which in terms of group velocity and phase velocity becomes

$$
\begin{equation*}
v_{g}=\frac{c^{2}}{w} . \tag{8.96}
\end{equation*}
$$

A comparison of Equations 8.95 and 8.96 gives the relationship between $v_{g}$ and $v$ for a particle having a relativistic energy:

$$
\begin{equation*}
v_{g}=v . \tag{8.97}
\end{equation*}
$$

From Equations 8.91 and 8.97 we see that the group velocity of the de Broglie wave associated with a particle is always equal to the classical par-
ticle velocity. The results expressed by Equations 8.95, 8.96, and 8.97 are also obtainable from Einstein's famous energy-mass equivalence relation,

$$
\begin{equation*}
E=m c^{2}=\Gamma m_{0} c^{2} \tag{4.40}
\end{equation*}
$$

and the relationships expressed by Equations 4.23, 4.25, and 4.39. This should be conceptually obvious, since Equation 4.46 was originally derived from Equation 4.40 in chapter 4 . Although the derivations suggested are straight forward, a bit more mathematics is involved in obtaining an expression for $d E / d p$ and is left as an exercise in the problem section.

### 8.7 Heisenberg's Uncertainty Principle

We have thus far observed that the monochromatic wave (constant angular velocity $\omega$ )

$$
\Psi(x, t)=A \cos (k x-\omega t)
$$

having constant amplitude $A$ (undamped), definite momentum $p=\hbar k$ and energy $E=\hbar \omega$, can be viewed as a wave packet of infinite extent $\left(\lambda_{g}=\infty\right)$. Therefore, the particle's exact location cannot be specified-the wave is not localized along the $X$-axis. We know the particle's momentum exactly, but we know nothing about its position. Another way of saying this is that there is equal probability of finding it anywhere in the $x$-domain, $-\infty<x<+\infty$. We have seen that the linear superposition of two waves $\Psi_{1}(x, t)$ and $\Psi_{2}(x$, $t$ ) describes a particle and gives rise to wave groups. We are no longer totally ignorant of the particle's location; however, we now have some uncertainty in the momentum of the particle, since we have a mixture of two momentum states corresponding to $k$ and $k+\Delta k$. In particular, for

$$
\Psi_{2}(x, t)=A \cos [(k+\Delta k) x-(\omega+\Delta \omega) t]
$$

the linear superposition of $\Psi_{1}(x, t)$ and $\Psi_{2}(x, t)$ gave us the function $\Psi(x$, $t$ ), plotted in Figure 8.6, which represents an infinite succession of groups of waves traveling in the positive $x$-direction. This particular matter wave suggests that the associated particle has equal probability of being located within any one of the groups at the time $t=0$. Even if we consider a single group, our interpretation of $\Psi(x, t)$ suggests that the particle's location
within that group is uncertain to within a distance comparable to the length $\Delta x$ of the group.

It is possible, by adding a sufficiently large number of the right kind of monochromatic waves, to obtain a resultant single wave packet, being quantitatively represented by

$$
\begin{equation*}
\Psi(x, t)=\sum_{j=1}^{N} A_{j} \cos \left(k_{j} x-\omega_{j} t\right) . \tag{8.98}
\end{equation*}
$$

Let us consider three possible wave packets, as illustrated in Figure 8.7. The wave depicted in (a) is highly localized in space; however, its wavelength and thus its momentum is very indefinite. The wave illustrated in (b) is less spatially localized, but its momentum is also less indefinite. Obviously, by comparing the waves of (a) and (b), it appears that we must sacrifice our absolute knowledge of the position of a particle, if we are to have a reasonably well defined momentum. This situation is suggested in (c) of Figure 8.7.

One should note with particular attention the difference between the phase wavelength $\lambda$ depicted in Figure 8.7 and the group wavelength $\lambda_{g}$ illustrated in Figure 8.6. From Equation 8.90,

$$
\begin{equation*}
\Delta x=\frac{2 \pi}{\Delta k} \tag{8.90}
\end{equation*}
$$

we have that the uncertainty $\Delta x$ in the particle's position is related to the uncertainty $\Delta k$ in the particle's wave number. This relationship is also

Figure 8.7
Three single-wave packets varying in degrees of localization.

derivable by realizing that $v=v_{g}$ for a particle having relativistic or nonrelativistic energy. Consequently, substitution from Equations 8.89 and 8.87 b and solving for the spatial spread $\Delta x$ gives

$$
\begin{equation*}
\Delta x=\frac{\Delta \omega}{\Delta k} \Delta t=\frac{2 \pi \Delta v \Delta t}{\Delta k}=\frac{2 \pi}{\Delta k}, \tag{8.90}
\end{equation*}
$$

where the last equality was obtained by equating the frequency spread $\Delta v$ with the inverse time spread $\Delta t$ (i.e., $\Delta v=1 / \Delta t$ ). Now, using de Broglie's postulate in the form

$$
\Delta k=\frac{\Delta p}{\hbar}
$$

we obtain one form of Heisenberg's uncertainty principle

$$
\begin{equation*}
\Delta x \Delta p=h \tag{8.99a}
\end{equation*}
$$

This equation is interpreted to mean that the uncertainty in position times the uncertainty in momentum is equal to the universal constant $h$. To obtain an alternative expression for the uncertainty principle, we need only recall that for a relativistic or nonrelativistic particle $v=v_{g}$. Thus substitution form Equations 8.89 and 8.87 c yields

$$
\frac{\Delta x}{\Delta t}=\frac{\Delta E}{\Delta p} .
$$

Solving this equation for $\Delta x \Delta p$ and using Equation 8.99a results in

$$
\begin{equation*}
\Delta x \Delta p=\Delta E \Delta t=h, \tag{8.99b}
\end{equation*}
$$

which illustrates that the uncertainty in energy times the uncertainty in time is equal to Plank's constant. The latter equality is an alternative form of the Heisenberg uncertainty principle.

## Review of Fundamental and Derived Equations

Many fundamental and derived equations of this chapter are listed below, along with new fundamental postulates of modern physics.

## FUNDAMENTAL EQUATIONS—CLASSICAL/MODERN PHYSICS

$$
\begin{aligned}
& \mu \equiv \frac{M}{L} \quad \text { Linear Mass Density } \\
& k \equiv \frac{2 \pi}{\lambda} \quad \text { Wave Number } \\
& \omega=2 \pi v \quad \text { Angular Velocity/Frequency } \\
& k_{g} \equiv \frac{\Delta k}{2} \\
& \omega_{g} \equiv \frac{\Delta \omega}{2} \\
& v_{g} \equiv \lambda_{g} \nu_{g} \\
& w \equiv \lambda v \\
& v \equiv \frac{\Delta x}{\Delta t} \\
& \Gamma \equiv\left(1-\frac{v^{2}}{c^{2}}\right)^{-\frac{1}{2}} \\
& m=\Gamma m_{0} \quad \text { Relativistic Mass } \\
& E \equiv m c^{2}=\Gamma m_{0} c^{2} \quad \text { Relativistic Total Energy } \\
& E^{2}=E_{0}^{2}+p^{2} c^{2} \quad \text { Energy-Momentum Invariant } \\
& r_{n}=\frac{n^{2}}{Z}\left(\frac{\hbar^{2}}{m k e^{2}}\right) \quad \text { Bohr Electron Radii } \\
& v_{n}=\frac{Z}{n}\left(\frac{k e^{2}}{\hbar}\right) \quad \text { Bohr Electron Velocities } \\
& \mathbf{F}=m \mathbf{a}, \quad m \neq m(t) \quad \text { Netwon's Second Law } \\
& \mathbf{p} \equiv m \mathbf{v} \quad \text { Linear Momentum } \\
& T=\frac{1}{2} m v^{2} \quad \text { Classical Kinetic Energy } \\
& \epsilon=h \nu \quad \text { Einstein's Photon Postulate } \\
& p_{\epsilon}=\frac{h}{\lambda}
\end{aligned}
$$

## NEW FUNDAMENTAL POSTULATES

$$
\begin{array}{cl}
\nu=\frac{E}{h} & \text { De Broglie's Particle Frequency } \\
\lambda=\frac{h}{p} & \text { De Broglie's Particle Wavelength } \\
\Delta x \Delta p=\Delta E \Delta t=h & \text { Heisenberg's Uncertainty Principle } \\
\text { DERIVED EQUATIONS } &
\end{array}
$$

## Vibrating String—Equation of Motion

$$
\begin{array}{ll}
d F_{x}=0 & \text { Net Longitudinal Force } \\
d F_{y}=T d \theta=\mu d x \frac{\partial^{2} y}{\partial t^{2}} & \text { Net Transverse Force } \\
\frac{d \theta}{d x}=\frac{\mu}{T} \frac{\partial^{2} y}{\partial t^{2}} & \text { Equation of Motion } \\
w=\sqrt{\frac{T}{\mu}} & \text { Phase Velocity } \\
\begin{array}{l}
\frac{\partial^{2} y}{\partial x^{2}}=\frac{1}{w^{2}} \frac{\partial^{2} y}{\partial t^{2}} \\
y(x, 0)=y_{0}(x) \\
\left(\frac{\partial y}{\partial t}\right)_{t=0}=v_{0}(x) \\
y(0, t)=y(L, t)=0
\end{array} & \text { Classical Wave Equation } \\
\text { Boundary Conditions }
\end{array}
$$

## Vibrating String—Normal Modes

$$
\begin{aligned}
y(x, t) & =f(x) h(t) & & \text { Separation of Variables } \\
-\omega^{2} & =\frac{w^{2}}{f} \frac{d^{2} f}{d x^{2}} & & \\
& =\frac{1}{h} \frac{d^{2} h}{d t^{2}} & & \text { Wave Equation }
\end{aligned}
$$

$L=\frac{n \lambda}{2}$
$h(t)=A \cos \omega t+B \sin \omega t$
$f(x)=C \cos \frac{\omega t}{w}+D \sin \frac{\omega x}{w}=D \sin k x$
$y(x, t)=A D \sin k x \cos \omega t+B D \sin k x \sin \omega t$

Condition for Standing Waves

Time Solution
Spatial Solution
Normal Mode Solution

## Traveling Waves

$$
\begin{aligned}
y_{+}(x, t) & =A \sin (k x+\omega t) & & \text { Negatively Directed Traveling Wave } \\
& =A \sin (k x+k w t) & & \\
& =A \sin (k x+k w t) & & \text { Positively Directed Traveling Wave } \\
y(x, t) & =A \sin (k x+\omega t) & & \text { Generalized Traveling Waves } \\
& \begin{aligned}
y(x, t) & =f(k x \pm \omega t) \\
\frac{\partial^{2} y}{\partial x^{2}} & =\frac{k^{2}}{\omega^{2}} \frac{\partial^{2} y}{\partial t^{2}}
\end{aligned} & & \text { General Wave Equation }
\end{aligned}
$$

## De Broglie's Hypothesis and Bohr's Quantization Condition

$$
\begin{array}{rlrl}
2 \pi r & =n \lambda & \text { Electron Standing Waves } \\
m u r & =n \hbar & & \text { Bohr's Angular Momentum } \\
E_{n} & =-h v_{n} & & \\
& =-\frac{h w_{n}}{\lambda_{n}} & \\
& =-\frac{n \hbar v_{n}}{2 r_{n}} & \\
& =-\frac{Z^{2}}{n^{2}}\left(\frac{m k^{2} e^{4}}{2 \hbar^{2}}\right) & \text { Bohr's Energy Quantization }
\end{array}
$$

## De Broglie's Hypothesis and Einsteinian Relativity

$$
\begin{array}{ll}
\Psi(x, t)=A f\left(k_{x} x-\omega t\right) & \text { Wave Function in } \mathrm{S} \\
\Psi\left(x^{\prime}, t^{\prime}\right)=A^{\prime} f^{\prime}\left(k_{x}^{\prime} x^{\prime}-\omega^{\prime} t^{\prime}\right) & \text { Wave Function in } \mathrm{S}^{\prime} \\
k_{x}=\gamma\left(k_{x}^{\prime}+\frac{\omega^{\prime} u}{c^{2}}\right) & \text { Wave Number Transformation } \\
\omega=\gamma\left(\omega^{\prime}+k_{x}^{\prime} u\right) & \text { Angular Velocity Transformation }
\end{array}
$$

$$
\begin{array}{ll}
p_{x}=\gamma\left(p_{x}^{\prime}+\frac{E^{\prime} u}{c^{2}}\right) & \text { Momentum Transformation } \\
E=\gamma\left(E^{\prime}+p_{x}^{\prime} u\right) & \text { Energy Transformation }
\end{array}
$$

## Matter Waves

$$
\begin{aligned}
& \Psi_{1}=A \cos (k x-\omega t) \\
& \Psi_{2}=A \cos [(k+\Delta k) x-(\omega+\Delta \omega) \mathrm{t}] \\
& \begin{aligned}
\Psi(\mathrm{x}, \mathrm{t}) & =\Psi_{1}(\mathrm{x}, \mathrm{t})+\Psi_{2}(\mathrm{x}, \mathrm{t}) \\
& \text { Monochromatic Waves } \\
& =2 A \cos (k x-\omega t) \cos \left(\frac{\Delta k}{2} x-\frac{\Delta \omega}{2} t\right)
\end{aligned}
\end{aligned}
$$

Group, Phase, and Particle Velocities

$$
\begin{array}{rlrl}
v_{g} & =\frac{\Delta \omega}{\Delta k} & \\
& =\frac{\Delta E}{\Delta p} & & \text { Group Velocity } \\
w & =\frac{\omega}{k} & \\
& =\frac{E}{p} & \text { Phase Velocity } \\
w & =\frac{v}{2}=\frac{v_{g}}{2} & & \\
w & =\frac{c^{2}}{v}=\frac{\mathrm{c}^{2}}{v_{g}} & \text { Non-Relativistic }
\end{array}
$$

Heisenberg's Uncertainty Principle

$$
\begin{aligned}
\Delta x & =\frac{\lambda_{g}}{2} \\
& =\frac{2 \pi}{\Delta k}
\end{aligned}
$$

Uncertainty in Position
$\Delta x \Delta p=\Delta E \Delta t=h \quad$ Uncertainty Principle

## Problems

8.1 Verify that $y(x, t)=A \sin (\omega x / w) \cos \omega t$ is a solution to the Equation 8.10. Show whether the boundary conditions of Equation 8.12 and initial conditions of Equations 8.11a and 8.11b are satisfied and find the allowed nodes (values of $n$ ).

Solution:
Taking second order derivatives of $y(x, t)=A \sin (\omega x / w) \cos \omega t$ yields

$$
\begin{aligned}
& \frac{\partial^{2} y}{\partial x^{2}}=-\left(\frac{\omega}{w}\right)^{2} y(x, t) \\
& \frac{\partial^{2} y}{\partial t^{2}}=-\omega^{2} y(x, t)
\end{aligned}
$$

which upon substitution into Equation 8.10,

$$
\frac{\partial^{2} y}{\partial x^{2}}=\frac{1}{w^{2}} \frac{\partial^{2} y}{\partial t^{2}}
$$

gives

$$
-\frac{\omega^{2}}{w^{2}}=-\frac{\omega^{2}}{w^{2}}
$$

This result verifies that $y(x, t)$ is a solution to the classical wave equation. The boundary conditions

$$
y(0, t)=y(L, t)=0
$$

are satisfied since

$$
\begin{aligned}
& y(0, t)=A \sin 0^{\circ} \cos \omega t=0 \\
& y(L, t)=A \sin \frac{\omega L}{w} \cos \omega t=0
\end{aligned}
$$

where the second condition is valid for

$$
\frac{\omega L}{w}=n \pi, \quad n=1,2,3, \cdots
$$

Further, since $\lambda=2 L / n \rightarrow L=n \lambda / 2$, we have

$$
\frac{\omega(n \lambda / 2)}{w}=n \pi
$$

or

$$
\frac{\omega}{w}=\frac{2 \pi}{\lambda}=k
$$

as expected. The initial condition

$$
y(x, 0)=y_{0}(x)
$$

is satisfied, since

$$
y(x, 0)=A \sin k x \cos 0^{\circ}
$$

gives the initial displacement as

$$
y_{0}(x)=A \sin k x .
$$

However, the second initial condition

$$
\left(\frac{\partial y}{\partial t}\right)_{t=0}=v_{0}(x)
$$

is not satisfied, since

$$
\left(\frac{\partial y}{\partial t}\right)_{t=0}=-\omega A \sin k x \sin 0^{\circ}=0
$$

8.2 Do Problem 8.1 for displacements given by (a) $y(x, t)=A \sin (\omega x / w)$ $\sin \omega t$ and (b) $y(x, t)=A \sin (\omega x / \omega-\omega t)$.
8.3 Verify that $y(x, t)=A \cos (\omega x / w) \cos \omega t$ is a solution to Equation 8.10. Show whether the boundary conditions, $y(-L / 2, t)=y(L / 2, t)=0$, are satisfied. Find the allowed nodes and demonstrate whether the initial conditions given by Equations 8.11a and 8.11b are satisfied.

## Solution:

In abbreviated form we have the following:

$$
\begin{aligned}
& y(x, t)=A \cos \left(\frac{\omega x}{w}\right) \cos \omega t \rightarrow \\
& \frac{\partial^{2} y}{\partial x^{2}}=\left(-\frac{\omega^{2}}{w^{2}}\right) y, \quad \frac{\partial^{2} y}{\partial t^{2}}=-\omega^{2} y .
\end{aligned}
$$

Thus, $y(x, t)$ is a solution to

$$
\frac{\partial^{2} y}{\partial x^{2}}=\frac{1}{w^{2}} \frac{\partial^{2} y}{\partial t^{2}} \rightarrow-\left(\frac{\omega}{w}\right)^{2}=-\left(\frac{\omega}{w}\right)^{2} .
$$

Boundary Conditions:

$$
\begin{gathered}
y\left(-\frac{1}{2} L, t\right)=A \cos \left(-\frac{\omega L}{2 w}\right) \cos \omega t=0, \text { IFF } \\
\frac{\omega L}{2 w}=\frac{n \pi}{2}, \quad n=1,3,5, \cdots .
\end{gathered}
$$

$$
\begin{array}{r}
y\left(\frac{1}{2} L, t\right)=A \cos \left(\frac{\omega L}{2 w}\right) \cos \omega t=0, \mathrm{IFF} \\
\frac{\omega L}{2 w}=\frac{n \pi}{2}, \quad n=1,3,5, \cdots
\end{array}
$$

Since these conditions reduce to

$$
\frac{\omega L}{w}=n \pi \rightarrow \frac{\omega(n \lambda / 2)}{w}=n \pi \rightarrow \frac{\omega}{w}=k
$$

## Initial Conditions:

$$
\begin{aligned}
y(x, 0) & =A \cos \left(\frac{\omega x}{w}\right) \cos 0^{\circ} \\
& =A \cos \left(\frac{\omega x}{w}\right)=y_{0}(x) \\
\left(\frac{\partial y}{\partial t}\right)_{t=0} & =-\omega A \cos \left(\frac{\omega x}{w}\right) \sin 0^{\circ} \\
& =0 \neq v_{0}(x)
\end{aligned}
$$

8.4 Do Problem 8.3 for (a) $y(x, t)=A \cos (\omega x / w) \sin \omega t$ and (b) $y(x, t)=$ $A \cos (\omega x / w-\omega t)$.
8.5 Starting with Equation 8.33 derive Equation 8.35.

## Solution:

Multiplication of Eq. 8.33,

$$
y_{0}(x)=\sum_{n=1} A_{n} \sin k_{n} x
$$

by $\sin (m \pi x / L) d x$ and integrating gives

$$
\int_{0}^{L} y_{0}(x) \sin \left(\frac{m \pi x}{L}\right) d x=\sum_{n=1} \int_{0}^{L} A_{n} \sin \left(\frac{n \pi x}{L}\right) \sin \left(\frac{m \pi x}{L}\right) d x
$$

where we have used

$$
k_{n}=\frac{n \pi}{L}
$$

With the change of variable

$$
y \equiv \frac{\pi x}{L} \rightarrow d y=\frac{\pi}{L} d x
$$

the change in the limits of integration are given by

$$
x=0 \rightarrow y=0 \quad \text { and } \quad x=L \rightarrow y=\pi
$$

Thus, the integral to be solved is of the form

$$
\frac{L}{\pi} \int_{0}^{\pi} \sin n y \sin m y d y
$$

since $A_{n}$ comes outside of the integral. In solving this integral we need to consider the following two cases:

Case 1: $\mathrm{n}=\mathrm{m}$

$$
\begin{aligned}
\frac{L}{\pi} \int_{0}^{\pi} \sin ^{2} n y d y & =\frac{L}{n \pi} \int_{0}^{\pi} \sin ^{2} n y d(n y) \\
& =\left.\frac{L}{2 n \pi}(-\cos n y \sin n y+n y)\right|_{0} ^{\pi} \\
& =\frac{L}{2}
\end{aligned}
$$

Thus, substitution back into our first integral equation gives the result

$$
A_{n}=\frac{2}{L} \int_{0}^{L} y_{0}(x) \sin \left(\frac{n \pi x}{L}\right) d x
$$

where we have let $n \rightarrow m$ and $m \rightarrow n$ to obtain the exact form of Equation 8.35 .

Case 2: $\mathrm{n} \neq \mathrm{m}$

$$
\begin{aligned}
& \frac{L}{\pi} \int_{0}^{\pi} \sin n y \sin m y d y \\
= & \frac{L}{\pi}\left[\frac{\sin (n-m) y}{2(n-m)}-\frac{\sin (n+m) y}{2(n+m)}\right]_{0}^{\pi}
\end{aligned}
$$

which goes to zero for $y=0$ or $y=\pi$. We could note that

$$
\int_{0}^{L} \sin \left(\frac{n \pi x}{L}\right) \sin \left(\frac{m \pi x}{L}\right) d x=\frac{L}{2} \delta_{n m},
$$

where the symbol $\delta_{n m}$ is called the Kronecker delta and defined by

$$
\begin{array}{lll}
\delta_{n m}=0 & \text { for } & n \neq m \\
\delta_{n m}=1 & \text { for } & n=m
\end{array}
$$

Accordingly, we could have considered this problem as

$$
\begin{aligned}
\int_{0}^{L} y_{0}(x) \sin \left(\frac{m \pi x}{L}\right) d x & =\sum_{n=1} A_{n} \int_{0}^{L} \sin \left(\frac{n \pi x}{L}\right) \sin \left(\frac{m \pi x}{L}\right) d x \\
& =\frac{L}{2} \sum_{n=1} A_{n} \delta_{n m} \\
& =\frac{L}{2} A_{n}
\end{aligned}
$$

8.6 Starting with Equation 8.34 derive Equation 8.36 using the Kronecker delta symbol.
8.7 Find the de Broglie wavelength and frequency associated with a 1 g bullet traveling at $663 \mathrm{~m} / \mathrm{s}$.

## Solution:

With $m=1 \mathrm{~g}=10^{-3} \mathrm{~kg}$ and $v=663 \mathrm{~m} / \mathrm{s}$, we have the de Broglie wavelength given by (Equation 8.53)

$$
\begin{aligned}
\lambda & =\frac{h}{p}=\frac{h}{m v} \\
& =\frac{6.63 \times 10^{-34} \mathrm{~J} \cdot \mathrm{~s}}{\left(10^{-3} \mathrm{~kg}\right)(663 \mathrm{~m} / \mathrm{s})} \\
& =10^{-33} \mathrm{~m}
\end{aligned}
$$

and the de Broglie frequency given by (Equation 8.52)

$$
\begin{aligned}
v & =\frac{E}{h}=\frac{m v^{2}}{2 h} \\
& =\frac{\left(10^{-3} \mathrm{~kg}\right)(663 \mathrm{~m} / \mathrm{s})^{2}}{2\left(6.63 \times 10^{-34} \mathrm{~J} \cdot \mathrm{~s}\right)} \\
& =3.32 \times 10^{35} \mathrm{~Hz}
\end{aligned}
$$

8.8 What is the de Broglie wavelength and frequency of an alpha particle (helium nucleus) of 2 MeV energy?

Answer: $\quad 1.01 \times 10^{-14} \mathrm{~m}, 4.83 \times 10^{20} \mathrm{~Hz}$
8.9 What is the energy of a photon having a de Broglie wavelength of 1 m ?

## Solution:

Knowing $m_{p}=1.673 \times 10^{-27} \mathrm{~kg}$ and $\lambda=1 \mathrm{~m}$, we can find the energy $E$ by using

$$
\begin{aligned}
E & =\frac{p^{2}}{2 m_{p}} \\
& =\frac{h^{2}}{2 m_{p} \lambda^{2}} \\
& =\frac{\left(6.63 \times 10^{-34} \mathrm{~J} \cdot \mathrm{~s}\right)^{2}}{2\left(1.673 \times 10^{-27} \mathrm{~kg}\right)(1 \mathrm{~m})^{2}} \\
& =1.31 \times 10^{-40} \mathrm{~J}
\end{aligned}
$$

8.10 Electrons are accelerated from rest by an electrical potential $V$. If their wave number is $6.28 \times 10^{10} / \mathrm{m}$, what is the accelerating potential $V$ ?

Answer: 149 V
8.11 Find the wave number associated with sound waves traveling at 314 $\mathrm{m} / \mathrm{s}$ in a medium, if they have a period of $10^{-2} \mathrm{~s}$.

## Solution:

With $v_{s}=314 \mathrm{~m} / \mathrm{s}$ and $T=10^{-2} \mathrm{~s}$, the wave number is given by

$$
\begin{aligned}
k & \equiv \frac{2 \pi}{\lambda}=\frac{2 \pi}{v_{s} / v}=\frac{2 \pi v}{v_{s}} \\
& =\frac{2 \pi}{v_{s} T} \\
& =\frac{(2)(3.14)}{(314 \mathrm{~m} / \mathrm{s})\left(10^{-2} \mathrm{~s}\right)} \\
& =2 \mathrm{~m}^{-1}
\end{aligned}
$$

8.12 Derive the trigonometric identity given by Equation 8.81.

Answer: $\quad \cos \alpha+\cos \beta=2 \cos \left(\frac{\alpha+\beta}{2}\right) \cos \left(\frac{\alpha-\beta}{2}\right)$
8.13 Find the sum of $\Psi_{1}=0.004 \cos (5.8 x-280 t)$ and $\Psi_{2}=.004 \cos$ $(6 x-300 t)$, where all units are in the SI system. Find the phase velocity, the group velocity, and the uncertainty in position of the associated particle.

Solution:
From the form of $\Psi_{1}=4 \times 10^{-3} \cos (5.8 x-280 t)$, we obtain (deleting all units)

$$
A=4 \times 10^{-3}, \quad k=5.8, \quad \omega=280
$$

while $\Psi_{2}=4 \times 10^{-3} \cos (6 x-300 t)$ gives additional values

$$
k+\Delta k=6, \quad \omega+\Delta \omega=300 \rightarrow \Delta k=0.2, \quad \Delta \omega=20 .
$$

Thus, we have from Equation 8.82

$$
\begin{aligned}
\Psi & =2 A \cos \left[\left(k+\frac{\Delta k}{2}\right) x-\left(\omega+\frac{\Delta \omega}{2}\right) t\right] \cos \left(\frac{\Delta k}{2} x-\frac{\Delta \omega}{2} t\right) \\
& =8 \times 10^{-3} \cos [(5.8+0.1) x-(280+10) t] \cos (0.1 x-10 t) \\
& =8 \times 10^{-3} \cos (5.9 x-290 t) \cos (0.1 x-10 t)
\end{aligned}
$$

From the linear superposition of $\Psi_{1}$ and $\Psi_{2}$ we recognize

$$
k=5.9, \quad \omega=290, \quad k_{g}=0.1, \quad \omega_{g}=10
$$

from which the phase velocity

$$
w=\frac{\omega}{k}=\frac{290}{5.9}=49.15 \frac{\mathrm{~m}}{\mathrm{~s}}
$$

the group velocity

$$
v_{g}=\frac{\Delta \omega}{\Delta k}=\frac{20}{0.2}=100 \frac{\mathrm{~m}}{\mathrm{~s}}
$$

and the uncertainty in position

$$
\Delta x=\frac{2 \pi}{\Delta k}=\frac{2 \pi}{0.2}=31.42 \mathrm{~m}
$$

are directly obtained.
8.14 Repeat Problem 8.13 for $\Psi_{1}=0.005 \cos (6 x-300 t)$ and $\Psi_{2}=0.005$ $\cos (6.2 x-320 t)$.

Answer: $\quad w=50.82 \frac{\mathrm{~m}}{\mathrm{~s}}, \quad v_{g}=100 \frac{\mathrm{~m}}{\mathrm{~s}}, \quad \Delta x=31.42 \mathrm{~m}$.
8.15 Consider two sound waves of frequencies 510 Hz and 680 Hz traveling at $340 \mathrm{~m} / \mathrm{s}$. (a) Find the wave numbers $k_{1}$ and $k_{2}$ and the spatial spread $\Delta x=2 \pi /\left(k_{2}-k_{1}\right)$. (b) Find $\Delta \omega$ and the time spread $\Delta t=2 \pi / \Delta \omega$. (c) Compare the spatial spread obtained with that computed using $\Delta x=v_{s} \Delta t$.

## Solution:

With $\nu_{1}=510 \mathrm{~Hz}, \nu_{2}=680 \mathrm{~Hz}$, and $v_{s}=340 \mathrm{~m} / \mathrm{s} \equiv v_{g}$, the wave numbers are given by

$$
\begin{aligned}
k_{1} & =\frac{2 \pi}{\lambda_{1}}=\frac{2 \pi}{v_{s} / \nu_{1}}=\frac{2 \pi v_{1}}{v_{s}} \\
& =\frac{2 \pi(510 \mathrm{~Hz})}{340 \mathrm{~m} / \mathrm{s}}=2 \pi(1.5) \mathrm{m}^{-1}=3 \pi \mathrm{~m}^{-1} \\
k_{2} & =\frac{2 \pi v_{2}}{v_{s}} \\
& =\frac{2 \pi(680 \mathrm{~Hz})}{340 \mathrm{~m} / \mathrm{s}}=4 \pi \mathrm{~m}^{-1} .
\end{aligned}
$$

and

From these values for $k_{1}$ and $k_{2}$, the spatial spread is

$$
\begin{aligned}
\Delta x & =\frac{2 \pi}{k_{2}-k_{1}} \\
& =\frac{2 \pi}{(4 \pi-3 \pi) \mathrm{m}^{-1}}=2 \mathrm{~m}
\end{aligned}
$$

while the time is just

$$
\begin{aligned}
\Delta t & =\frac{2 \pi}{\Delta \omega}=\frac{2 \pi}{\omega_{2}-\omega_{1}}=\frac{2 \pi}{2 \pi\left(v_{2}-v_{1}\right)} \\
& =\frac{2 \pi}{v_{s} k_{2}-v_{s} k_{1}}=\frac{2 \pi}{v_{s}(\pi / \mathrm{m})} \\
& =(2 \mathrm{~m}) /(340 \mathrm{~m} / \mathrm{s})=5.9 \times 10^{-3} \mathrm{~s}
\end{aligned}
$$

Also, the spatial spread is given by

$$
\Delta x=v_{s} \Delta t=(340 \mathrm{~m} / \mathrm{s})\left(5.9 \times 10^{-3} \mathrm{~s}\right)=2 \mathrm{~m}
$$

8.16 Using the relativistic equations $\mathrm{E}=m c^{2}$ and $p=m v$, where $m=$ $\Gamma m_{0}$, derive Equations 8.95 and 8.97.

Answer: $\quad w=\frac{c^{2}}{v}, v_{g}=v$.
8.17 Calculate the nonrelativistic and relativistic phase velocity $w$ of the de Broglie waves associated with a neutron of 33.4 eV energy.

Solution:
With the nonrelativistic phase velocity given by Equation 8.62 (or Equations 8.91 and 8.92) as

$$
w=\frac{v}{2}
$$

and the relativistic phase velocity given by Equation 8.95 as

$$
w=\frac{c^{2}}{v}
$$

we need to first find the particle velocity $v$ associated with the neutron. Using the energy relation (Equation 8.60)

$$
E=\frac{1}{2} \mathrm{~m} v^{2}
$$

we immediately obtain

$$
\begin{aligned}
v & =\sqrt{2 E / m} \\
& =\sqrt{2(33.4 \mathrm{eV})\left(1.60 \times 10^{-19} \mathrm{~J} / \mathrm{eV}\right) /\left(1.67 \times 10^{-27} \mathrm{~kg}\right)} \\
& =\sqrt{4(16.7)\left(16.0 \times 10^{-20}\right)\left(\mathrm{m}^{2} / \mathrm{s}^{2}\right) /\left(16.7 \times 10^{-28}\right)} \\
& =8 \times 10^{4} \mathrm{~m} / \mathrm{s}
\end{aligned}
$$

Thus, the nonrelativistic phase velocity is

$$
w=\frac{v}{2}=4 \times 10^{4} \mathrm{~m} / \mathrm{s}
$$

while the relativistic phase velocity is

$$
w=\frac{c^{2}}{v}=\frac{\left(3 \times 10^{8} \mathrm{~m} / \mathrm{s}\right)^{2}}{8 \times 10^{4} \mathrm{~m} / \mathrm{s}}=1.125 \times 10^{12} \mathrm{~m} / \mathrm{s}
$$

for the associated de Broglie waves.
8.18 Repeat Problem 8.17 for an electron of 182.2 eV energy.

Answer: $w=4 \times 10^{6} \mathrm{~m} / \mathrm{s}, w=1.125 \times 10^{10} \mathrm{~m} / \mathrm{s}$
8.19 Consider a $2 \mu \mathrm{~g}$ mass traveling with a speed of $10 \mathrm{~cm} / \mathrm{s}$. If the particle's speed is uncertain by $1.5 \%$, what is its uncertainty in position?

## Solution:

With $m=2 \times 10^{-6} \mathrm{~g}=2 \times 10^{-9} \mathrm{~kg}$ and $v=10 \mathrm{~cm} / \mathrm{s}=0.1 \mathrm{~m} / \mathrm{s}$, the uncertainty in speed is

$$
\Delta v=(0.15)(0.1 \mathrm{~m} / \mathrm{s})=1.5 \times 10^{-3} \mathrm{~m} / \mathrm{s}
$$

Thus, the uncertainty in position is given by

$$
\begin{aligned}
\Delta x & =\frac{h}{\Delta p}=\frac{h}{m \Delta v} \\
& =\frac{6.63 \times 10^{-34} \mathrm{~J} \cdot \mathrm{~s}}{\left(2 \times 10^{-9} \mathrm{~kg}\right)\left(1.5 \times 10^{-3} \mathrm{~m} / \mathrm{s}\right)} \\
& =2.21 \times 10^{-22} \mathrm{~m}
\end{aligned}
$$

8.20 If the energy of a nuclear state is uncertain by 1 eV , what is the lifetime of this state, according to Heisenberg?

Answer: $4.14 \times 10^{-15} \mathrm{~s}$
8.21 A matter wave traveling at $500 \mathrm{~m} / \mathrm{s}$ for 10 s has a $0.1 \%$ uncertainty in the position of a particle. Find the uncertainty in momentum for the particle.

## Solution:

With $v=500 \mathrm{~m} / \mathrm{s}, t=10 \mathrm{~s}, \Delta x=(0.001) x$, we have the uncertainty in momentum given by

$$
\begin{aligned}
\Delta p & =\frac{h}{\Delta x}=\frac{h}{\Delta(v t)} \\
& =\frac{\left(6.63 \times 10^{-34} \mathrm{~J} \cdot \mathrm{~s}\right)}{(0.001)(500 \mathrm{~m} / \mathrm{s})(10 \mathrm{~s})} \\
& =1.33 \times 10^{-34} \mathrm{~kg} \cdot \mathrm{~m} / \mathrm{s} .
\end{aligned}
$$

8.22 What is the de Broglie wave number of a proton of 50 MeV kinetic energy? If the energy is uncertain by $3 \%$, what is the uncertainty in time?

Answer: $1.56 \times 10^{15} \mathrm{~m}^{-1}, 2.76 \times 10^{-21} \mathrm{~s}$
8.23 If the position of a 1 kg object is measured on a frictionless surface to a precision of 0.100 cm , what velocity has been imparted to the object by the measurement, according to the uncertainty principle?

## Solution:

With $m=1 \mathrm{~kg}$ and $\Delta \mathrm{x}=1.00 \times 10^{-3} \mathrm{~m}$, the uncertainty in momentum is given by

$$
\Delta p=m \Delta v
$$

which upon substitution into the uncertainty relation gives

$$
\begin{aligned}
\Delta v & =\frac{h}{m \Delta x} \\
& =\frac{\left(6.63 \times 10^{-34} \mathrm{~J} \cdot \mathrm{~s}\right)}{(1 \mathrm{~kg})\left(1.00 \times 10^{-3} \mathrm{~m}\right)} \\
& =6.63 \times 10^{-31} \mathrm{~m} / \mathrm{s} .
\end{aligned}
$$

8.24 If the speed of an electron in the ground state of the Bohr model is uncertain by $1 \%$, what is the uncertainty in position?

Answer: $\quad \Delta x=3.32 \times 10^{-8} \mathrm{~m}$
8.25 Using the Heisenberg uncertainty relation in the form $p r=\hbar$, derive an expression for the minimum radius $r_{1}$ and energy $E_{1}$ of a hydrogen atom.

## Solution:

The total energy of the hydrogen electron is given by Equation 7.14 as

$$
\begin{aligned}
E & =\frac{p^{2}}{2 m}-\frac{k e^{2}}{r} \\
& =\frac{\hbar^{2}}{2 m r^{2}}-\frac{k e^{2}}{r}
\end{aligned}
$$

where $p=\hbar / r$ has been used in obtaining the second equality. The minimum value of $E$ occurs at $r=r_{1}$, which can be obtained by taking the first order derivative of $E$ with respect to $r$ and setting the result to zero:

$$
\frac{d E}{d r}=0=-\frac{\hbar^{2}}{m r^{3}}+\frac{k e^{2}}{r^{2}}
$$

From this relation we immediately obtain

$$
r_{1}=\frac{\hbar^{2}}{m k e^{2}}
$$

and substitution into the equation for $E$ gives

$$
\begin{aligned}
E_{1} & =\frac{\hbar^{2}}{2 m r_{1}^{2}}-\frac{k e^{2}}{r_{1}} \\
& =\frac{\hbar^{2} m^{2} k^{2} e^{4}}{2 m \hbar^{4}}-\frac{k e^{2} m k e^{2}}{\hbar^{2}} \\
& =-\frac{m k^{2} e^{4}}{2 \hbar^{2}}
\end{aligned}
$$

These results are in agreement with those predicted by the Bohr model in Equations 7.27 and 7.40, respectively.
8.26 Using the Heisenberg uncertainty principle in the form $p x=\hbar$, derive and expression for the minimum energy $E_{1}$ of a linear harmonic oscillator:

$$
\text { Answer: } \quad E_{1}=h v
$$

## CHAPTER 9

## Schrödinger's Quantum Mechanics I



The probability distribution of a particle's position for an infinite square well (ground state), determined by solving the Schrödinger equation.

## Introduction

The discussion of matter waves in the last chapter emphasized how the wave-particle duality can be combined in a more general description of nature without any logical contradiction. We considered the problems of a matter wave associated with a free particle having an assumed zero potential energy. However, the more general problem involves a particle possessing both kinetic and potential energy that vary in space and time. The de Broglie approach for this more general problem would require the specification of a matter wave at every point in space for the propagation of a particle, which would be conceptually and mathematically unattractive. Shortly after de Broglie's hypothesis, Erwin Schrödinger realized this difficulty and circumvented it by postulating a nonrelativistic wave equation. Schrödinger's equation combined the total particle energy (kinetic and potential) with de Broglie's energy and momentum postulates, such that a wave function solution to the equation would be appropriate for a specified potential energy and consistent with de Broglie's hypothesis.

The Schrödinger equation and its wave function solution are considered in some detail in this chapter. Since Schrödinger postulated the wave
equation of quantum mechanics, it represents a fundamental principle that can not be derived. Our approach is a combination of postulating and construction the Schrödinger wave equation, by making analogies with the classical wave equation and establishing requirements that the quantum mechanical wave equation and its solutions must satisfy. After constructing the one-dimensional time-dependent Schrödinger equation and generalizing it to three dimensions, we develop the time-independent Schrödinger equation and discuss its general mathematical form in relationship to eigenvalue problems. This is followed by a discussion of the wave function, its normalization condition, and the physical interpretation of its absolute magnitude squared as a probability density. The chapter is concluded with one-dimensional examples of quantum mechanics, where the Schrödinger wave equation is solved for the free particle under the influence of a constant potential and the free particle in a box.

### 9.1 One-Dimensional Time-Dependent

Schrödinger Equation
In 1925 Erwin Schrödinger developed a wave equation whose wave function solutions were capable of appropriately describing the propagation of de Broglie matter waves. Our study of Schrödinger's fundamental postulate and his theory of quantum mechanics will be primarily concerned with the mathematical details rather than the elusive physical interpretations represented by the mathematics. An alternative formulation of quantum mechanics was developed by W. Heisenberg at about the same time as the Schrödinger theory; however, the latter is more amenable to an introductory treatment than the operational matrix formulation of Heisenberg.

Schrödinger postulated his famous equation as a fundamental principle of nature, based on his remarkable insight into the wave nature of matter and his thorough understanding of wave mechanics. He combined the wave and particle characteristics of matter by adopting de Broglie's postulates,

De Broglie-Momentum

De Broglie-Energy
and the classical definition
Schrödinger-Total Energy

$$
\begin{gather*}
p=\frac{h}{\lambda}=\hbar k  \tag{8.53}\\
E=h v=\hbar \omega \tag{8.52}
\end{gather*}
$$

$$
\begin{equation*}
E=\frac{p^{2}}{2 m}+V \tag{9.1}
\end{equation*}
$$

for the nonrelativistic total energy $E$ of a particle having momentum $p$, rest mass $m$, and potential energy $V$. It should be noted that the first term on the right-hand side of Equation 9.1 is just the usual nonrelativistic kinetic energy of a particle. Further, the group velocity $v_{g}$ of a particle's associated matter wave is still equal to the velocity $v$ of a particle for the energy expression of Equation 9.1. This is easily verified by using the equation for group velocity,

$$
\begin{equation*}
v_{g}=\frac{d E}{d p} \tag{8.87}
\end{equation*}
$$

derived in Chapter 8. That is, substitution of Equation 9.1 into this expression for $v_{g}$ and realizing that the potential energy $V$ is constant for a free particle gives

$$
\begin{aligned}
v_{g} & =\frac{d}{d p}\left(\frac{p^{2}}{2 m}+V\right) \\
& =\frac{p}{m}=v
\end{aligned}
$$

which is the expected result. That Schrödinger chose the energy expression of Equation 9.1 is not surprising, since it represents conservation of energy, a fundamental principle of classical physics that has been demonstrated to be applicable in nonclassical considerations such as Einsteinian relativity, the photoelectric effect, the Compton effect, and the Bohr model of the hydrogen atom. Schrödinger felt that the desired wave equation must be consistent with the de Broglie postulates and the conservation of energy principle for a particle or system of particles. Thus, the wave equation must be consistent with

$$
\begin{equation*}
\frac{\hbar^{2} k^{2}}{2 m}+V(x, t)=\hbar \omega, \tag{9.2}
\end{equation*}
$$

which is directly obtained by combining Equations 8.52, 8.53, and 9.1. One should observe that the potential energy in Equation 9.2 is indicated as having a general dependence on space and time coordinates. Schrödinger felt this to be the correct dependence in general, with conservative force fields being a special class. In the case of a conservative force field the potential energy is time independent,

$$
\begin{equation*}
V=V(x), \tag{9.3}
\end{equation*}
$$

Conservative Force

Newton's Second Law
and the force is given by the classical expression

$$
\begin{equation*}
F(x)=-\frac{d V}{d x} . \tag{9.4}
\end{equation*}
$$

Since the force is independent of time, then so is the momentum, according to Newton's second law of motion

$$
\begin{equation*}
\mathrm{F} \equiv \frac{d \mathbf{p}}{d t} \tag{1.16}
\end{equation*}
$$

and, of course, the total energy given by Equation 9.1.
In addition to the wave equation being consistent with Equation 9.2, Schrödinger felt that it must be linear in the wave function $\Psi(x, t)$, such that the wave function solution to the equation will have the superposition property. This suggests that the equation could be of the form

$$
\begin{equation*}
\frac{\hbar^{2} k^{2}}{2 m} \Psi(x, t)+V(x, t) \Psi(x, t)=\hbar \omega \Psi(x, t), \tag{9.5}
\end{equation*}
$$

where Equation 9.2 has been simply multiplied by $\Psi(x, t)$ from the righthand side. This symbolic equation is not a wave equation per se, as we should expect is to contain spatial and temporal derivatives of the wave function by analogy with the classical wave equation.

In an attempt to identify the partial differential equation that is consistent with Equation 9.5, we will work backward by considering a possible solution to the equation. Since a conservative force field constitutes a special case of the general equation, we can consider a free particle and its associated wave function as a possible solution. We could select the simple wave function

$$
\begin{equation*}
\Psi(x, t)=A \cos (k x-\omega t) \tag{8.41b}
\end{equation*}
$$

discussed in Chapter 8, but its tendency to change in functional form upon differentiation makes is impossible to obtain a general equation involving $\Psi(x, t)$ and its derivatives that is in agreement for all values of $x$ and $t$ with Equation 9.5. In an effort to circumvent this difficulty, we select the plane monochromatic wave for a free particle given by

$$
\begin{equation*}
\Psi(x, t)=A e^{\frac{j}{\bar{j}^{(p x-E t}}} \tag{9.6}
\end{equation*}
$$

which is similar to the displacement given by Equation 8.40 with de Broglie's postulates being incorporated. This wave function represents a free particle traveling in the positive $x$-direction with a momentum and energy known to be exactly $p=\hbar k$ and $E=\hbar \omega$, respectively. Assuming a constant potential energy $V(x)=V_{0}$ for the free particle, then the force (Equation 9.4) is equivalent to zero, the momentum $p$ is constant from Equation 1.16 above, and consequently, from Equation 9.1 the energy $E$ is constant. Thus $k$ and $\omega$ are constants in accordance with de Broglie's relations (Equations 8.52 and 8.53 ) and the free particle wave function (Equation 9.6) can be expressed as

$$
\begin{equation*}
\Psi(x, t)=A e^{j(k x-\omega t)} \tag{9.7}
\end{equation*}
$$

Free Particle<br>Wave Function

in terms of the particle's constant wave number and angular velocity. The first and second order spatial derivatives of this wave function are

$$
\begin{align*}
\frac{\partial}{\partial x} \Psi(x, t) & =j k \Psi(x, t)  \tag{9.8a}\\
\frac{\partial^{2}}{\partial x^{2}} \Psi(x, t) & =-k^{2} \Psi(x, t) \tag{9.8b}
\end{align*}
$$

whereas the first order time derivative yields

$$
\begin{equation*}
\frac{\partial}{\partial t} \Psi(x, t)=-j \omega \Psi(x, t) \tag{9.9}
\end{equation*}
$$

From the last two equations we obtain

$$
\begin{aligned}
k^{2} \Psi(x, t) & =-\frac{\partial^{2}}{\partial x^{2}} \Psi(x, t) \\
\omega \Psi(x, t) & =j \frac{\partial}{\partial t} \Psi(x, t),
\end{aligned}
$$

respectively, which upon substitution into Equation 9.5 yields

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m} \frac{\partial^{2} \Psi}{\partial x^{2}}+V(x, t) \Psi(x, t)=j \hbar \frac{\partial \Psi}{\partial t} . \tag{9.10}
\end{equation*}
$$

One-Dimensional
Time-Dependent Schrödinger Equation

This equation represents the famous one-dimensional time-dependent Schrödinger equation. Even though our consideration was for a free particle
having a time-independent or constant potential energy $V_{0}$, we postulate Equation 9.10 to be the correct wave equation in general for $V(x, t) \neq V_{0}$. It needs to be emphasized that this equation has not been derived but merely constructed through postulates, as the Schrödinger equation is a fundamental first principle of quantum mechanics, much like the first law of thermodynamics or Newton's second law of motion. Our construction of this result utilized a free particle wave function as an assumed solution to a linear energy equation, with Schrödinger's nonrelativistic energy conservation and de Broglie's postulates imposed. Under these constraints, other differential equations could be constructed; however, only Equation 9.10 is compatible with nature and capable of predicting experimental observations for different physical phenomena. A comparison of Schrödinger's equation with the classical wave equation (Equation 8.10) shows that they are similar only in that both contain second order derivatives with respect to the spatial coordinate. A major difference between these equations is the presence of only a first order derivative and an interaction potential in Schrödinger's equation. Further, and of great significance is the fact that the Schrödinger equation is imaginary on the right-hand-side, whereas the classical wave equation is real. Although Equation 9.10 is one-dimensional, it is easily generalized to three dimensions, as will be seen in the next section. Incidentally, it is now straight forward and left as an exercise to show that the plane monochromatic wave function of a free particle in one dimension (Equation 9.6) is a solution to the Schrödinger wave equation.

### 9.2 Three-Dimensional Time-Dependent Schrödinger Equation

The generalization of the previous section to include all three spatial dimensions is rather straight forward from the fundamentals of classical physics. A free particle moving in a region of constant potential energy

$$
\begin{equation*}
V(\mathbf{r}, t) \equiv V(\mathbf{r})=V_{0} \tag{9.11}
\end{equation*}
$$

has a position vector given by

$$
\begin{equation*}
\mathbf{r}=x \mathbf{i}+y \mathbf{j}+z \mathbf{k} \tag{1.1}
\end{equation*}
$$

and a momentum vector

$$
\begin{equation*}
p=p_{x} \mathbf{i}+p_{y} \mathbf{j}+p_{z} \mathbf{k}, \tag{4.54a}
\end{equation*}
$$

where $\mathbf{i}, \mathbf{j}$, and $\mathbf{k}$ are the usual set of orthonormal unit vectors for a Cartesian coordinate system. The three-dimensional wave function associated with the free particle is given by

$$
\begin{equation*}
\Psi(x, y, z, t)=A e^{\frac{j}{\hbar}\left(p_{x} x+p_{y} y+p_{z} z-E t\right)} \tag{9.12}
\end{equation*}
$$

which can be more compactly written as

$$
\begin{equation*}
\Psi(\mathbf{r}, t)=A e^{\frac{j}{\hbar}(\mathbf{p} \cdot \mathbf{r}-E t)} \tag{9.13}
\end{equation*}
$$

by making use of the definition for the inner or dot product of vectors $\mathbf{p}$ and $\mathbf{r}$. To simplify the mathematical form of the three dimensional Schrödinger equation, we introduce the del operator (see Appendix A, Section A.9)

$$
\begin{equation*}
\nabla \equiv \frac{\partial}{\partial x} \mathbf{i}+\frac{\partial}{\partial y} \mathbf{j}+\frac{\partial}{\partial z} \mathbf{k} \tag{9.14}
\end{equation*}
$$

## Free Particle

Wave Function

Del Operator
which is a vector differential operator that must satisfy the mathematical rules for both vectors and partial differentials. The scalar product of this vector operator with itself is called the Laplacian operator and is given by

$$
\begin{equation*}
\nabla^{2} \equiv \frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}+\frac{\partial^{2}}{\partial z^{2}} \tag{9.15}
\end{equation*}
$$

The construction of the three-dimensional Schrödinger equation can now proceed in a similar manner to that presented in the previous section, with the new operators given being utilized. Multiplying Schrödinger's energy conservation equation by $\Psi(\mathbf{r}, t)$,

$$
\begin{equation*}
\frac{p^{2}}{2 m} \Psi(\mathbf{r}, t)+V(\mathbf{r}, t) \Psi(\mathbf{r}, t)=E \Psi(\mathbf{r}, t) \tag{9.16}
\end{equation*}
$$

we realize that $p^{2} \Psi$ and $E \Psi$ can be expressed in terms of partial differentials in view of Equation 9.12. That is, operating on Equation 9.2 with the Laplacian gives

$$
\begin{equation*}
\nabla^{2} \Psi(\mathbf{r}, t)=-\frac{p^{2}}{\hbar^{2}} \Psi(\mathbf{r}, t) \tag{9.17}
\end{equation*}
$$

which is directly solved for

$$
\begin{equation*}
p^{2} \Psi(\mathbf{r}, t)=-\hbar^{2} \nabla^{2} \Psi(\mathbf{r}, t) . \tag{9.18}
\end{equation*}
$$

Further, the time derivative of the free particle wave function (Equation 9.12 or 9.13 ) immediately yields

$$
\begin{equation*}
E \Psi(\mathbf{r}, t)=j \hbar \frac{\partial}{\partial t} \Psi(\mathbf{r}, t) \tag{9.19}
\end{equation*}
$$

It must be emphasized that these two results are contingent upon the momentum and energy of the free particle being time-independent, as was previously discussed for the free particle. Now, we postulate that the results given by Equations 9.18 and 9.19 are valid in general, even for a potential energy $V(\mathbf{r}, t) \neq V_{0}$, and substitute them directly into Equation 9.16 to obtain

Three-Dimensional
Time-Dependent Schrödinger Equation

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m} \nabla^{2} \Psi+V(\mathbf{r}, t) \Psi(\mathbf{r}, t)=j \hbar \frac{\partial \Psi}{\partial t} . \tag{9.20}
\end{equation*}
$$

This equation represents the generalized three-dimensional time-dependent
Schrödinger equation of quantum mechanics. Even though it has been constructed and postulated herein, its form should be obvious from the definition of the Laplacian operator and the one-dimensional Schrödinger equation. One advantage of using the Laplacian operator in the formulation of Equation 9.20, instead of the second order spatial derivatives in Cartesian coordinates, is that the equation is valid in all coordinate systems, provided that $\nabla^{2}$ is appropriately defined in each system. It should be emphasized that the Schrödinger equation can only be used for nonrelativistic problems, where it has been found to be completely accurate in predicting observed phenomena. Further it is important to recognize that the Schrödinger equation does not represent an additional postulate of nature, because with it Newton's second law of motion can be derived. The details of this derivation are presented in Chapter 10, Section 10.6, where we recognize Newtonian mechanics to be nothing more than a limited approximation to quantum mechanics.

### 9.3 Time-independent Schrödinger Equation

The time-independent or steady state Schrödinger equation is directly obtainable from the time-dependent equation. As before, we consider one-
dimensional motion first and then generalize to three dimensions. For a particle restricted to one-dimensional motion having a potential energy which is time-independent,

$$
\begin{equation*}
V=V(x) \tag{9.3}
\end{equation*}
$$

solutions to the Schrödinger equation are assumed to be of the form

$$
\begin{equation*}
\Psi(x, t)=\psi(x) \phi(t) \tag{9.21}
\end{equation*}
$$

Separation of Variables
Conservative Field

In this equation the lower case Greek letters $\psi$ (psi) and $\phi$ (phi) represent the spatial and temporal functions, respectively. By analogy with the separation of variables method presented for the classical vibrating string, and recognizing the type of differentials that occur in Schrödinger's one-dimensional equation we have

$$
\begin{equation*}
\frac{\partial^{2}}{\partial x^{2}} \Psi(x, t)=\phi(t) \frac{d^{2}}{d x^{2}} \psi(x) \tag{9.22}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial}{\partial t} \Psi(x, t)=\phi(x) \frac{d}{d t} \psi(t) \tag{9.23}
\end{equation*}
$$

Substitution of these equations into Equation 9.10 yields

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m} \phi \frac{d^{2} \psi}{d x^{2}}+V(x) \psi(x) \phi(t)=j \hbar \psi \frac{d \phi}{d t} \tag{9.24}
\end{equation*}
$$

which can be rewritten in the form

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m} \frac{1}{\psi(x)} \frac{d^{2} \psi}{d x^{2}}+V(x)=j \hbar \frac{1}{\phi(t)} \frac{d \phi}{d t} \tag{9.25}
\end{equation*}
$$

by dividing both sides of the equations by $\psi(x) \phi(t)$. Since the spatial and temporal coordinates are independent variables, Equation 9.25 is only valid if each side of the equation is equal to the same constant. From Schrödinger's energy conservation postulate (Equation 9.1) it is obvious that the separation constant for Equations 9.25 must be the total energy $E$. Thus, from Equation 9.25

$$
\begin{equation*}
j \hbar \frac{1}{\phi(t)} \frac{d \phi}{d t}=E \tag{9.26}
\end{equation*}
$$

which suggests that

$$
j \hbar \int_{0}^{\phi} \frac{d \phi}{\phi}=E \int_{0}^{t} d t
$$

since $E$ is a constant. This integral equation is easily solved for

$$
\ln |\phi(t)|=\frac{E t}{j \hbar}
$$

and exponentiated to give

$$
\begin{equation*}
\phi(t)=e^{-\frac{j}{\hbar} E t} . \tag{9.27}
\end{equation*}
$$

The result expressed by Equation 9.27 is perfectly general for a timeindependent potential energy and, consequently, the wave function solution to Schrödinger's one-dimensional equation is of the form

$$
\begin{equation*}
\Psi(x, t)=\psi(x) e^{-\frac{j}{\hbar} E t} \tag{9.28}
\end{equation*}
$$

where Equation 9.27 has been substituted into Equation 9.21. Now, substitution of this wave function into Schrödinger's one-dimensional timedependent equation (Equation 9.10) and performing the indicated differentials yields

$$
-\frac{\hbar^{2}}{2 m} \phi \frac{d^{2} \psi}{d x^{2}}+V \psi \phi=j \hbar\left(-\frac{j}{\hbar} E\right) \phi \psi,
$$

which should be obvious from Equations 9.24 and 9.27. Cancelling the common factor $\phi$ and simplifying the right-hand side of this equation gives the sought after one-dimensional time-independent Schrödinger equation,

One-Dimensional
Time-Independent Schrödinger Equation

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m} \frac{d^{2} \psi}{d x^{2}}+V(x) \psi(x)=E \psi(x) \tag{9.29}
\end{equation*}
$$

This result is also obvious from Equation 9.25, since the right-hand side of that equation is equal to the separation constant $E$. As this is an ordinary second order differential equation in the position variable with no imaginary factors, its solutions $\psi(x)$ need not be, necessarily, complex functions.

The generalization of Equation 9.29 to three dimensions is

$$
\begin{equation*}
\left[-\frac{\hbar^{2}}{2 m} \nabla^{2}+V(\mathbf{r})\right] \psi(\mathbf{r})=E \psi(\mathbf{r}) \tag{9.30}
\end{equation*}
$$

Three-Dimensional
Time-Independent Schrödinger Equation
which should be obvious from the considerations of the previous section and the definition of the Laplacian. Schrödinger's time-independent equation (Equation 9.19 or 9.30 ) is of the general form of what is commonly called an eigenvalue equation. Its solutions $\psi(\mathbf{r})$, referred to as eigenfunctions, are normally obtained for only certain values of $E$, which are commonly referred to as the energy eigenvalues. Many of the mathematical techniques for solving an eigenvalue equation have already been presented in the discussion of the classical vibrating string, where the eigenvalues of Equation 8.17 corresponded to $k_{n}^{2}$ with eigenfunctions given by Equation 8.26. Eigenvalue problems represent one of the most important types of problems in mathematical physics and the solution techniques will be further illustrated by the way of examples in Sections 9.6 and 9.7.

### 9.4 Probability Interpretation of the Wave Function

In writing the plane monochromatic wave of Equation 9.6 we realized it to be the associated matter wave of a particle of definite momentum and energy. If it is to be viewed as a wave packet, then clearly, because it is of infinite extent, we know nothing of the exact location of the particle. This corresponds to saying that there is equal probability of finding the particle anywhere in the domain $-\infty<x<+\infty$. As suggested in Chapter 8 , if we add two such waves,
and

$$
\begin{align*}
\Psi_{1}(x, t) & =A_{1} e^{\frac{j^{\hbar}}{\hbar}\left(p_{1} x-E_{1} t\right)}  \tag{9.31}\\
\Psi_{2}(x, t) & =A_{2} e^{\frac{j}{\hbar}\left(p_{2} x-E_{2} t\right)} \tag{9.32}
\end{align*}
$$

together to form the linear superposition

$$
\begin{equation*}
\Psi(x, t)=\Psi_{1}(x, t)+\Psi_{2}(x, t), \tag{9.33}
\end{equation*}
$$

the resulting wave function describes a particle about whose location we are no longer totally ignorant. Of course we no longer know the particle's momentum exactly, since it is now a mixture of the two momentum states $p_{1}$ and $p_{2}$. In an attempt to obtain a wave packet that is rather well localized

General Wave Function
at any time $t$, we can generalize the linear superposition to include an infinite number of monochromatic waves. This is easily accomplished by defining
where the $A_{i}$ are arbitrary constant. Actually, this wave function is the most general form of the solution to the Schrödinger equation for the potential $\mathrm{V}(x)$.

For a free particle the generalized wave function of Equation 9.34 takes the form

$$
\begin{equation*}
\Psi(x, t)=\sum_{i=1}^{\infty} A_{i} e^{\frac{j}{\hbar}\left(p_{i} x-E_{i} t\right)}, \tag{9.35}
\end{equation*}
$$

where the position $x$ of the associated particle is known to within a fairly narrow range along the $X$-axis. But the momentum of the particle is now virtually unknown. It is neither $p_{1}, p_{2}$, nor $p_{3}$ but rather is a mixture of the infinite number of momentum states. The state function defined by Equation 9.35 is not the most general wave packet for a free particle, as a free particle could have any one value of a continuous range of possible momentum values from $-\infty$ to $+\infty$. Thus, the associated wave could have any value of wave number in the domain $-\infty<\mathrm{k}<+\infty$. Further, the amplitude symbolized by the letter $A_{i}$ in Equation 9.35 is generally a function (commonly an exponential) of the wave number. With this in mind we define

$$
\begin{equation*}
\Phi(k, t) \equiv A \tag{9.36}
\end{equation*}
$$

and replicate the summation with an integral to obtain
Free Particle

$$
\begin{equation*}
\Psi(x, t)=\int_{-\infty}^{+\infty} \Phi(k, t) e^{j(k x-\omega(k) t)} d k \tag{9.37}
\end{equation*}
$$

as the ultimate generalization in one dimension to Equation 9.35. Clearly, de Broglie's postulates have been utilized in obtaining this last equation and the angular frequency $\omega$ has been indicated as a function of the wave number $k$.

One can easily prove that $\Psi(x, t)$ of Equation 9.37 is indeed a concentrated wave packet. That is, $\Psi(x, t)$ at $t \equiv 0$ is large near $x=0$, since
for $x=0, e^{j k x}=1$ for all $k$, and the contribution to the integral coming from different $k$ add up in phase, making the sum of Equation 9.37 large near $x=0$. On the other hand, for large $x, e^{j k x}$ is a rapidly oscillating function of $k$ and its integral tends to cancel itself out. In other words, it appears that the probability of finding the particle in a given region of space is large where the wave function is large and small where it is small. The wave function is commonly called the probability amplitude and many mistakenly use it as a probability. However, the wave function should not be considered as a probability, since $\Psi(x, t)$ can be both positive and negative valued; whereas, negative probabilities are meaningless. Further, the probability per unit length or probability density $P(x, t)$ of finding a particle in a region of space at a particular time is a real quantity; whereas, the wave function $\Psi(x, t)$ is an inherently complex function.

In 1926 Max Born postulated a probability interpretation. He proposed that the relative probability density or relative probability per unit length of finding the particle between $x$ and $x+d x$ at an instant in time $t$ be defined by

$$
\begin{align*}
P(x, t) & \equiv|\Psi(x, t)|^{2} \\
& \equiv \Psi^{*}(x, t) \Psi(x, t), \tag{9.3.3}
\end{align*}
$$

where the asterisk denotes the complex conjugate of $\Psi$. The absolute probability density is defined by

$$
\begin{equation*}
\rho(x, t) \equiv \frac{P(x, t)}{\int_{-\infty}^{+\infty} P(x, t) d x}, \tag{9.39}
\end{equation*}
$$

Probability Density
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which presupposes that the wave function be square integrable, that is, the integral of psi-star-psi,

$$
\int_{-\infty}^{+\infty} \Psi^{*}(x, t) \Psi(x, t) d x,
$$

must be finite at the instant $t$. The point to understand is that the wave function $\Psi(x, t)$ has only indirect physical significance, while the quantity $|\Psi(x, t)|^{2}$ has direct physical meaning.

It has been pointed out that the Schrödinger equation must be linear. Consequently, for any solution of the Schrödinger equation, another solution can be obtained by multiplying it by a phase factor $e^{j \theta}$, or a constant, without affecting the physics. So long as the square-integrability require-
ment is satisfied, we can select the constant such as to normalize the wave function. For properly normalized wave functions the normalization condition at an instant $t$ is

Normalization Condition

$$
\begin{equation*}
\int_{-\infty}^{+\infty} \Psi^{*}(x, t) \Psi(x, t) d x=1 \tag{9.40a}
\end{equation*}
$$

for one dimension or

$$
\begin{equation*}
\iiint_{-\infty}^{+\infty} \int^{*}(\mathbf{r}, t) \Psi(\mathbf{r}, t) d x d y d z=1 \tag{9.40b}
\end{equation*}
$$

for three dimensions. If we consider the most general form of the wave function as given by Equation 9.34, then it appears reasonable that the normalization condition can be satisfied at any given instant in time by the proper choice of the arbitrary constants $A_{i}$. Of course, we will want to select the constants carefully so that the wave function is normalized in accordance with Equation 9.40 at all values of time. Equation 9.40a simply means that the total probability of finding the particle associated with the wave function somewhere along the spatial domain is one at time $t$, and all values of $t$ must give this probability. With the normalization condition always required, it is apparent from Equation 9.39 that the probability density $\rho(x, t)$ is identical to the relative probability density, $P(x, t)$. That is, the quantity $|\Psi(\mathrm{x}, \mathrm{t})|^{2}$ can be interpreted as a probability density rather than a relative probability density.

In addition to $\Psi$ being normalizable, nature tends to support a wave function and its partial derivatives (both spatial and temporal) that are linear, single valued, finite, and continuous (i.e., well behaved). Further, in the limit as the spatial coordinates approach $+\infty$ or $-\infty$, the wave function must approach zero for a bound state. Occasionally, we relax one or more of these conditions for mathematical simplification. For example, the free particle wave function is not square integrable (see Section 9.6), but we have found it to be most useful as an example to illustrate the concepts of Schrödinger's quantum mechanics. Clearly, it is an idealization for exact knowledge of the particle's momentum is not obtainable in wave mechanics.

### 9.5 Conservation of Probability

With the normalization condition (Equation 9.40a) always required, we always have

$$
\begin{equation*}
P(x, t)=\rho(x, t)=\Psi^{*}(x, t) \Psi(x, t) \tag{9.41}
\end{equation*}
$$

as the probability per unit length of finding the particle between $x$ and $x+d x$. Consequently,

$$
\begin{equation*}
P(x, t) d x=\rho(x, t) d x=\Psi^{*}(x, t) \Psi(x, t) d x \tag{9.42}
\end{equation*}
$$

is the probability, a dimensionless quantity, of finding the particle at a particular point along the $X$-axis. Integrating Equation 9.42 over the range $x=-\infty$ to $x=+\infty$ gives the total probability of finding the particle anywhere along the $X$-axis. We can define this probability as

$$
P(t) \equiv \int_{-\infty}^{+\infty} \rho(x, t) d x,
$$

(9.43a) Total Probability
which reduces to

$$
\begin{equation*}
P(t)=\int_{-\infty}^{+\infty} \Psi^{*}(x, t) \Psi(x, t) d x \tag{9.43b}
\end{equation*}
$$

for properly normalized wave functions. The question now is whether or not the Schrödinger equation is compatible with our interpretation of the wave function. More specifically, is $P(t)$ really dependent on time? To obtain the answer, we assume the normalization condition to be required and differentiate Equation 9.43b with respect to time, which results in

$$
\begin{align*}
\frac{d P}{d t} & =\frac{d}{d t} \int_{-\infty}^{+\infty} \Psi^{*}(x, t) \Psi(x, t) d x \\
& =\int_{-\infty}^{+\infty}\left(\Psi \frac{\partial \Psi^{*}}{\partial t}+\Psi^{*} \frac{\partial \Psi}{\partial t}\right) d x \tag{9.44}
\end{align*}
$$

From the one-dimensional time-dependent Schrödinger equation (Equation 9.10) we obtain

$$
\begin{equation*}
\frac{\partial \Psi}{\partial t}=\frac{j \hbar}{2 m} \frac{\partial^{2} \Psi}{\partial x^{2}}-\frac{j}{\hbar} V \Psi, \tag{9.45a}
\end{equation*}
$$

and taking the complex conjugate of this equation gives

$$
\begin{equation*}
\frac{\partial \Psi^{*}}{\partial t}=-\frac{j \hbar}{2 m} \frac{\partial^{2} \Psi^{*}}{\partial x^{2}}+\frac{j}{\hbar} V \Psi^{*} . \tag{9.45b}
\end{equation*}
$$

Now, substitution of the Schrödinger equation in these two forms into Equation 9.44 yields

$$
\begin{align*}
\frac{d P}{d t} & =\frac{j \hbar}{2 m} \int_{-\infty}^{+\infty}\left(\Psi^{*} \frac{\partial^{2} \Psi}{\partial x^{2}}-\Psi \frac{\partial^{2} \Psi^{*}}{\partial x^{2}}\right) d x \\
& =\frac{j \hbar}{2 m} \int_{-\infty}^{+\infty} \frac{d}{d x}\left(\Psi^{*} \frac{\partial \Psi}{\partial x}-\Psi \frac{\partial \Psi^{*}}{\partial x}\right) d x \\
& =\left.\frac{j \hbar}{2 m}\left(\Psi^{*} \frac{\partial \Psi}{\partial x}-\Psi \frac{\partial \Psi^{*}}{\partial x}\right)\right|_{-\infty} ^{+\infty} \tag{9.46}
\end{align*}
$$

Recalling that if the wave function is bounded and sufficiently well behaved to be normalized, then $\Psi(x, t)$ and $\Psi^{*}(x, t)$ must vanish at $x= \pm \infty$. Thus, Equation 9.46 reduces to

Conservation of Probability

$$
\begin{equation*}
\frac{d P}{d t}=0 \tag{9.47}
\end{equation*}
$$

which means that the total probability $P$ is constant. That is, if $P=1$ at the zero of time $(t \equiv 0)$, then $\mathrm{P}=1$ for all of time $(t>0)$. This is called the conservation of probability or norm-preservation. This result originates in the fortunate circumstance that the temporal derivative in the Schrödinger equation is only a first order partial derivative. If the Schrödinger equation contained a second order partial derivative with respect to time, like the classical wave equation, the normalization preservation condition would simply not be obtained.

The conservation of probability is also required for a particle in motion along the $X$-axis between any two coordinate positions, say $x_{1}$ and $x_{2}$ in figure 9.1. At position $x_{1}$ the probability density flux, or probability current, has a value $S_{1}$, while at coordinate position $x_{2}$ it has the value $S_{2}$. In order to conserve probability density $\rho(x, t)$ any difference between the probability currents $S_{1}$ and $S_{2}$ must correspond to the time rate at which the total probability $P(t)$ changes between $x_{1}$ and $x_{2}$. That is,

Figure 9.1
The time rate of change of the total probability $P(t)$ in a segment $\Delta x=x_{2}-x_{1}$ equals $S_{1}-S_{2}$, where $S_{1}$ is the inward flow and $S_{2}$ is the outward flow of probability density.

$$
\begin{equation*}
\frac{d P}{d t}=\frac{d}{d t} \int_{x_{1}}^{x_{2}} \rho(x, t) d x=S_{1}-S_{2} \tag{9.48a}
\end{equation*}
$$

which for properly normalized wave functions reduces to

$$
\begin{equation*}
\frac{d P}{d t}=\frac{d}{d t} \int_{x_{1}}^{x_{2}} \Psi^{*} \Psi d x=S_{1}-S_{2} \tag{9.48b}
\end{equation*}
$$

With the time rate of change of the total probability given by Equation 9.46, a comparison with Equation 9.48b immediately yields

$$
\begin{equation*}
\frac{d P}{d t}=\left.\frac{j \hbar}{2 m}\left(\Psi * \frac{\partial \Psi}{\partial x}-\Psi \frac{\partial \Psi^{*}}{\partial x}\right)\right|_{x_{1}} ^{x_{2}} \tag{9.49}
\end{equation*}
$$

For this result (note the limits are from $x_{1}$ to $x_{2}$ ) to equal $S_{1}-S_{2}$ of Equation 9.48 b , we define the probability density flux, or probability current, with a negative sign as

$$
\begin{equation*}
S(x, t) \equiv-\frac{j \hbar}{2 m}\left(\Psi * \frac{\partial \Psi}{\partial x}-\Psi \frac{\partial \Psi^{*}}{\partial x}\right) \tag{9.50}
\end{equation*}
$$

## Probability Current

This is the probability per unit time that a particle associated with the wave function $\Psi(x, t)$ will cross the point x , in the direction of increasing values of the $x$-coordinate. The generalization to three dimensions is easily accomplished by replacing $x$ with $\mathbf{r}$. The interpretation of $\mathbf{S}(\mathbf{r}, t)$ pertains to the probability flux through a region of space that is bounded by a surface area $A$. The definition of the probability current, along with the other concepts of Schrödinger's quantum mechanics introduced in this chapter, will be made plausible in the next section, where we consider the case of a free particle of energy $E$ and momentum $p$.

### 9.6 Free Particle and a Constant Potential

Having constructed the Schrödinger equation by using the free particle wave function, it seems only appropriate that we use this example to illustrate some other features of the theory of quantum mechanics, such as eigenfunctions, probability density, and probability current. For the case of a free particle moving under the influence of a constant potential $(V(x, t) \equiv$ CONSTANT), we know the force, given by Equation 9.4, will vanish irrespective of the constant value assumed by the potential energy
$V(x, t)$. Thus, no generality is sacrificed by defining the potential energy to be zero

$$
\begin{equation*}
V(x, t) \equiv 0 . \tag{9.51}
\end{equation*}
$$

This corresponds to the classical situation where the particle may be at rest or in a state of uniform motion with constant momentum $p$, such that in either case its total energy $E$ is a constant.

Quantum mechanically the behavior of the free particle is predicted by eigenfunction solutions to Schrödinger's time-independent equation (Equation 9.29) for $V(x)=0$, that is

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m} \frac{d^{2} \psi}{d x^{2}}=E \psi(x) \tag{9.52}
\end{equation*}
$$

We know that a solution to this ordinary second order differential equation is of the form

$$
\begin{equation*}
\psi(x)=A e^{\frac{j}{\bar{p}^{p}} p} \tag{9.53}
\end{equation*}
$$

which is easily verified by direct substitution into Equation 9.52 and realizing that

$$
\begin{equation*}
p=(2 m E)^{1 / 2} . \tag{9.54}
\end{equation*}
$$

The wave function associated with the eigenfunction solution (Equation 9.53 ) is easily obtained from Equation 9.28,

$$
\begin{equation*}
\Psi(x, t)=\psi(x) e^{-\frac{j}{\hbar} E t} \tag{9.28}
\end{equation*}
$$

in the form

$$
\begin{equation*}
\Psi(x, t)=A e^{\frac{j}{\hbar}(p x-E t)} \tag{9.6}
\end{equation*}
$$

as given previously by Equation 9.6. As discussed in Chapter 8, the free particle wave function is recognized as a traveling wave that oscillates with angular frequency $\omega$ and travels in the positive $x$-direction with a phase velocity

$$
\begin{equation*}
w=\frac{\omega}{k}=\frac{E}{p} . \tag{9.55}
\end{equation*}
$$

That the free particle characterized by Equation 9.6 is traveling in the positive $x$-direction can now be realized by evaluating the probability current $S(x, t)$, since the sign of $S(x, t)$ indicates the direction of motion of the particle. With
and

$$
\frac{\partial \Psi}{\partial x}=\frac{j p}{\hbar} \Psi
$$

$$
\frac{\partial \Psi^{*}}{\partial x}=-\frac{j p}{\hbar} \Psi^{*}
$$

substituted into Equation 9.50, we obtain

$$
\begin{align*}
S(x, t) & \equiv-\frac{j \hbar}{2 m}\left(\Psi^{*} \frac{\partial \Psi}{\partial x}-\Psi \frac{\partial \Psi^{*}}{\partial x}\right) \\
& =\frac{p}{m} \Psi^{*} \Psi \\
& =v|\Psi|^{2} \tag{9.56}
\end{align*}
$$

where the classical linear momentum $p=m v$ has been used in obtaining the last equality. Thus, the probability current for the free particle is just the product of its constant speed $v$ and probability density $P(x, t)$. The conservation of probability for the free particle is given by Equation 9.48 b as

$$
\begin{align*}
\frac{d P}{d t} & =\frac{d}{d t} \int_{x_{1}}^{x_{2}} \Psi^{*} \Psi d x \\
& =S_{1}-S_{2} \\
& =v_{1}|\Psi|_{x_{1}}^{2}-v_{2}|\Psi|_{x_{2}}^{2} . \tag{9.57}
\end{align*}
$$

For the free particle $v_{1}=v_{2} \equiv v$ and $P(x, t)$ is given by

$$
\begin{equation*}
P(x, t) \equiv \Psi^{*}(x, t) \Psi(x, t)=A^{*} A . \tag{9.58}
\end{equation*}
$$

Under these substitutions, Equation 9.57 obviously reduces to zero,

$$
\frac{d P}{d t}=v A^{*} A-v A^{*} A=0
$$

irrespective of the values chosen for $x_{1}$ and $x_{2}$. This result is consistent
with the fact that for our free particle $v, A$ and $A^{*}$ are constant in the temporal and position coordinates.

What if the particle is traveling in the negative $x$-direction? Clearly, the associated wave function could be represented by

$$
\begin{equation*}
\Psi(x, t)=B e^{-\frac{j}{\hbar}(p x-E t)} \tag{9.59}
\end{equation*}
$$

since for this wave function the probability current has a negative valued result given by

$$
\begin{equation*}
S(x, t)=-v|\Psi|^{2}=-v B^{*} B . \tag{9.60}
\end{equation*}
$$

As before, the probability current $S(x, t)$ and probability density $P(x, t)$,

$$
\begin{equation*}
P(x, t)=|\Psi|^{2}=B^{*} B \tag{9.61}
\end{equation*}
$$

are constants in time and independent of the particle's position, so that conservation of probability,

$$
\begin{align*}
\frac{d P}{d t} & =S_{1}-S_{2} \\
& =\left(-v B^{*} B\right)-\left(-v B^{*} B\right)=0, \tag{9.62}
\end{align*}
$$

is obtained. For the particle described by the wave function of Equation 9.59 (or Equation 9.6), the momentum is known to be a constant $p$, but we have no knowledge whatsoever of its position along the $X$-axis. That is, the particle can be anywhere in the domain from $x=-\infty$ to $x=+\infty$.

Since the Schrödinger equation is a linear differential equation, and since the wave functions given by Equations 9.6 and 9.59 are solutions, then so is their sum

$$
\begin{equation*}
\Psi(x, t)=e^{-\frac{j}{\hbar} E t}\left(A e^{\frac{j}{\hbar} p x}+B e^{-\frac{j}{\hbar} p x}\right) . \tag{9.63}
\end{equation*}
$$

A comparison of this equation with Equation 9.28 suggests that the eigenfunction

$$
\begin{equation*}
\psi(x)=A e^{\frac{j}{\hbar} p x}+B e^{-\frac{j}{\hbar} p x} \tag{9.64}
\end{equation*}
$$

is also a solution to Equation 9.52. In fact, since the eigenfunction solution of Equation 9.64 involves two arbitrary constants, it is the general form of the solution to the ordinary second order differential equation (Equation 9.52).

There is one point of difficulty with the solutions represented by Equations $9.6,9.59$, and 9.63 and it is that the normalization condition can not be satisfied for finite values of the constants $A$ and $B$. As a specific example, the normalization condition for the wave function of Equation 9.6 diverges unless $A=0$, that is

$$
\int_{-\infty}^{+\infty} \Psi^{*}(x, t) \Psi(x, t) d x=\int_{-\infty}^{+\infty} A^{*} A d x=A^{*} A \int_{-\infty}^{+\infty} d x .
$$

It must be emphasized that the free particle wave function of Equation 9.6 represents the highly idealized situation of a particle traveling in a beam of infinite length, whose momentum is know exactly and whose position is completely unknown. A physically meaningful wave function would be of essentially uniform amplitude over the length of the beam but would vanish for values of $x$ that are very large or very small. It would constitute a group of length $\Delta x$ which is finite. Further, Heisenberg's uncertainty principle requires the realistic wave function to have not only the single momentum $p=\hbar \mathrm{k}$ but also a momenta distribution $\Delta p=\hbar \Delta k=$ $h / \Delta x$ that is centered about the single momentum $p$. The idealized wave function of Equation 9.6 can be considered as representing the realistic wave function in the limit $\Delta x \rightarrow \infty$. In this limiting case the normalization condition is not obtain; however, the idealized wave function can be employed to calculate physically meaningful quantities that do not depend on the value of the multiplicative constant.

One last observation is in order before concluding our discussion of the free particle wave functions. The problem of the normalization condition not vanishing unless the constants $A$ and $B$ in Equation 9.63 are equal to zero can be removed by completely suppressing the wave function outside of a large but finite region. That is, we construct a more realistic wave function by allowing the eigenfunction of Equation 9.64 to be

$$
\begin{equation*}
\psi(x)=A e^{\frac{j_{p x}}{p x}}+B e^{-\frac{j_{D}}{\hbar} x}, \quad 0<x<L \tag{9.65}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi(x)=0, \quad L \leq x \leq 0 . \tag{9.66}
\end{equation*}
$$

This particular problem will be the topic of discussion in the next section.

### 9.7 Free Particle in a Box (Infinite Potential Well)

Consider a particle of mass m confined to one dimensional motion in a box of size $L$. The motion of the particle takes place along the $X$-axis in the domain $0<x<L$, which constitutes the box illustrated in Figure 9.2. The particle is free inside this domain, but not really free since a truly free particle must have a domain $-\infty<x<+\infty$. We further consider the box to have impenetrable walls at $x=0$ and $x=L$, by assuming an infinite potential energy to exist at these coordinate positions. In the domain $0<x<L$ the potential energy is of course constant and, as before, we will choose the constant to be zero. Thus, the potential energy is described as

$$
\mathrm{V}(\mathrm{x})=\begin{array}{ll}
0, & 0<x<L,  \tag{9.67}\\
\infty, & L \leq x \leq 0 .
\end{array}
$$

Under the constraints of the potential, the particle moves back and forth in the one dimensional box having perfectly elastic collisions with the infinitely hard potential walls. Clearly, the particle cannot be found outside the box, since it cannot have an infinite energy. Consequently, we have the boundary conditions of Equation 9.66,

$$
\begin{equation*}
\Psi(\mathrm{x}, \mathrm{t})=0, \quad L \leq x \leq 0 \tag{9.66}
\end{equation*}
$$

imposed on the particle's associated wave function.
Since within the box the potential energy is independent of time, Schrödinger's time-independent equation (Equation 9.29) is applicable and becomes

Figure 9.2
A "free" particle confined to a box of length L.


$$
\begin{equation*}
\frac{d^{2} \psi}{d x^{2}}+\frac{2 m}{\hbar^{2}} E \psi=0 \tag{9.68}
\end{equation*}
$$

We know from the previous section that this ordinary second order differential equation has a general solution of the form

$$
\begin{equation*}
\psi(x)=A e^{j k x}+B e^{-j k x} \tag{9.69}
\end{equation*}
$$

where de Broglie's momentum postulate $p=\hbar \mathrm{k}$ has been substituted into Equation 9.64. Expanding this eigenfunction solution by using Euler's relation (see Appendix A, Section A.7) results in

$$
\begin{equation*}
\psi(x)=A \cos k x+j A \sin k x+B \cos k x-j B \sin k x \tag{9.70}
\end{equation*}
$$

which under the boundary condition $\psi(x=0)=0$ yields

$$
0=A \cos 0^{\circ}+B \cos 0^{\circ}
$$

Thus, for the eigenfunction to vanish at $x=0$ we must require

$$
\begin{equation*}
B=-A \tag{9.71}
\end{equation*}
$$

and the eigenfunction of Equation 9.70 reduces to the form

$$
\begin{equation*}
\psi(x)=2 j A \sin k x \tag{9.72}
\end{equation*}
$$

Now, imposing the second boundary condition, $\psi(x=L)=0$, on this eigenfunction gives

$$
\begin{equation*}
0=2 j A \sin k L \tag{9.73}
\end{equation*}
$$

Since $A \neq 0$, Equation 9.73 can be satisfied by requiring

$$
k L=n \pi, \quad n=1,2,3, \cdots
$$

where $n$ is interpreted as the principal quantum number. Recognizing that the value of the wave number $k$ will depend upon the value assumed by $n$, we rewrite the above wave number quantization relation with a subscript notation as

$$
\begin{equation*}
k_{n}=\frac{n \pi}{L}, \quad n=1,2,3, \cdots \tag{9.74}
\end{equation*}
$$

[^1]Now, the eigenfunction of Equation 9.72 becomes

$$
\begin{equation*}
\psi_{n}(x)=2 j A \sin k_{n} x=2 j A \sin \frac{n \pi x}{L}, \tag{9.75}
\end{equation*}
$$

where the $n$-subscript on $\psi$ denotes the dependence of the eigenfunctions on the principal quantum number.

The free particle in a box eigenfunction of Equation 9.75 could be substituted into the eigenvalue equation (Equation 9.68) to obtain a relation for the energy eigenvalues $E_{n}$. But, as a general rule, it is always prudent to first normalize the eigenfunction. This is easily accomplished by realizing that the normalization condition,

$$
\begin{equation*}
\int_{-\infty}^{+\infty} \Psi^{*}(x, t) \Psi(x, t) d x=1 \tag{9.40a}
\end{equation*}
$$

reduces to

Eigenfunction Normalization

$$
\begin{equation*}
\int_{-\infty}^{+\infty} \psi^{*}(x) \psi(x) d x=1 \tag{9.76}
\end{equation*}
$$

as a result of Equation 9.28,

$$
\begin{equation*}
\Psi(x, t)=\psi(x) e^{-\frac{j}{\hbar} E t} . \tag{9.28}
\end{equation*}
$$

For our particular case of a particle confined to an infinitely deep potential well, the limits of integration on Equation 9.76 must be from $x-0$ to $x=L$. Thus, the eigenfunctions of Equation 9.75 are normalized by considering

$$
\begin{aligned}
1 & =\int_{0}^{L}\left|\psi_{n}\right|^{2} d x \\
& =4 A^{2} \int_{0}^{L} \sin ^{2}\left(\frac{n \pi x}{L}\right) d x \\
& =4 A^{2} \frac{L}{n \pi} \int_{0}^{n \pi} \sin ^{2} \theta d \theta \\
& =4 A^{2} \frac{L}{n \pi} \int_{0}^{n \pi} \frac{1}{2}(1-\cos 2 \theta) d \theta
\end{aligned}
$$

$$
\begin{align*}
& =4 A^{2} \frac{L}{n \pi} \frac{n \pi}{2} \\
& =2 A^{2} L \tag{9.77}
\end{align*}
$$

where the variable of integration has been changed form $x$ to $\theta \equiv n \pi x / L$ and the trigonometric identity

$$
\sin ^{2} \theta=\frac{1}{2}(1-\cos 2 \theta)
$$

from Appendix A, Section A. 6 has been employed. Now solving Equation 9.77 for A ,

$$
\begin{equation*}
A=\sqrt{\frac{1}{2 L}}, \tag{9.78}
\end{equation*}
$$

and substituting into Equation 9.75 gives

$$
\begin{equation*}
\psi_{n}(x)=j \sqrt{\frac{2}{L}} \sin \frac{n \pi x}{L} \tag{9.79}
\end{equation*}
$$

Normalized
Energy
Eigenfunction
as the normalization eigenfunctions for the free particle in an infinite potential well.

With the normalized eigenfunction given by Equation 9.79, it is now an easy task to substitute into the eigenvalue equation (Equation 9.68) and obtain the relation

$$
\begin{align*}
E_{n} & =n^{2} \frac{\pi^{2} \hbar^{2}}{2 m L^{2}} \\
& \equiv n^{2} E_{1} \tag{9.80}
\end{align*}
$$

for the allowed energy eigenvalues of the particle in a box. This result is also easily obtained by noting that the allowed energy of the free particle in a box is given by

$$
\begin{equation*}
E_{n}=\frac{p_{n}^{2}}{2 m}=\frac{\hbar^{2} k_{n}^{2}}{2 m} \tag{9.81}
\end{equation*}
$$

and using Equation 9.74 for the quantized wave numbers $k_{n}$. From the form of Equation 9.80, it is immediately obvious that the particle's energy is

Ground State Energy

quantized into discrete values or levels and that the particle can be in any one of a number of discrete energy states available. Also, we note that the allowed energy of the particle is a quadratic function of the principal quantum number $n$, as illustrated in Figure 9.3. The particle can lose or absorb energy; however, the amount lost or absorbed must be exactly equal to the energy difference between two allowable energy states. Further, we note that the particle can not have an energy of zero, since its ground state energy or zero point energy is given by Equation 9.80 for $n=1$ as

$$
\begin{equation*}
E_{1}=\frac{\pi^{2} \hbar^{2}}{2 m L^{2}} \tag{9.82}
\end{equation*}
$$

Clearly, this result is in contradiction to the predictions of classical physics, since according to Newtonian mechanics the particle could have any value, including zero for its energy. This contradiction is, however, consistent with Heisenberg's uncertainty principle. That is, the uncertainty in position is known to be

$$
\Delta x \approx L,
$$

which implies that

Figure 9.3
The quadratic dependence of the energy eigenvalues $E_{n}$ on the principle quantum number $n$ for a particle in a box.


$$
\Delta p \approx \frac{h}{L}
$$

from Heisenberg's principle of Equation 8.99a. Thus, the energy can never be equal to zero, as this would require the uncertainty in momentum to be zero $(\Delta p=0)$ and complete ignorance in the position of the particle, i.e.,

$$
\Delta x=\frac{h}{\Delta p}=\frac{h}{0}=\infty .
$$

Consider the quantum-mechanical implications for a 10 g macrosize particle confined to a box of length $L=10 \mathrm{~cm}$. In this case Equation 9.82 predicts that $E_{1} \approx 5.5 \times 10^{-64} \mathrm{~J}$, which suggests the particle has an approximate speed of $3.3 \times 10^{-31} \mathrm{~m} / \mathrm{s}$. If you were observing such a macro-particle, you would be convinced that is was stationary. On the other hand, if the macro-particle were moving with a distinguishable speed, say about $0.2 \mathrm{~m} / \mathrm{s}$, the corresponding principal quantum number would be approximately $6 \times 10^{29}$. It is not difficult to understand why we will never directly observe a quantum-mechanical particle in a box. However, an electron of mass $m_{e}=9.11 \times 10^{-31} \mathrm{~kg}$ in a box of size $L=10^{-10} \mathrm{~m}$ has energy levels given by roughly $E_{n} \approx$ $38 n^{2} \mathrm{eV}$. Thus, we realize that in the micro-world the energy-level spacing is easily perceptible, but in the macro-world the quantummechanical aspects are physically infinitesimal.

It needs to be emphasized that the normalized eigenfunctions of Equation 9.79 represent only one possible solution to the eigenvalue equation (Equation 9.68). We could have assumed a general solution of the form

$$
\begin{equation*}
\psi(x)=A \sin k x+B \cos k x, \tag{9.83}
\end{equation*}
$$

which reduces to

$$
\begin{equation*}
\psi(x)=A \sin k x \tag{9.84}
\end{equation*}
$$

under the boundary condition (see Equation 9.66) $\psi(x)=0$ at $x=0$. From the second boundary condition, $\psi(x)=0$ at $x=\mathrm{L}$, the quantization of the wave number is obtained,

$$
\begin{equation*}
k_{n}=\frac{n \pi}{L}, \quad n=1,2,3, \cdots, \tag{9.74}
\end{equation*}
$$

which is identical to that determined previously. The normalized eigenfunctions in this case are given by

Normalized
Energy
Eigenfunctions

$$
\begin{equation*}
\psi_{n}(x)=\sqrt{\frac{2}{L}} \sin \frac{n \pi x}{L}, \tag{9.85}
\end{equation*}
$$

which is easily verified by arguments similar to those presented in the derivation leading to Equations 9.77 and 9.78 . Also, the energy eigenvalues given in Equation 9.80 are appropriate for these eigenfunctions, which should be obvious since Equation $9.81\left(E_{n}=\hbar^{2} \mathrm{k}_{n}^{2} / 2 m\right)$ is still applicable.

As a few other observations about the quantum-mechanical particle in a box, we note that the normalized wave functions (see Equations 9.28 and 9.85)

$$
\begin{align*}
\Psi_{n}(x, t) & =\psi_{n}(x) e^{-\frac{j}{\hbar} E_{n} t} \\
& =\sqrt{\frac{2}{L}} \sin \frac{n \pi x}{L} e^{-\frac{j}{\hbar} E_{n} t} \tag{9.86}
\end{align*}
$$

satisfy the requirements of Schrödinger's quantum mechanics. That is, for every value of the principle quantum number $n$, the eigenfunction $\psi_{n}(x)$ and its spatial derivatives are continuous and single valued in $x$. Certainly, the wave function $\Psi_{n}(x, t)$ is square integrable, since the normalization condition (see Equation 9.76) is satisfied. Thus, the absolute probability density $\rho(x, t)$ is equal to the relative probability density $P(x, t)$ for each quantum number $n$,

$$
\begin{align*}
\rho_{n}(x, t) & =\frac{\Psi_{n}^{*}(x, t) \Psi_{n}(x, t)}{\int_{-\infty}^{+\infty}\left|\Psi_{n}(x, t)\right|^{2} d x} \\
& =\Psi_{n}^{*}(x, t) \Psi_{n}(x, t)=P_{n}(x, t) \tag{9.87}
\end{align*}
$$

It is instructive to plot a few of the probability densities $P_{n}$,

Probability Densities

$$
\begin{align*}
P_{n}(x, t) & \equiv \Psi_{n}^{*}(x, t) \Psi(x, t)=\psi_{n}^{*}(x) \psi_{n}(x) \\
& =\frac{2}{L} \sin ^{2} \frac{n \pi x}{L}, \tag{9.88}
\end{align*}
$$

from $x=0$ to $x=L$, as illustrated in Figure 9.4. Clearly, for $n=1$ (Figure 9.4), the particle has the greatest probability of being located at $x=L / 2$.


Figure 9.4
Probability densities $P_{n}(x, t)$ for $n=1,2$, and 4 for a particle confined to a box of infinite potential walls.

However, for $n=2$ and $n=4$, the particle has a zero probability of being located at $x=L / 2$. Also, note that this same result (Equation 9.88) is obtained for either set of eigenfunctions given by Equation 9.79 or Equation 9.85 .

## Conduction Electrons in One Dimension

As a particular application of the quantum mechanics for a particle in a box, suppose we have a large number $N$ of free electrons to be accommodated in the one-dimensional box. This situation corresponds to the valence electrons of the atoms in a metal, which become conductors of electricity and, hence, are called conduction electrons. In this free electron model, we consider the conduction electrons as being noninteracting and ignore the electrostatic potential of the ion cores. This approximating model is particularly useful in describing and understanding the electrical
properties of simple metals, where a crystal of $N$ atoms contains $N$ conduction electrons and $N$ positive ion cores (e.g., alkali metals).

Certainly, the $N$-electrons can not all have the same quantum mechanical energy, for then they would all have identical principal quantum numbers $n$, according to Equation 9.80. Recall that the Pauli exclusion principal introduced in Chapter 7, Section 7.7, which applies to electrons in any quantum state in atoms, molecules, and solids, does not allow any two electrons to have identical sets of quantum numbers. Accordingly, each quantum state can accommodate at most only one electron, although from the Bohr-Sommerfeld model we know that a degeneracy of the energy level can occur when more than one quantum state has the same energy. Since all electrons have an intrinsic spin, given by the spin magnetic quantum number as $m_{s}= \pm 1 / 2$, the quantum state of a free electron is completely specified by a numeration of its principal and spin quantum numbers $n$ and $m_{s}$. Thus, each energy level specified by the principal quantum number $n$ can accommodate $t$ wo electrons, one with $m_{s}=+1 / 2$ and the other with $m_{s}=-1 / 2$. If $N=10$ in our system of $N$-electrons, then in the ground state, the energy levels corresponding to $n=1,2,3,4$, and 5 are completely filled with electrons, while the levels for $n>5$ are completely empty.

With this understanding of the energy levels and the quantum states associated with each energy level, we can easily calculate the density of electronic states in our free electron system. The density of states $D(E)$ can be simply thought of as the number of electronic states per unit energy range and defined by the relation

$$
\begin{equation*}
D(E) \equiv \frac{d}{d E} N(E), \tag{9.89}
\end{equation*}
$$

where $N(E)$ is the total allowed number of quantum states. With two spin states associated with each energy level, then

$$
\begin{equation*}
\mathrm{N}(E)=2 n \tag{9.90}
\end{equation*}
$$

for a ground state configuration, where $n$ is (from Equation 9.80)

$$
\begin{align*}
n & =\left(\frac{2 m L^{2} E}{\pi^{2} \hbar^{2}}\right)^{1 / 2}=\left(\frac{8 m L^{2} E}{h^{2}}\right)^{1 / 2} \\
& =\frac{2 L}{h}(2 m)^{1 / 2} E^{1 / 2} . \tag{9.91}
\end{align*}
$$

Thus, substitution into Equation 9.90 gives

$$
N(E)=\frac{4 L}{h}(2 m)^{1 / 2} E^{1 / 2}
$$

for the total allowed number of electronic quantum states in our system of $N$-electrons. Now, substitution into the defining equation for the density of states (Equation 9.89) gives

$$
\begin{align*}
D(E) & =\frac{4 L}{h}(2 m)^{1 / 2} \frac{1}{2} E^{-1 / 2}  \tag{9.93}\\
& =\frac{4 L}{h}\left(\frac{m}{2 E}\right)^{1 / 2}
\end{align*}
$$

This result is particularly important in the study of the theory of metals for the electrical properties resulting from essentially free conduction electrons. Actually, the more useful result is the density of electron states in three dimensions, which will be considered in detail in Section 10.7.

## Review of Fundamental and Derived Equations

The fundamental and derived equations of this chapter are listed below, along with the fundamental postulates of quantum mechanics.

## FUNDAMENTAL EQUATIONS—CLASSICAL PHYSICS

$$
\begin{array}{ll}
\mathbf{r}=x \mathbf{i}+y \mathbf{j}+z \mathbf{k} & \text { Displacement Vector } \\
k \equiv \frac{2 \pi}{\lambda} & \text { Wave Number } \\
\omega=2 \pi \nu & \text { Angular Velocity/Frequency } \\
v_{g}=\frac{d E}{d p} & \text { Group Velocity } \\
\mathbf{p}=p_{x} \mathbf{i}+p_{y} \mathbf{j}+p_{z} \mathbf{k} & \text { Components of Linear Momentum } \\
\mathbf{p} \equiv m \mathbf{v} & \text { Linear Momentum } \\
\mathrm{F} \equiv \frac{d \mathbf{p}}{d t} & \text { Newton's Second Law } \\
F(x)=-\frac{d V}{d x} & \text { Conservative Force } \\
V(\mathbf{r}, t) \equiv V(\mathbf{r}) & \text { Constant Potential Energy } \\
E=\frac{1}{2} m v^{2}=\frac{p^{2}}{2 m} & \text { Free Particle Energy }
\end{array}
$$

## MATHEMATICAL OPERATORS AND RELATIONS

$$
\begin{aligned}
\nabla & \equiv \frac{\partial}{\partial x} \mathbf{i}+\frac{\partial}{\partial y} \mathbf{j}+\frac{\partial}{\partial z} \mathbf{k} & & \text { Del Operator } \\
\nabla^{2} & =\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}+\frac{\partial^{2}}{\partial z^{2}} & & \text { Laplacian Operator } \\
e^{j \theta} & =\cos \theta+j \sin \theta & & \text { Euler's Relation }
\end{aligned}
$$

## FUNDAMENTAL POSTULATES—QUANTUM MECHANICS

$p=\frac{h}{l}=\hbar k$
De Broglie's Momentum Postulate
$E=h \mathrm{n}=\hbar \omega \quad$ De Broglie's Energy Postulate
$E=\frac{p^{2}}{2 m}+V$
$\Delta x \Delta p=h \quad$ Heisenberg's Uncertainty Principle
$-\frac{\hbar^{2}}{2 m} \frac{\partial^{2} \Psi}{\partial x^{2}} V(x, t) \Psi(x, t)=j \hbar \frac{\partial \Psi}{\partial t} \quad$ Schrödinger's Time-Dependent
$\left.\left[-\frac{\hbar^{2}}{2 m} \nabla^{2}+V(\mathbf{r}, t)\right] \Psi(\mathbf{r}, t)=j \hbar \frac{\partial \Psi}{\partial t}\right\}$
Equations
$\left.\begin{array}{ll}-\frac{\hbar^{2}}{2 m} \frac{d^{2} \psi}{d x^{2}}+V(x) \psi(x)=E \psi(x) \\ {\left[-\frac{\hbar^{2}}{2 m} \nabla^{2}+V(\mathbf{r})\right] \psi(\mathbf{r})=E \psi(x)}\end{array}\right\} \begin{aligned} & \text { Schrödinger's Time-Independent } \\ & \text { Equations }\end{aligned}$

## FUNDAMENTAL EQUATIONS——UANTUM MECHANICS


$\Psi(x, t)=\int_{-\infty}^{+\infty} \Phi(k, t) e^{j(k x-\omega t)} d k \quad$ General Free Particle Wave Function
$\left.\begin{array}{l}\int_{-\infty}^{+\infty} \Psi^{*}(x, t) \Psi(x, t) d x=1 \\ \iiint_{-\infty}^{+\infty} \Psi^{*} \Psi^{*}(\mathbf{r}, t) \Psi(\mathbf{r}, t) d x d y d z=1\end{array}\right\} \quad$ Normalization Condition

$$
\begin{aligned}
P(x, t) \equiv|\Psi(x, t)|^{2}=\Psi^{*}(x, t) \Psi(x, t) & \text { Relative Probability Density } \\
\rho(x, t) \equiv \frac{P(x, t)}{\int_{-\infty}^{+\infty} P(x, t) d x} & \text { Absolute Probability Density } \\
P(t) \equiv \int_{-\infty}^{+\infty} r(x, t) d x & \text { Total Probability } \\
\frac{d}{d t} P(t)=0 & \text { Conservation of Probability } \\
S(x, t) \equiv-\frac{j \hbar}{2 m}\left(\Psi^{*} \frac{\partial \Psi}{\partial x}-\Psi \frac{\partial \Psi^{*}}{\partial x}\right) & \text { Probability Density Flux } \\
D(E) \equiv \frac{d}{d E} N(E) & \text { Density of States }
\end{aligned}
$$

## DERIVED EQUATIONS

## Time-Independent Schrödinger Equation

$$
\begin{aligned}
& \Psi(x, t)=\psi(x) \phi(t)=\psi(x) e^{-\frac{j}{\hbar} E t} \\
& \left(-\frac{\hbar^{2}}{2 m} \frac{d^{2}}{d x^{2}}+V\right) \psi=E \psi
\end{aligned}
$$

Separation of Variables
Eigenvalue Equation

## Conservation of Probability

$$
\frac{d}{d t} P(t)=\frac{j \hbar}{2 m}\left(\Psi^{*} \frac{\partial \Psi}{\partial x}-\Psi \frac{\partial \Psi^{*}}{\partial x}\right)=0 \quad \text { Conservation of Probability }
$$

## Free Particle and a Constant Potential

$$
\begin{aligned}
& \Psi(x, t)=A e^{ \pm \frac{j}{\hbar}(p x-E t)} \\
& P(x, t)=A^{*} A \\
& S(x, t)= \pm v A^{*} A \\
& \frac{d}{d t} P(t)=S_{1}-S_{2}=0 \\
& \psi(x)=A e^{\frac{j}{\hbar} p x}+B e^{-\frac{j}{\hbar} p x}
\end{aligned}
$$

Free Particle Wave Function
Relative Probability Density
Probability Current
Conservation of Probability

General Eigenfunction

## Free Particle and an Infinite Potential Well

\[

\]

## Problems

9.1 By combing de Broglie's and Schrödinger's postulates and using the free particle wave function $\Psi(x, t)=A \mathrm{e}^{j(k x-\omega t)}$, construct Schrödinger's one-dimensional time-dependent wave equation.

## Solution:

Combining Schrödinger's postulate $\left(E=p^{2} / 2 m+V\right)$ with d Broglie's
postulates ( $p=\hbar k, E=\hbar \omega$ ) yields

$$
\hbar \omega=\frac{\hbar^{2} k^{2}}{2 m}+V(x, t) .
$$

The quantities $\omega$ and $k^{2}$ in this equation can be replaced by partial derivatives of the free particle wave function. That is, with

$$
\begin{aligned}
& \frac{\partial \Psi}{\partial t}=-j \omega \Psi \rightarrow \omega=\frac{j}{\Psi} \frac{\partial \Psi}{\partial t}, \\
& \frac{\partial^{2} \Psi}{\partial x^{2}}=-k^{2} \Psi \rightarrow k^{2}=\frac{1}{\Psi} \frac{\partial^{2} \Psi}{\partial x^{2}}
\end{aligned}
$$

substituted into the above equation, we immediately obtain Schrödinger's one-dimensional time-dependent wave equation:

$$
j \hbar \frac{\partial \Psi}{\partial t}=-\frac{\hbar^{2}}{2 m} \frac{\partial^{2} \Psi}{\partial x^{2}}+V(x, t) \Psi(x, t) .
$$

9.2 Show that Schrödinger's energy conservation postulate (Equation 9.1 ) is directly obtained, by using the free particle wave function of Equation 9.6 as a solution to the one-dimensional time-dependent Schrödinger equation.

Answer:

$$
\frac{p^{2}}{2 m}+V=E
$$

9.3 Show conclusively that the wave functions $\Psi(x, t)=A \cos (k x-\omega t)$ and $\Psi(x, t)=A \sin (k x-\omega t)$ are not solutions to the one-dimensional time-dependent Schrödinger equation.

## Solution:

Assuming $V(x, t) \equiv 0$, direct substitution of $\Psi(x, t)=A \cos (k x-$ $\omega t$ ) into Equation 9.10 yields

$$
-\frac{\hbar^{2}}{2 m}\left[-k^{2} A \cos (k x-\omega t)\right]=j \hbar[\omega A \sin (k x-\omega t)] .
$$

With $\hbar^{2} k^{2} / 2 m=p^{2} / 2 m=E$ and $\hbar \omega=E$ substituted into this result, we obtain

$$
\cos (k x-\omega t)=j \sin (k x-\omega t),
$$

which is clearly not valid. In a similar manner, substitution of $\Psi(x, t)=A \sin (k x-\omega t)$ into the Schrödinger equation gives

$$
\sin (k x-\omega t)=-j \cos (k x-\omega t),
$$

after de Broglie's postulates are employed.
9.4 Assuming $\Psi(x, t)=\psi(x) \phi(x)$ is a solution to Schrödinger's time-dependent equation, obtain Schrödinger's one-dimensional time-independent equation. Further, show that in general the time-dependent eigenfunction is given by $\phi(t)=e^{-(j / t) E t}$, where the total energy $E$ is the separation constant.

Answer: $\quad-\frac{\hbar^{2}}{2 m} \frac{d^{2} \psi}{d x^{2}}+V(x) \psi(x)=E \psi(x)$
9.5 Show that if $\Psi(x, t)$ is in general a complex function, then the product of $\Psi^{*}(x, t)$ and $\Psi(x, t)$ is always a real function.

## Solution:

Consider a general complex wave function to be of the form

$$
\Psi(x, t)=A+j B,
$$

where A and B are real functions. With the complex conjugate of $\Psi(x, t)$ taken as

$$
\Psi^{*}(x, t)=A-j B
$$

then the product

$$
\Psi^{*}(x, t) \Psi(x, t)=A^{2}+B^{2}
$$

is always real.
9.6 Show that the probability density flux $S(x, t)$ is always real for the general case where $\Psi(x, t)=A(x, t)+j B(x, t)$ is a complex function.

Answer: $\quad S(x, t)=\frac{\hbar}{m}\left(A \frac{\partial B}{\partial x}-B \frac{\partial A}{\partial x}\right)$
9.7 Show that $S(x, t)$ is real for the free particle wave function of Equation 9.6 .

## Solution:

With $\Psi(x, t)=A e^{\frac{j}{\hbar}(p x-E t)}$ substituted into Equation 9.50,

$$
S(x, t)=-\frac{j \hbar}{2 m}\left(\Psi * \frac{\partial \Psi}{\partial x}-\Psi \frac{\partial \Psi^{*}}{\partial x}\right)
$$

we obtain

$$
\begin{aligned}
S(x, t) & =\frac{j \hbar}{2 m}\left[\frac{j p}{\hbar} \Psi^{*} \Psi-\left(-\frac{j p}{\hbar}\right) \Psi \Psi^{*}\right] \\
& =\frac{j \hbar}{2 m} \frac{2 j p}{\hbar} A^{*} A \\
& =\frac{p}{m} A^{2}=v A^{2}
\end{aligned}
$$

where the second equality is obvious since $\Psi^{*} \Psi=\Psi \Psi^{*}=A^{2}$. Since $m$, $v$, and $A$ are real, then $S(x, t)$ is real for the free particle wave function.
9.8 Verify the result given in Equation 9.60 by employing the wave function given in Equation 9.59 with the defining equation for the probability density flux.

Answer: $\quad S(x, t)=-v B^{*} B$
9.9 Consider the three dimensional plane wave

$$
\Psi(\mathbf{r}, 0)=e^{\frac{j}{\bar{亏}^{\hbar}} \mathrm{p} \cdot \mathbf{r}}
$$

at time defined to be zero, and show that $\mathbf{S}(\mathbf{r}, 0)=\mathbf{v}$.
Solution:
With $\Psi(\mathbf{r}, 0)=e^{\frac{j}{\hbar} \mathbf{p} \cdot \mathbf{r}}, \mathbf{S}(\mathbf{r}, 0)$ becomes

$$
\begin{aligned}
\mathbf{S}(\mathbf{r}, 0) & =-\frac{j \hbar}{2 m}\left(\Psi^{*} \nabla \Psi-\Psi \nabla \Psi^{*}\right) \\
& =-\frac{j \hbar}{2 m}\left[\Psi *\left(\frac{j \mathbf{p}}{\hbar}\right) \Psi-\Psi\left(-\frac{j \mathbf{p}}{\hbar}\right) \Psi^{*}\right] \\
& =-\frac{j \hbar}{2 m} \frac{2 j \mathbf{p}}{\hbar} \\
& =\frac{\mathbf{p}}{m}=\mathbf{v}
\end{aligned}
$$

9.10 By considering the three dimensional Schrödinger equation and probability current $\mathbf{S}(\mathbf{r}, t)$, show that the divergence of $\mathbf{S}(\mathbf{r}, t)$ results in a relation that is similar in form to the classical equation of continuity.

Answer: $\quad \nabla \cdot S=-\frac{\partial}{\partial t} \Psi^{*} \Psi$.
9.11 Verify that the eigenfunction given in Equation 9.69 is a solution to the time-independent Schrödinger equation.

## Solution:

With the eigenfunction $\psi(x)=A e^{j k x}+B e^{-j k x}$ substituted into Equation 9.29,

$$
-\frac{\hbar^{2}}{2 m} \frac{d^{2} \psi}{d x^{2}}+V(x) \psi(x)=E \psi(x)
$$

we obtain

$$
\begin{aligned}
E \psi & =-\frac{\hbar^{2}}{2 m}\left[(j k)^{2} A e^{j k x}+(-j k)^{2} B e^{-j k x}\right]+V \psi \\
& =\frac{\hbar^{2}}{2 m}\left(-k^{2}\right) \psi+V \psi \\
& =\frac{\hbar^{2} k^{2}}{2 m} \psi+V \psi
\end{aligned}
$$

This result is identical to Schrödinger's conservation of energy postulate (Equation 9.1), after cancelling out the common eigenfunction $\psi(x)$ and using de Broglie's momentum postulate $p=\hbar k$.
9.12 A free particle in the ground state is confined to a one dimensional box of size $L$. What is the probability of finding the particle in an interval $\Delta x=10^{-3} L$ at $x=(1 / 4) L, x=(3 / 4) L$, and $x=L$ ?

Answer:

$$
1 \times 10^{-3}, 2 \times 10^{-3}, 1 \times 10^{-3}, 0
$$

9.13 Repeat Problem 9.12 for a free particle in a box in the first excited state.

## Solution:

In the first excited state the normalized eigenfunction for a free particle in a box (see Equation 9.85) is

$$
\psi_{2}(x)=\sqrt{\frac{2}{L}} \sin \frac{2 \pi x}{L}
$$

so the probability is given by

$$
\begin{aligned}
P(x) \Delta x & =\psi^{*}(x) \psi(x) \Delta x \\
& =\frac{2 \Delta x}{L} \sin ^{2} \frac{2 \pi x}{L} \\
& =\left(2 \times 10^{-3}\right) \sin ^{2} \frac{2 \pi x}{L}
\end{aligned}
$$

where the third equality was obtained by substituting $\Delta x=10^{-3} \mathrm{~L}$. Thus, for the different values of $x$ from Problem 9.12 we obtain the following:

$$
\begin{aligned}
& x=\frac{1}{4} L \rightarrow P \Delta x=\left(2 \times 10^{-3}\right) \sin ^{2} \frac{\pi}{2}=2 \times 10^{-3}, \\
& x=\frac{1}{2} L \rightarrow P \Delta x=\left(2 \times 10^{-3}\right) \sin ^{2} \pi=0, \\
& x=\frac{3}{4} L \rightarrow P \Delta x=\left(2 \times 10^{-3}\right) \sin ^{2} \frac{3 \pi}{2}=2 \times 10^{-3}, \\
& x=L \rightarrow P \Delta x=\left(2 \times 10^{-3}\right) \sin ^{2} 2 \pi=0 .
\end{aligned}
$$

9.14 Verify that the eigenfunctions $\psi_{n}(x)=\sqrt{2 / \mathrm{L}} \sin k_{n} x$ and $\psi_{n}(x)=$ $\sqrt{2 / L} \cos k_{n} x$, where $k_{n}=n \pi / L$, are both solutions to the eigenvalue equation for the free particle in a box (Equation 9.68), by showing that $E_{n}=n^{2} h^{2} / 8 m L^{2}$ are the energy eigenvalues obtained for both.
9.15 Consider a proton to be a free particle in a box of the size of a nucleus. Find the energy released when a proton makes a transition form the quantum state $E_{2}$ to the ground state $E_{1}$.

## Solution:

With the nucleus of an atom being thought of as a one-dimensional box of length $L=1 \times 10^{-14} \mathrm{~m}$ (see the discussion preceding Equation 5.80) and $m=m_{p}=1.67 \times 10^{-27} \mathrm{~kg}$, the energy released is given by

$$
E_{2}-E_{1}=2^{2} E_{1}-E_{1}=3 E_{1},
$$

where the ground state energy

$$
E_{1}=1^{2} \frac{\pi^{2} \hbar^{2}}{2 m_{p} L^{2}}
$$

is obtained from Equation 9.80. Combining the above two equations and substituting the physical data gives

$$
\begin{aligned}
E_{1}-E_{2} & =\frac{3 \pi^{2}\left(1.05 \times 10^{-34} \mathrm{~J} \cdot \mathrm{~s}\right)^{2}}{2\left(1.67 \times 10^{-27} \mathrm{~kg}\right)\left(10^{-14} \mathrm{~m}\right)^{2}} \\
& =9.76 \times 10^{-13} \mathrm{~J} \\
& =6.10 \mathrm{MeV} .
\end{aligned}
$$

This result is in approximate agreement with the observed energy differences between stationary states of protons (and neutrons) in a nucleus.
9.16 Consider a particle of mass $10^{-3} \mathrm{~g}$ confined to a box of length 1 cm . Treating this problem quantum mechanically, find the ground state energy and speed of the particle.

## Answer:

$$
E_{1}=5.44 \times 10^{-58} \mathrm{j}, v_{1}=3.30 \times 10^{-26} \mathrm{~m} / \mathrm{s}
$$

9.17 If the particle of Problem 9.16 were moving with a distinguishable speed of $10^{-1} \mathrm{~cm} / \mathrm{s}$, what is the approximate value of the principal quantum number $n$ ?

## Solution:

Equating the quantized energy of Equation 9.80 with kinetic energy $\frac{1}{2} m v^{2}$,

$$
n^{2} \frac{\pi^{2} \hbar^{2}}{2 m L^{2}}=\frac{1}{2} m v^{2}
$$

and solving for $n$ gives

$$
n=\frac{m v L}{\pi \hbar}
$$

which with the physical data yields

$$
\begin{aligned}
n & =\frac{\left(10^{-6} \mathrm{~kg}\right)\left(10^{-3} \mathrm{~m} / \mathrm{s}\right)\left(10^{-2} \mathrm{~m}\right)}{\pi\left(1.05 \times 10^{-34} \mathrm{~J} \cdot \mathrm{~s}\right)} \\
& \approx 3 \times 10^{22}
\end{aligned}
$$

9.18 Evaluate the probability density flux for the wave function given by Equation 9.86.

Answer: $\quad S(x, t)=0$
9.19 Consider a particle confined to a two dimensional box of edge $L$, where the potential energy $V(x, y)$ is restricted to the values $V=0$ inside and $V=\infty$ outside of the box. If the eigenfunction solution $\psi(x, y)$ to Schrödinger's two dimensional time-dependent equation has the boundary conditions $\psi(x, y)=0$ at $x=0$ and $x=L$ (for all $y$ ) and $\psi(x, y)=0$ at $y$ $=0$ and $y=L$ (for all $x$ ), find the normalized eigenfunction.

## Solution:

From Equations 9.29 and 9.30 it is apparent that Schrödinger's two-dimensional time-independent equation is of the form (with $V(x, y)=0$ )

$$
-\frac{\hbar^{2}}{2 m}\left[\frac{\partial^{2}}{\partial x^{2}} \psi(x, y)+\frac{\partial^{2}}{\partial y^{2}} \psi(x, y)\right]=E \psi(x, y)
$$

and assuming separation of variables for $\psi(x, y)$,

$$
\psi(x, y)=\psi_{x}(x) \psi_{y}(y)
$$

we immediately obtain

$$
-\frac{\hbar^{2}}{2 m}\left(\frac{1}{\psi_{x}} \frac{d^{2} \psi_{x}}{d x^{2}}+\frac{1}{\psi_{y}} \frac{d^{2} \psi_{y}}{d y^{2}}\right)=E
$$

Since the energy for a free particle in a two-dimensional box can be expressed as

$$
\begin{aligned}
E & =\frac{p^{2}}{2 m}=\frac{p_{x}^{2}+p_{y}^{2}}{2 m} \\
& \equiv E_{x}+E_{y},
\end{aligned}
$$

then substitution into the above wave equation yields

$$
\begin{aligned}
& \frac{d^{2} \psi_{x}}{d x^{2}}+\frac{2 m E_{x}}{\hbar^{2}} \psi_{x}=0, \\
& \frac{d^{2} \psi_{y}}{d y^{2}}+\frac{2 m E_{y}}{\hbar^{2}} \psi_{y}=0 .
\end{aligned}
$$

These two ordinary differential equations are of identical form to that given by Equation 9.68 for the one-dimensional free particle in a box. Thus, the normalized eigenfunction solutions can be chosen as (see Equation 9.85)

$$
\begin{aligned}
& \psi_{n_{x}}=\sqrt{\frac{2}{L}} \sin \frac{n_{x} \pi x}{L}, \\
& \psi_{n_{y}}=\sqrt{\frac{2}{L}} \sin \frac{n_{y} \pi y}{L},
\end{aligned}
$$

and the normalized eigenfunction associated with a particle in a square box becomes

$$
\psi_{n_{x} n_{y}}=\frac{2}{L} \sin \frac{n_{x} \pi x}{L} \sin \frac{n_{y} \pi y}{L},
$$

where the symbolic notation

$$
\psi_{n_{x} n_{y}} \equiv \psi(x, y)=\psi_{x}(x) \psi_{y}(y)
$$

has been introduced.
9.20 Find the energy eigenvalues for the free particle in a square box of Problem 9.19, and show that the wave number quantization conditions
are given by $k_{x}=n_{x} \pi / L$ and $k_{y}=n_{y} \pi / L$.

$$
\text { Answer: } \quad E_{n_{x} n_{y}}=\left(n_{x}^{2}+n_{y}^{2}\right) \frac{\pi^{2} \hbar^{2}}{2 m L^{2}}
$$

9.21 Consider a proton to be a free particle in a square box of edge $L=$ $1 \times 10^{-14} \mathrm{~m}$. Find the energy released when a proton makes a transition from the first excited state to the ground state.

## Solution:

From the energy eigenvalue equation obtained in Problem 9.20, the ground state energy for a particle in a square box corresponds to $n_{x}=1$ and $n_{y}=1$, while the first state is specified by the set of quantum numbers $\left(n_{x}, n_{y}\right)=(1,2)$ or $\left(n_{x}, n_{y}\right)=(2,1)$. Consequently, using the energy eigenvalue equation

$$
E_{n_{x} n_{y}}=\left(n_{x}^{2}+n_{y}^{2}\right) \frac{\pi^{2} \hbar^{2}}{2 m L^{2}},
$$

we immediately obtain

$$
\begin{aligned}
& E_{11}=2 \frac{\pi^{2} \hbar^{2}}{2 m L^{2}}, \\
& E_{12}=5 \frac{\pi^{2} \hbar^{2}}{2 m L^{2}} .
\end{aligned}
$$

Thus, the energy released is given by

$$
E_{12}-E_{11}=3 \frac{\pi^{2} \hbar^{2}}{2 m L^{2}},
$$

which is identical to the equation obtained in Problem 9.15 for the proton confined to a one dimensional box of length $L=1 \times 10^{-14} \mathrm{~m}$.
9.22 Verify that $\Psi(x, 0)=A \int_{k_{0}-a}^{k_{0}+a} e^{j k x} d k=\frac{2 A}{x} \sin a x e^{j k_{0} x}$. For $a \ll k_{0}$, what does the graph of this wave function resemble?

Answer: $\quad \Psi(0,0)=2 a A, \Psi\left( \pm \frac{\pi}{a}, 0\right)=0$
9.23 Consider the wave function $\Psi(x, 0)=\int_{-\infty}^{+\infty} A(k) e^{j k x} d x$ defined at $t=0$. If the amplitude is given by $A(k)=-e^{-k^{2} / 2 s^{2}}$, show that $\Psi(x, 0)=s \sqrt{2 \pi}$
$e^{-s^{2} x^{2} / 2}$, by evaluating the, so called, Gaussian integral.

## Solution:

The integral can be expressed as

$$
\begin{aligned}
\Psi(x, 0) & =\int_{-\infty}^{+\infty} e^{-k^{2} / 2 s^{2}} e^{j k x} d k \\
& =\int_{-\infty}^{+\infty} e^{-a k^{2}} e^{c k} d k
\end{aligned}
$$

where $a \equiv 1 / 2 s^{2}$ and $c \equiv j x$. Since this integral is of the general form

$$
\int_{-\infty}^{+\infty} e^{-a u^{2}} e^{c u} d u=e^{c^{2} / 4 a} \sqrt{\frac{\pi}{a}}
$$

given in Section A. 10 (see also the discussion presented in Section 10.4), we have

$$
\begin{aligned}
\Psi(x, 0) & =e^{(j k)^{2} / 4\left(1 / 2 s^{2}\right)} \sqrt{\frac{\pi}{1 / 2 s^{2}}} \\
& =s \sqrt{2 \pi} e^{-s^{2} x^{2} / 2}
\end{aligned}
$$

9.24 Normalize the wave function obtained in Problem 9.23.

Answer: $\quad \Psi(x, 0)=\left(s^{2} / \pi\right)^{1 / 4} e^{-s^{2} x^{2} / 2}$.

## Chapter 10

## Schrödinger's Quantum Mechanics II



The probability distribution of a particle's position for an infinite square well (2nd energy level), determined by solving the Schrödinger equation.

## Introduction

Many of the fundamentals of Schrödinger's theory of quantum mechanics were introduced in the last chapter, including the time-dependent Schrödinger equation and the interpretation of its wave function solution as a probability amplitude, the steady-state Schrödinger equation and its eigenfunction solution, the definition of probability requirements for conservation of probability and wave function (or eigenfunction) normalization, and the concept of a probability density flux. These fundamentals of quantum mechanics were applied to two examples involving free particles, with the free particle in a box example being most noteworthy as a one-dimensional description of conduction band electrons in a solid. In all of these discussions the wave function and eigenfunction solutions to Schrödinger's equations were represented as being intrinsically dependent on the positions variable $x$. There exist, however, physical properties of a quantum mechanical particle or system that are more directly dependent on the momentum variable $p$ instead of the position variable. In this concluding chapter of Schrödinger's quantum mechanics, we first investigate the representation of wave functions and eigenfunctions in both positionspace and momentum-space, and then consider additional fundamentals like expectation values and quantum mechanical differential operators.

We begin this chapter by considering the problem of finding the Fourier transform of a position-space wave function, $\Psi(x, t)$. To facilitate
this problem and find the wave function $\Phi(p, t)$ in momentum-space, we introduce the Dirac delta function and capitalize on its mathematical properties. The problem is then particularized and the Fourier transform obtained for the generalized free particle wave function. We then consider how the average value of a physical observable is mathematically described in quantum mechanics. This average value of an observable for a quantum mechanical particle, corresponding to the value we would expect to obtain by averaging actual experimental measurements, is called the expectation value, which is carefully introduced and defined in terms of the particle's associated wave function. The discussion of a quantum mechanical expectation value is followed by a consideration of how the momentum variable $p$ behaves like a differential operator in position-space, and likewise for the position variable in momentum-space. Our discussion of quantum mechanical operators continues with an interpretation of energy as an operator in both position and momentum space and the definition of the Hamiltonian operator. Equipped with the fundamental relations for the expectation values and quantum mechanical operators, we next consider the formal mathematical correspondence between quantum mechanics and classical mechanics. In this consideration, Bohr's correspondence principle is illustrated by way of two examples, using rather straight forward, although somewhat involved, mathematical arguments. In addition, we introduce a more elegant method for demonstrating the correspondence principle, which employs operational algebra and the definition of the commutator. We conclude our introductory treatment of quantum mechanics by considering the problem of a free particle in a three-dimensional box. Further, the generalization of this problem to describe conduction elections in a solid is considered, by deriving the very important electronic density of states formula.

## IO.I Wave Functions in Position and Momentum Representations

In the last chapter the wave function of Schrödinger's equation was discussed in terms of its functional dependence on the spatial and temporal coordinates. Because of the spatial dependence, the wave function, often referred to as a state function, is said to be expressed in the position representation. For example, the ultimate generalization of the one-dimensional free particle state function is given in the position representation as

$$
\begin{equation*}
\Psi(x, t)=\sqrt{\frac{1}{2 \pi \hbar}} \int_{-\infty}^{+\infty} \Phi(p, t) e^{\frac{j}{\hbar}(p x-E t)} d p \tag{10.1}
\end{equation*}
$$

which is, essentially, the same as that given by Equation 9.37. This state function in the position representation has been directly obtained from Equation 9.37 by employing de Broglie's energy and momentum postulates (Equations 8.52 and 8.53 ) and introducing a convenient multiplicative constant of $(1 / 2 \pi \hbar)^{1 / 2}$. Remember, the physics has not been affected by introducing this constant, but its usefulness will shortly become apparent in the development of this section. Since $\Psi(x, t)$ is a state function in the position representation, $\Phi(p, t)$ could be interpreted as the free particle state function in the momentum representation. Our immediate objective is to mathematically operate on Equation 10.1 and solve it for $\Phi(p, t)$, which in mathematical language is equivalent to finding the Fourier transform $\Phi(p, t)$ of the position state function $\Psi(x, t)$. This task is reminiscent of the problem encountered with the vibrating string in Chapter 8, Section 8.2 , where the relations for the coefficients $A_{n}$ and $B_{n}$ (Equations 8.35 and 8.36 ) were determined (recall Problems 8.5 and 8.6 ) from the two equations representing the initial conditions. Although we could proceed with the problem of determining $\Phi(p, t)$ in a similar manner using ordinary calculus, it is both convenient and advantageous to introduce a new mathematical function that provides and easy operational approach for finding Fourier transforms in quantum mechanics.

## Dirac Delta Function

The mathematical properties of the Fourier transform of a function suggested the definition of a new singular function to P. A. M. Dirac, which has become known as the Dirac delta function. In terms of the one-dimensional wave number $k_{x}$, which we will simply call $k$ for convenience, the Dirac delta function is defined as

$$
\begin{equation*}
\delta\left(k-k^{\prime}\right) \equiv \frac{1}{2 \pi} \int_{-\infty}^{+\infty} e^{j\left(k-k^{\prime}\right) x} d x, \tag{10.2}
\end{equation*}
$$

## Dirac Delta Function

where $k^{\prime}$ represents a wave number whose value is only slightly different from that of $k$. This function could also be defined in terms of the one-dimensional position coordinate as

$$
\begin{equation*}
\delta\left(x-x^{\prime}\right) \equiv \frac{1}{2 \pi} \int_{-\infty}^{+\infty} e^{j\left(x-x^{\prime}\right) k} d k \tag{10.3}
\end{equation*}
$$

Dirac Delta Function
which in terms of momentum (de Broglie's postulate) becomes

$$
\begin{equation*}
\delta\left(x-x^{\prime}\right)=\frac{1}{2 \pi \hbar} \int_{-\infty}^{+\infty} e^{\frac{j}{\hbar}\left(x-x^{\prime}\right) p} d p . \tag{10.4}
\end{equation*}
$$

In a similar manner Equation 10.2 can be expressed in terms of momenta $p$ and $p^{\prime}$ by

$$
\begin{equation*}
\delta\left(p-p^{\prime}\right)=\frac{1}{2 \pi \hbar} \int_{-\infty}^{+\infty} e^{\frac{j}{\hbar}\left(p-p^{\prime}\right) x} d x, \tag{10.5}
\end{equation*}
$$

where a property of the Dirac delta function given by Equation 10.11 has been employed in addition to de Broglie's momentum postulate. Considering $k$ to be a dummy variable for the moment, the definition of the function $\delta\left(k-k^{\prime}\right)$ by Equation 10.2 means that the function has the properties

$$
\delta\left(k-k^{\prime}\right)=\begin{gather*}
0, \quad \text { if } k \neq k^{\prime}, \\
\infty,  \tag{10.6}\\
\text { if } k=k^{\prime} .
\end{gather*}
$$

The Dirac delta function is meaningful only when it appears under integral signs, where it has the property

$$
\begin{equation*}
\int_{-\infty}^{+\infty} \delta\left(k-k^{\prime}\right) d k=1 \tag{10.7}
\end{equation*}
$$

Two other properties which are of particular usefulness are

$$
\begin{align*}
\delta\left(k-k^{\prime}\right) & =\delta\left(k^{\prime}-k\right),  \tag{10.8}\\
f(k) \delta\left(k-k^{\prime}\right) & =f\left(k^{\prime}\right) \delta\left(k-k^{\prime}\right), \tag{10.9}
\end{align*}
$$

where $f(k)$ is just a general function of the dummy variable $k$. This last equality allows us to obtain the most commonly used property of the Dirac delta function, namely

$$
\begin{align*}
\int_{-\infty}^{+\infty} f(k) \delta\left(k-k^{\prime}\right) d k & =\int_{-\infty}^{+\infty} f\left(k^{\prime}\right) \delta\left(k-k^{\prime}\right) d t \\
& =f\left(k^{\prime}\right) \int_{-\infty}^{+\infty} \delta\left(k-k^{\prime}\right) d k \\
& =f\left(k^{\prime}\right), \tag{10.10}
\end{align*}
$$

where the property given by Equation 10.7 has been used in obtaining the last equality. It should be emphasized that $f(k)$ can be any function of the variable $k$, real or complex, and that as a result of the property given by Equation 10.9, $f\left(k^{\prime}\right)$ could be taken out of the integral in the above derivation. Other useful properties of the Dirac delta function include

$$
\begin{equation*}
\delta\left[a\left(k-k^{\prime}\right)\right]=\frac{1}{a} \delta\left(k-k^{\prime}\right), \tag{10.11}
\end{equation*}
$$

where $a$ is a constant, and

$$
\begin{equation*}
\int_{-\infty}^{+\infty} \delta\left(k-k_{1}\right) \delta\left(k_{1}-k_{2}\right) d k_{1}=\delta\left(k-k_{2}\right) . \tag{10.12}
\end{equation*}
$$

It should be observed that the property given by Equation 10.11 has already been used in obtaining Equation 10.5 form Equation 10.2, that is,

$$
\delta\left(k-k^{\prime}\right)=\delta\left[\frac{1}{\hbar}\left(p-p^{\prime}\right)\right]=\hbar \delta\left(p-p^{\prime}\right)
$$

Although other properties of the Dirac delta function involving derivatives could be listed, those listed above are the most useful and are completely adequate for our purposes. We need to remember, however, that in general problems of quantum mechanics are expressed in a threedimensional formulation. The definition for the Dirac delta function and its properties can be easily generalized to three dimensions, for example,
$\delta\left(\mathbf{k}-\mathbf{k}^{\prime}\right)=\delta\left(k_{x}-k_{x}^{\prime}\right) \delta\left(k_{y}-k_{y}^{\prime}\right) \delta\left(k_{z}-k_{z}^{\prime}\right)$
$\delta\left(\mathbf{k}-\mathbf{k}^{\prime}\right)=\left(\frac{1}{2 \pi}\right)^{3} \iiint_{-\infty}^{+\infty} \int^{j\left(\left(k_{x}-k_{x}^{\prime}\right) x+\left(k_{y}-k_{y}^{\prime}\right) y+\left(k_{z}-k_{z}^{\prime}\right)\right]} d x d y d z$.
Under the initial conditions of

$$
k_{x}^{\prime}=k_{y}^{\prime}=k_{z}^{\prime}=0,
$$

these equations reduce to

$$
\begin{align*}
\delta(\mathbf{k}) & =\delta\left(k_{x}\right) \delta\left(k_{y}\right) \delta\left(k_{z}\right) \\
& =\left(\frac{1}{2 \pi}\right)^{3} \iiint_{-\infty}^{+\infty} \int^{j \mathbf{k} ? \mathrm{r}} d x d y d z . \tag{10.15}
\end{align*}
$$

As a last point of interest, it needs to be emphasized that the definitions and properties of the Dirac delta function can be generalized and particularized for any useful and important physical variable. We will continue to emphasize one-dimensional considerations and use $p_{x} \equiv p$ and $k_{x} \equiv k$; however, the generalizations to three dimensions should be rather apparent.

## Free Particle Position and Momentum Wave Functions

As an example of the operational utilization of the Dirac delta function, let us return to the problem of obtaining an expression in the momentum representation for the state function of a one-dimensional free particle. To simplify matters consider an instant in time, say at $t \equiv 0$, such that Equation 10.1 can be expressed in terms of the eigenfunctions $\psi(x)=\Psi(x, 0)$ and $\phi(p)=\Phi(p, 0)$ as

Position-Space Free Particle Eigenfunction

$$
\begin{equation*}
\psi(x)=\sqrt{\frac{1}{2 \pi \hbar}} \int_{-\infty}^{+\infty} \phi(p) e^{\frac{j}{\hbar} p x} d p \tag{10.16}
\end{equation*}
$$

Now, multiply both sides of this equation by $\sqrt{1 / 2 \pi \hbar} e^{-(j / \hbar) p^{\prime} x}$ and integrating over the position variable gives

$$
\begin{aligned}
\sqrt{\frac{1}{2 \pi \hbar}} \int_{-\infty}^{+\infty} \psi(x) e^{-\frac{j}{\hbar} p^{\prime} x} d x & =\frac{1}{2 \pi \hbar} \iint_{-\infty}^{+\infty} \phi(p) e^{\frac{j}{\hbar}\left(p-p^{\prime}\right) x} d p d x \\
& =\int_{-\infty}^{+\infty} \phi(p)\left(\frac{1}{2 \pi \hbar} \int_{-\infty}^{+\infty} e^{\frac{j}{\hbar}\left(p-p^{\prime}\right) x} d x\right) d p
\end{aligned}
$$

where the second equality has been obtained by interchanging the order of integration. Invoking the properties of the Dirac delta function, we obtain

$$
\begin{aligned}
\sqrt{\frac{1}{2 \pi \hbar}} \int_{-\infty}^{+\infty} \psi(x) e^{-\frac{j}{\hbar} p^{\prime} x} d x & =\int_{-\infty}^{+\infty} \phi(p) \delta\left(p-p^{\prime}\right) d p \\
& =\int_{-\infty}^{+\infty} \phi\left(p^{\prime}\right) \delta\left(p-p^{\prime}\right) d p \\
& =\phi\left(p^{\prime}\right) \int_{-\infty}^{+\infty} \delta\left(p-p^{\prime}\right) d l \\
& =\phi\left(p^{\prime}\right)
\end{aligned}
$$

Dropping the prime in our result, as it no longer serves any useful purpose, we have

$$
\begin{equation*}
\phi(p)=\sqrt{\frac{1}{2 \pi \hbar}} \int_{-\infty}^{+\infty} \psi(x) e^{-\frac{j}{\hbar} p x} d x \tag{10.17}
\end{equation*}
$$

for the Fourier transform of Equation 10.16. This result represents the eigenfunction in the momentum representation for the one-dimensional free particle. Since for the free particle the wave functions in the position and momentum representations are given by (see Equation 9.28)

$$
\begin{equation*}
\Psi(x, t)=\psi(x) e^{-\frac{j}{\hbar} E t} \tag{10.18}
\end{equation*}
$$

and (note the exponential in Equation 10.1)

$$
\begin{equation*}
\Phi(p, t)=\phi(p) e^{\frac{j}{\bar{\hbar}^{E}} E t} \tag{10.19}
\end{equation*}
$$

then the Fourier transform to Equation 10.1 is just

$$
\begin{equation*}
\Phi(p, t)=\sqrt{\frac{1}{2 \pi \hbar}} \int_{-\infty}^{+\infty} \Psi(x, t) e^{-\frac{j}{\hbar}(p x-E t)} d x \tag{10.20}
\end{equation*}
$$

This equation gives the state function for a one-dimensional free particle in the momentum representation. Usually little or no emphasis is placed on the momentum representation in quantum mechanics, since, as we shall see in the following sections, solutions to quantum mechanical problems are invariant to the representation formulation.

### 10.2 Expectation Values

Consider a particle being in a quantum mechanical state described by its associated wave function, which contains all of the physical information of the particle allowed by the Heisenberg uncertainty principle. In an attempt to find a suitable method for averaging the physical properties of this system, we could make a number of measurements on a large number $N$ of identical particles in similarly prepared systems. Alternatively, we could make a large number of repeated measurements on the same particle over a considerable period of time. After J. Willard Gibbs (see Chapter 11, Section 11.1), we choose to average over a large number $N$ of copies of the
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system, with each particle being in the quantum state associated with the wave function, to obtain what is called an ensemble average. Now, allow any physical observable, like position, momentum, energy, and so on, to be denoted by the letter $Q$. If a measurement is made on one of the systems in the ensemble to determine whether the particle has a particular value for the physical observable, the result will be definite-either it has that particular value for $Q$ or it has some other value. If this measurement is repeated on all of the systems in the ensemble, the relative number of times that the particle is found to have the same value for $Q$ is taken as a measure of the probability that the particle will have that particular value for the physical observable $Q$. As a more specific example, consider an ensemble of systems containing a classical particle and the measurements for the particle's position $x$ at an instant in time. If our measurements revealed the particle to have the position $x_{1}$ in $n_{1}$ systems, the position $x_{2}$ in $n_{2}$ systems, and so on, then a common sense definition for the average or expected value of the particle's position in our ensemble is given by

$$
\begin{equation*}
\langle x\rangle=\frac{n_{1} x_{1}+n_{2} x_{2}+n_{3} x_{3}+\cdots}{N} \tag{10.21}
\end{equation*}
$$

where the total number of systems $N$ is simply

$$
\begin{equation*}
N=n_{1}+n_{2}+n_{3}+\cdots . \tag{10.22}
\end{equation*}
$$

In this case, $n_{1} / N$ is interpreted as the probability of the particle having the particular value $x_{1}$. In quantum theory this probability of finding the particle at the particular point $x_{1}$ along the $X$-axis is given by (see Equations 9.41 and 9.42)

$$
\begin{equation*}
\rho_{1}(x, t) d x=\frac{\left|\Psi_{1}\right|^{2} d x}{\int_{-\infty}^{+\infty}|\Psi|^{2} d x} \tag{10.23}
\end{equation*}
$$

where $\Psi_{1}$ is the particle's associated wave function evaluated at $x=x_{1}$. As our quantum mechanical probability is analogous to the first term in Equation 10.21 for the classical particle, it is apparent that in quantum mechanics the summation $\left(N=n_{1}+n_{2}+n_{3}+\cdots\right)$ is replaced by an integral and the, so called, occupation umbers $n_{i}$ are replaced by the relative probabilities

$$
\begin{equation*}
\mathrm{P}_{i}(x, t) d x=\left|\Psi_{i}\right|^{2} d x \tag{10.24}
\end{equation*}
$$

Thus, by these analogies and the form of Equation 10.21, we can define the quantum mechanical expectation value for a particle's position as

$$
\begin{equation*}
\langle x\rangle \equiv \frac{\int_{-\infty}^{+\infty} x|\Psi|^{2} d x}{\int_{-\infty}^{+\infty}|\Psi|^{2} d x}, \tag{10.25}
\end{equation*}
$$

with an integral in the numerator instead of the summation in Equation 10.21. The form of Equation 10.25 and the definition of the absolute probability density,

$$
\begin{aligned}
\rho(x, t) & \equiv \frac{P(x, t)}{\int_{-\infty}^{+\infty} P(x, t) d x} \\
& =\frac{|\Psi|^{2}}{\int_{-\infty}^{+\infty}|\Psi|^{2} d x}
\end{aligned}
$$

suggest that the position expectation value can be expressed as

$$
\begin{equation*}
\langle x\rangle=\int_{-\infty}^{+\infty} x \rho(x, t) d x, \tag{10.26}
\end{equation*}
$$

which reduces to

$$
\begin{equation*}
\langle x\rangle=\int_{-\infty}^{+\infty} x P(x, t) d x \tag{10.27}
\end{equation*}
$$

for properly normalized wave functions.
The discussion above can be generalized and used to define the expectation value of any physical variable that is a function of the $x$-coordinate of a particle described by its associated wave function. As such, the quantum mechanical expectation value of a variable $Q(x)$ is defined by

$$
\langle Q(x)\rangle \equiv \int_{-\infty}^{+\infty} Q(x) \rho(x, t) d x
$$

(10.28) Expectation Value
which reduces to

Expectation Value for Normalized Wave Functions

$$
\begin{align*}
\langle Q(x)\rangle & =\int_{-\infty}^{+\infty} Q(x) P(x, t) d x \\
& \equiv \int_{-\infty}^{+\infty} \Psi^{*}(x, t) Q(x) \Psi(x, t) d x \tag{10.29}
\end{align*}
$$

for properly normalized wave functions. These formulas are valid even for variables that are dependent on the time coordinate, since the expectation value of $Q,\langle Q\rangle$, must be evaluated at an instant, usually $t \equiv 0$, in time. The reasons for the form of the integrand in Equation 10.29 as $\Psi^{*} Q \Psi$ instead of $Q \Psi^{*} \Psi$ or $\Psi^{*} \Psi Q$ will be fully discussed in the next section. It should be emphasized that $\langle Q\rangle$ is the value of the physical observable that we expect to obtain, if we average the experimental values of $Q$ that are measured at an instant in time for a large number of particles described by the same wave function.

The form of Equations 10.28 and 10.29 are clearly appropriate for a position-dependent variable of a particle described by a state function in the position representation. But, suppose the physical observable in question is directly dependent on momentum instead of position, that is $Q=$ $Q(p)$. In this case it would seem more appropriate to specify the state of the particle in the momentum representation and define the expectation value of $Q$ by
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$$
\begin{equation*}
\langle Q(p)\rangle=\int_{-\infty}^{+\infty} Q(p) \rho(p, t) d p \tag{10.30}
\end{equation*}
$$

where the absolute probability density $\rho(p, t)$ in the momentum representation is given by

$$
\begin{equation*}
\rho(p, t)=\frac{|\Phi(p, t)|^{2}}{\int_{-\infty}^{+\infty}|\Phi(p, t)|^{2} d p} \tag{10.31}
\end{equation*}
$$

For properly normalized state functions $\Phi(p, t)$, our definition for $\langle Q(p)\rangle$ reduces to

$$
\begin{align*}
\langle Q(p)\rangle & =\int_{-\infty}^{+\infty} Q(p) P(p, t) d p \\
& \equiv \int_{-\infty}^{+\infty} \Phi^{*}(p, t) Q(p) \Phi(p, t) d p \tag{10.32}
\end{align*}
$$

At this point an important question must be raised. If the physical observable in Equations 10.29 and 10.32 is the same, will the value obtained by using Equation 10.29 be identical to the value obtained for $\langle Q\rangle$ by using Equation 10.32? Clearly, we must have an affirmative answer to this question, if the formalism introduced is to be consistent. We must be able to calculate the expectation value of any physical observable with either the position or momentum representations of the state function and obtain the exact same answers. That is, at any particular value of time $t$ (say at the value $t \equiv 0$ ), we must have

$$
\begin{equation*}
\langle Q\rangle=\int_{-\infty}^{+\infty} \Psi^{*}(x, 0) Q \Psi(x, 0) d x=\int_{-\infty}^{+\infty} \Phi^{*}(p, 0) Q \Phi(p, 0) d p \tag{10.33}
\end{equation*}
$$

for normalized wave functions.
As a verification of Equation 10.33 and an example of the operational properties of the Dirac delta function, let us employ the one-dimensional wave function of a free particle given by Equation 10.1. At an instant in time, say $t \equiv 0$, the state function in the position representation given by Equation 10.1 reduces to the eigenfunction given in Equation 10.16. Thus, direct substitution into Equation 10.33 gives

$$
\begin{align*}
\langle Q\rangle & =\int_{-\infty}^{+\infty} \Psi^{*}(x, 0) Q \Psi(x, 0) d x \\
& =\frac{1}{2 \pi \hbar} \int_{-\infty}^{+\infty}\left[\int_{-\infty}^{+\infty} \phi^{*}\left(p^{\prime}\right) e^{-\frac{j}{\hbar} p^{\prime} x} d p^{\prime}\right] Q\left[\int_{-\infty}^{+\infty} \phi(p) e^{\frac{j}{\hbar} p x} d p\right] d x \\
& =\int_{-\infty}^{+\infty} \int^{*}\left(p^{\prime}\right)\left(\frac{1}{2 \pi \hbar} \int_{-\infty}^{+\infty} e^{\frac{j}{\hbar}\left(p-p^{\prime}\right) x} d x\right) Q \phi(p) d p^{\prime} d p \tag{10.34}
\end{align*}
$$

where we have rearranged factors and interchanged the order of integration in obtaining the last equality. Now, employing the definition of the Dirac delta function (in the form of Equation 10.5) and its properties in Equation 10.34 yields

$$
\begin{aligned}
\langle Q\rangle & =\iint_{-\infty}^{+\infty} \phi^{*}\left(p^{\prime}\right) \delta\left(p-p^{\prime}\right) Q \phi(p) d p^{\prime} d p \\
& =\int_{-\infty}^{+\infty}\left[\int_{-\infty}^{+\infty} \phi^{*}\left(p^{\prime}\right) \delta\left(p-p^{\prime}\right) d p^{\prime}\right] Q \phi(p) d p \\
& =\int_{-\infty}^{+\infty} \phi^{*}(p)\left[\int_{-\infty}^{+\infty} \delta\left(p-p^{\prime}\right) d p^{\prime}\right] Q \phi(p) d p
\end{aligned}
$$

Expectation Value in
Position or Momentum Space

$$
\begin{align*}
& =\int_{-\infty}^{+\infty} \phi^{*}(p) Q \phi(p) d p \\
& =\int_{-\infty}^{+\infty} \Phi^{*}(p, 0) Q \Phi(p, 0) d p \tag{10.35}
\end{align*}
$$

where the last equality should be obvious for $t=0$ from Equation 10.19. A comparison of Equations 10.34 and 10.35 verifies the validity of Equation 10.33 fir the free particle wave functions. Particular attention should be given to the properties of the Dirac delta function as used in this verification, as they will be further employed in the next section. Also, we should note that since the free particle wave functions of Equations 10.1 and 10.2 are not normalized, we should have verified the equality of Equations 10.28 and 10.30 , i.e.,

$$
\begin{equation*}
\langle Q\rangle=\frac{\int_{-\infty}^{+\infty} \Psi^{*} Q \Psi d x}{\int_{-\infty}^{+\infty} \Psi^{*} \Psi d x}=\frac{\int_{-\infty}^{+\infty} \Phi^{*} Q \Phi d p}{\int_{-\infty}^{+\infty} \Phi^{*} \Phi d p} . \tag{10.36}
\end{equation*}
$$

The numerators in this equation are clearly equivalent from the above verification, and the equivalence of the denominators,

$$
\begin{equation*}
\int_{-\infty}^{+\infty} \Psi^{*}(x, t) \Psi(x, t) d x=\int_{-\infty}^{+\infty} \Phi^{*}(p, t) \Phi(p, t) d p \tag{10.37}
\end{equation*}
$$

can be easily demonstrated by similar arguments.

## IO.3 Momentum and Position Operators

In most quantum mechanical problems Schrödinger's equation is solved for the wave function and then the expectation value of physical variables like position, momentum, and energy are determined. This poses a problem, however, since the wave function solution to Schrödinger's equation (Equation 9.10) is necessarily in the position representation. How, then, is the expectation value of momentum to be determined? It would seem most appropriate to use the wave function in the momentum representation for this problem and begin with the equation

$$
\begin{equation*}
\langle p\rangle=\int_{-\infty}^{+\infty} \Phi^{*}(p, t) p \Phi(p, t) d p \tag{10.38}
\end{equation*}
$$

which would necessitate finding the Fourier transform of the solution $\Psi(x, t)$ to Schrödinger's equation. This should not be necessary, however, since the result expressed by Equation 10.33 indicates that the problem can be formulated in either the position or the momentum representation. But in the position representation,

$$
\begin{equation*}
\langle p\rangle=\int_{-\infty}^{+\infty} \Psi^{*}(x, t) p \Psi(x, t) d x \tag{10.39}
\end{equation*}
$$

an immediate difficulty is encountered, as the momentum $p$ must be expressed as a function of $x$ and $t$ before the integration can be performed. If, however, the position $x$ is specified, the Heisenberg uncertainty principle,

$$
\begin{equation*}
\Delta x \Delta p=h \tag{8.99a}
\end{equation*}
$$

indicates that no such functions as $p=p(x, t)$ exists, since an exact determination of $p$ is not possible.

To obtain some insight as to the proper way of evaluating $\langle p\rangle$ in the position representation, we will consider Equation 10.38 and use the one dimensional free particle wave function given by Equation 10.20. At a particular instant in time, say $t=0$, the wave function of Equation 10.20 becomes identical to the eigenfunction of Equation 10.17, $\Phi(p, 0)=\phi(p)$, so direct substitution into Equation 10.38 yields

$$
\begin{align*}
\langle p\rangle & =\int_{-\infty}^{+\infty} \Phi^{*}(p, 0) p \Phi(p, 0) d p=\int_{-\infty}^{+\infty} \phi^{*}(p) p \phi(p) d p \\
& =\frac{1}{2 \pi \hbar} \iiint_{-\infty}^{+\infty} \int^{+\infty} \psi^{*}\left(x^{\prime}\right) e^{\frac{j}{\hbar} p x^{\prime}} p \psi(x) e^{-\frac{j}{\hbar} p x} d x^{\prime} d x d p \tag{10.40}
\end{align*}
$$

The reduction of this equation is facilitated by observing that

$$
\frac{d}{d x}\left[\psi(x) e^{-\frac{j}{\hbar} p x}\right]=e^{-\frac{j}{\hbar} p x} \frac{d \psi}{d x}-\frac{j}{\hbar} p \psi e^{-\frac{j}{\hbar} p x}
$$

which can be solved for

$$
\begin{equation*}
p \psi(x) e^{-\frac{j}{\hbar} p x}=j \hbar \frac{d}{d x}\left(\psi e^{-\frac{j}{\hbar} p x}\right)+e^{-\frac{j}{\hbar} p x}\left(-j \hbar \frac{d}{d x}\right) \psi \tag{10.41}
\end{equation*}
$$

Substitution of this result into Equation 10.40 results in

$$
\begin{align*}
\langle p\rangle= & \frac{1}{2 \pi \hbar} \iiint_{-\infty}^{+\infty} \int^{*} \psi^{*}\left(x^{\prime}\right) e^{\frac{j^{\hbar}}{\hbar} p x^{\prime}} e^{-\frac{j}{\hbar} p x}\left(-j \hbar \frac{d}{d x}\right) \psi(x) d x^{\prime} d x d p \\
& +\frac{j}{2 \pi} \iint_{-\infty}^{+\infty} \psi^{*}\left(x^{\prime}\right) e^{\frac{j^{\hbar}}{\hbar} p x^{\prime}}\left[\int_{-\infty}^{+\infty} d\left(\psi e^{-\frac{j}{\hbar} p x}\right)\right] d x^{\prime} d p \tag{10.42}
\end{align*}
$$

where the integral in the bracket of the second term must vanish,

$$
\begin{equation*}
\int_{-\infty}^{+\infty} d\left[\psi(x) e^{-\frac{j}{\hbar} p x}\right]=\left[\psi(x) e^{-\frac{j}{\hbar} p x}\right]_{-\infty}^{+\infty}=0, \tag{10.43}
\end{equation*}
$$

for a well behaved eigenfunction. Now, substituting Equation 10.43 into Equation 10.42 and using the properties of the Dirac delta function, we obtain

$$
\begin{align*}
\langle p\rangle & =\int_{-\infty}^{+\infty} \psi^{*}\left(x^{\prime}\right)\left(\frac{1}{2 \pi \hbar} \int_{-\infty}^{+\infty} e^{\frac{j}{\hbar}\left(x^{\prime}-x\right) p} d p\right)\left(-j \hbar \frac{d}{d x}\right) \psi(x) d x^{\prime} d x \\
& =\int_{-\infty}^{+\infty}\left[\int_{-\infty}^{+\infty} \psi^{*}\left(x^{\prime}\right) \delta\left(x^{\prime}-x\right) d x^{\prime}\right]\left(-j \hbar \frac{d}{d x}\right) \psi(x) d x \\
& =\int_{-\infty}^{+\infty} \psi^{*}(x)\left[\int_{-\infty}^{+\infty} \delta\left(x^{\prime}-x\right) d x^{\prime}\right]\left(-j \hbar \frac{d}{d x}\right) \psi(x) d x \\
& =\int_{-\infty}^{+\infty} \psi^{*}(x)\left(-j \hbar \frac{d}{d x}\right) \psi(x) d x \\
& =\int_{-\infty}^{+\infty} \Psi^{*}(x, 0)\left(-j \hbar \frac{\partial}{\partial x}\right) \Psi(x, 0) d x \tag{10.44}
\end{align*}
$$

where the last equality should be obvious from Equation 10.18 for $t=0$. A comparison of Equations 10.40 and 10.44 gives

$$
\begin{align*}
\langle p\rangle & =\int_{-\infty}^{+\infty} \Phi^{*}(p, 0) p \Phi(p, 0) d p \\
& =\int_{-\infty}^{+\infty} \Psi^{*}(x, 0)\left(-j \hbar \frac{\partial}{\partial x}\right) \Psi(x, 0) d x, \tag{10.45}
\end{align*}
$$

which suggests that momentum $p$ behaves like a differential operator in the
position representation. That is, we should associate the differential momentum operator

$$
\hat{p}_{x} \equiv-j \hbar \frac{\partial}{\partial x}
$$

(10.46) Momentum Operator
with the $x$-component of momentum, when we attempt a calculation for the expectation value of momentum in the position representation. Our discussion also indicates that in momentum-space the momentum operator behaves like

$$
\begin{equation*}
\hat{p} \phi(p)=p \phi(p) \tag{10.47}
\end{equation*}
$$

while in real-space it behaves like

$$
\begin{equation*}
\hat{p}_{x} \psi(x)=-j \hbar \frac{d \psi}{d x} \tag{10.48}
\end{equation*}
$$

Generalizing to three dimensions, the vector momentum operator can be defined by

$$
\begin{equation*}
\hat{\mathbf{p}} \equiv-j \hbar \nabla \tag{10.49}
\end{equation*}
$$

Vector
Momentum Operator
which suggests that the momentum eigenvalue equation is of the form

$$
\begin{equation*}
-j \hbar \nabla \psi(\mathbf{r})=\mathbf{p} \psi(\mathbf{r}) \tag{10.50}
\end{equation*}
$$

Momentum
Eigenvalue Equation
with a solution

$$
\begin{equation*}
\psi(\mathbf{r})=e^{\frac{j}{\hbar} \mathbf{p} \cdot \mathbf{r}} \tag{10.51}
\end{equation*}
$$

Of course the eigenfunction of Equation 10.51 could be multiplied by a constant or a function of time and the eigenvalue equation (Equation 10.50 ) would still be satisfied. Consequently, the plane monochromatic waves introduced in Chapter 8 are the eigenfunctions of the momentum operator.

It is rather straight forward to reproduce arguments similar to the ones used above to show that the position variable $x$ should be treated as an operator $\hat{x}$ in the momentum representation. The result obtained using
the free particle wave function given by Equation 10.1 and the properties of the Dirac delta function is

$$
\begin{align*}
\langle x\rangle & =\int_{-\infty}^{+\infty} \Psi^{*}(x, 0) x \Psi(x, 0) d x \\
& =\int_{-\infty}^{+\infty} \psi^{*}(x) x \psi(x) d x \\
\cdot & \cdot \\
\cdot & \cdot \\
& =\int_{-\infty}^{+\infty} \phi^{*}(p)\left(j \hbar \frac{d}{d p}\right) \phi(p) d p  \tag{10.52}\\
& =\int_{-\infty}^{+\infty} \Phi^{*}(p, 0)\left(j \hbar \frac{\partial}{\partial p}\right) \Phi(p, 0) d p
\end{align*}
$$

which suggests that position $x$ behaves like a differential operator in the momentum representation. Thus, we define the differential position operator by

$$
\begin{equation*}
\hat{x} \equiv j \hbar \frac{\partial}{\partial p} \tag{10.53}
\end{equation*}
$$

where it is understood that $p$ is the $x$-component of the vector momentum p. Of course $\hat{x} \rightarrow x$ in position space just like $\hat{p}_{x} \rightarrow p_{x}$ in momentum space. Although the derivation leading to Equation 10.52 is rigorous using the properties of the Dirac delta function, the relation for the position operator is easily inferred by considering a plane traveling wave of the form (see Equation 10.17 and 10.19)

$$
\Phi(p, t)=A e^{-\frac{j}{\hbar}(p x-E t)} .
$$

Taking the derivative of this wave function with respect to $p$ gives

$$
\begin{equation*}
\frac{\partial \Phi}{\partial p}=-\frac{j}{\hbar} x \Phi \rightarrow \hat{x} \Phi(p, t)=\left(j \hbar \frac{\partial}{\partial p}\right) \Phi(p, t) . \tag{10.54}
\end{equation*}
$$

In a similar manner, a first order derivative of

$$
\begin{equation*}
\Psi(x, t)=A e^{\frac{j}{\hbar}(p x-E t)} \tag{9.6}
\end{equation*}
$$

with respect to $x$ gives

$$
\begin{equation*}
\frac{\partial \Psi}{\partial x}=\frac{j}{\hbar} p \Psi \rightarrow \hat{p} \Psi(x, t)=\left(-j \hbar \frac{\partial}{\partial x}\right) \Psi(x, t), \tag{10.55}
\end{equation*}
$$

which suggests the momentum operator defined by Equation 10.46. As before, we can write down an eigenvalue equation for $x$ in the position representation as

$$
\begin{equation*}
\hat{x} \psi(x)=x \psi(x) \tag{10.56}
\end{equation*}
$$

while in the momentum representation we have

$$
\begin{equation*}
\hat{x} \phi(p)=j \hbar \frac{d}{d p} \phi(p) \tag{10.57}
\end{equation*}
$$

Although the results of this section have been obtained for free particles, they are perfectly general and as valid as Schrödinger's equation, which will be convincingly argued in the next section. To reiterate in a slightly different form, the eigenvalue equations in the position representation are

$$
\begin{align*}
& \hat{x} \psi(x) \rightarrow x \psi(x)=x_{0} \psi(x)  \tag{10.56}\\
& \hat{p} \psi(x) \rightarrow-j \hbar \frac{d}{d x} \psi(x)=p \psi(x) \tag{10.48}
\end{align*}
$$

while in the momentum representation they are

$$
\begin{align*}
& \hat{x} \phi(p) \rightarrow j \hbar \frac{d}{d p} \phi(p)=x \phi(p)  \tag{10.57}\\
& \hat{p} \phi(p) \rightarrow p \phi(p)=p_{0} \phi(p) \tag{10.47}
\end{align*}
$$

Incidentally, the eigensolutions to Equations 10.48 and 10.57 are Fourier transforms of one another,

$$
\begin{equation*}
\psi(x)=e^{\frac{j}{\hbar} p x} \quad \text { and } \quad \phi(p)=e^{-\frac{j}{\hbar} p x} \tag{10.58}
\end{equation*}
$$

while the solutions to Equations 10.56 and 10.47 are improper functions,

$$
\begin{equation*}
\psi(x)=\delta\left(x-x_{0}\right) \quad \text { and } \quad \phi(p)=\delta\left(p-p_{0}\right) \tag{10.59}
\end{equation*}
$$

Position-Space Eigenvalue Equations

Momentum-Space Eigenvalue Equations
which vanish everywhere except for $x=x_{0}$ and $p=p_{0}$. The eigenfunctions expressed by Equation 10.59 are exactly what we need for a wave function where the square of the probability amplitude is to represent the relative probability that the associated particle will be found at a particular point $x_{0}$ or have a particular momentum $p_{0}$. If there is no uncertainty in our knowledge that the particle is at the position $x_{0}$, then the state function must vanish at all other points for which $x \neq x_{0}$.

It is now possible to show why the expectation value of a physical variable is defined by

$$
\begin{equation*}
\langle Q\rangle \equiv \int_{-\infty}^{+\infty} \Psi^{*} Q \Psi d x \tag{10.29}
\end{equation*}
$$

instead of the alternatives

$$
\begin{align*}
& \langle Q\rangle=\int_{-\infty}^{+\infty} Q \Psi^{*} \Psi d x  \tag{10.60a}\\
& \langle Q\rangle=\int_{-\infty}^{+\infty} \Psi^{*} \Psi Q d x . \tag{10.60b}
\end{align*}
$$

Clearly, if $Q=p$, Equation 10.60a gives

$$
\begin{aligned}
\langle p\rangle & =-j \hbar \int_{-\infty}^{+\infty} \frac{\partial}{\partial x}\left(\Psi^{*} \Psi\right) d x \\
& =-j \hbar \int_{-\infty}^{+\infty} d\left(\Psi^{*} \Psi\right) \\
& =-\left.j \hbar\left(\Psi^{*} \Psi\right)\right|_{-\infty} ^{+\infty} \\
& =0,
\end{aligned}
$$

since well behaved wave functions and their complex conjugates must vanish at $x= \pm \infty$. In the case of the second alternative (Equation 10.60b) we have

$$
\langle p\rangle=-j \hbar \int_{-\infty}^{+\infty} \Psi^{*} \Psi \frac{\partial}{\partial x} d x,
$$

which is mathematically absurd. Thus, the expectation value given by Equations 10.29 and 10.32 are the only appropriate definitions for vari-
ables that behave as operators in the position or momentum representations. Of course, for quantities like $x$ and $V(x)$ in the position representation or $p$ in the momentum representation, the order of factors in the integrand is immaterial, but for differential operators, the defining order for the wave functions and the operator must be preserved.

## Momentum Eigenvalues of a Free Particle in a One-Dimensional Box

Before leaving this section to consider energy operators in quantum mechanics, it might prove beneficial to apply our results for the one-dimensional momentum operator (Equation 10.46) and the associated momentum eigenvalue (Equation 10.48) to the problem of a free particle in a box discussed in Section 9.7. For this problem we found the normalized eigenfunctions to Schrödinger's eigenvalue equation to be of the form

$$
\begin{equation*}
\psi_{n}(x)=j \sqrt{\frac{2}{L}} \sin \frac{n \pi x}{L} \tag{9.79}
\end{equation*}
$$

with associated quantized energy eigenvalues given by

$$
\begin{equation*}
E_{n}=n^{2} \frac{\pi^{2} \hbar^{2}}{2 m L^{2}} \tag{9.80}
\end{equation*}
$$

It should be apparent that the momentum eigenvalue equation (Equation 10.48) can be expressed as

$$
\begin{equation*}
-j \hbar \frac{d \psi_{n}}{d x}=p_{n} \psi_{n} \tag{10.61}
\end{equation*}
$$

where $p_{n}$ denotes the quantized momentum eigenvalues. Clearly, the energy eigenfunctions of Equation 9.79 are not solutions to Equation 10.61, as

$$
-j \hbar \frac{d \psi_{n}}{d x}=-j \hbar j \sqrt{\frac{2}{L}} \frac{n \pi}{L} \cos \frac{n \pi x}{L} \neq p_{n} \psi_{n}
$$

The correct solution to Equation 10.61 is suggested by Equation 9.80 and the relation $E_{n}=p_{n}^{2} / 2 m$. Since $E_{n}$ in Equation 9.80 is constant for any given value of $n$, then the quantized momentum eigenvalues given by

Momentum Eigenvalues

$$
\begin{equation*}
p_{n}= \pm \sqrt{2 m E_{n}}= \pm \frac{n \pi \hbar}{L} \tag{10.62}
\end{equation*}
$$

are constant for a given value of $n$. Thus, Equation 10.61 can be expressed as

$$
\begin{aligned}
\int_{0}^{\psi_{n}} \frac{1}{\psi_{n}} d \psi_{n} & =\frac{j}{\hbar} p_{n} \int_{0}^{x} d x \\
& = \pm \frac{j n \pi}{L} \int_{0}^{x} d x
\end{aligned}
$$

which upon integration and exponentiation yields

$$
\psi_{n}=e^{ \pm j n \pi x / L} .
$$

The normalized momentum eigenfunctions are of the form
Normalized Momentum Eigenfunctions

$$
\begin{equation*}
\psi_{n}(x)=\sqrt{\frac{1}{L}} e^{ \pm j n \pi x / L} \tag{10.63}
\end{equation*}
$$

since the normalization condition

$$
\int_{0}^{L} \psi_{n}^{*} *(x) \psi_{n}(x) d x=1
$$

is obviously satisfied. The $\pm$ sign in the exponential of Equation 10.63 means that we have the two eigenfunctions

Normalized Momentum Eigenfunctions
and

$$
\begin{align*}
& \psi_{n}^{+}=\sqrt{\frac{1}{L}} e^{+j n \pi x / L}  \tag{10.64a}\\
& \psi_{n}^{-}=\sqrt{\frac{1}{L}} e^{-j n \pi x / L} \tag{10.64b}
\end{align*}
$$

as solutions to the momentum eigenvalue equation (Equation 10.61). These eigenfunctions represent plane waves traveling in the positive and negative $x$-directions, respectively, and they are obvious solutions to Equa-
tion 10.61. That is, substitution of Equations 10.64a and 10.64 b separately into Equation 10.61 yields

$$
\begin{aligned}
& p_{n}^{+}=+\frac{n \pi \hbar}{L}, \\
& p_{n}^{-}=-\frac{n \pi \hbar}{L},
\end{aligned}
$$

which are in agreement with the momentum eigenvalues for the free particle in a box expressed by Equation 10.62. These momentum eigenvalues reflect the fact that the particle is moving back and forth between $x=0$ and $x=L$. This means that the particle's momentum expectation value $\langle p\rangle$ should be zero, since its average momentum for a given value of $n$ is clearly

$$
p_{\mathrm{AVG}}=\frac{1}{2}\left(\frac{+n \pi \hbar}{L}+\frac{-n \pi \hbar}{L}\right)=0
$$

As a last point of interest, it should be noted that the energy eigenfunction (Equation 9.79) can be represented by a linear combination of the two momentum eigenfunctions by the relation

$$
\frac{\sqrt{2}}{2 j}\left(\psi_{n}^{+}-\psi_{n}^{-}\right)=\sqrt{\frac{2}{L}} \sin \frac{n \pi x}{L},
$$

which along with Equations 10.64 a and 10.64 b suggests an alternative form for the momentum eigenfunctions.

$$
\begin{align*}
& \psi_{n}^{+}=\frac{1}{2 j} \sqrt{\frac{2}{L}} e^{+j n \pi x / L},  \tag{10.65a}\\
& \psi_{n}^{-}=\frac{1}{2 j} \sqrt{\frac{2}{L}} e^{-j n \pi x / L} . \tag{10.65b}
\end{align*}
$$
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### 10.4 Example: Expectation Values in Position and Momentum Space

Before going any further in the development of the theory of quantum mechanics, an example of position and momentum expectation values in both representations will be considered, which should clarify the meaning
of the previous sections. A wave function in the momentum representation is considered to be given by

$$
\begin{equation*}
\Phi_{u}(p, 0)=\phi_{u}(p)=e^{-p^{2} \mid 2 d^{2} \hbar^{2}}, \tag{10.66}
\end{equation*}
$$

where time has been suppressed $(t \equiv 0)$ and the $u$-subscript denotes an unnormalized state function. Preferring to work with normalized wave functions, we write down the normalization integral and perform the obvious substitution from Equation 10.66:

$$
\begin{aligned}
1 & =\int_{-\infty}^{+\infty} \phi_{u}^{*}(p) \phi_{u}(p) d p \\
& =\int_{-\infty}^{+\infty} e^{-p^{2} / d^{2} \hbar^{2}} d p
\end{aligned}
$$

This integral is of the form

$$
\begin{equation*}
\int_{-\infty}^{+\infty} e^{-a u^{2}} d u=\sqrt{\frac{\pi}{a}} \tag{10.67}
\end{equation*}
$$

given Appendix A, Section A.10, whence the integral above yields

$$
\int_{-\infty}^{+\infty} e^{-p^{2} / d^{2} \hbar^{2}} d p=d \hbar \pi^{1 / 2} .
$$

A comparison of this result with the normalization integral gives
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$$
\begin{equation*}
\phi(p)=\left(\frac{1}{d \hbar \pi^{1 / 2}}\right)^{1 / 2} e^{-p^{2} / 2 d^{2} \hbar^{2}} \tag{10.68}
\end{equation*}
$$

for the properly normalized eigenfunction. Since this eigenfunction is appropriate for the momentum representation, the expectation values of momentum and the square of momentum can now be easily determined. We have for the former from Equations 10.32 and 10.68

$$
\begin{aligned}
\langle p\rangle & =\int_{-\infty}^{+\infty} \Phi^{*}(p, 0) p \Phi(p, 0) d p \\
& =\int_{-\infty}^{+\infty} \phi^{*}(p) p \phi(p) d p
\end{aligned}
$$

$$
\begin{align*}
& =\frac{1}{d \hbar \pi^{1 / 2}} \int_{-\infty}^{+\infty} p e^{-p^{2} / d^{2} \hbar^{2}} d p \\
& =0 \tag{10.69}
\end{align*}
$$

The integral above was evaluated by recalling that every odd function integrated between symmetric limits vanishes, where a function $f(x)$ is odd if and only if

$$
f(x)=-f(-x)
$$

(10.70a) Odd Function
and even if and only if

$$
f(x)=+f(-x)
$$

(10.70b) Even Function

The determination of the expectation value of $p^{2}$ is also easily accomplished by using Equations 10.32 and 10.68. That is,

$$
\begin{align*}
\left\langle p^{2}\right\rangle & =\int_{-\infty}^{+\infty} \Phi *(p, 0) p^{2} \Phi(p, 0) d p \\
& =\int_{-\infty}^{+\infty} \phi^{*}(p) p^{2} \phi(p) d p \\
& =\frac{1}{d \hbar \pi^{1 / 2}} \int_{-\infty}^{+\infty} p^{2} e^{-p^{2} / d^{2} \hbar^{2}} d p \tag{10.71}
\end{align*}
$$

where the integral is of the general form (see Appendix A, Section A.10)

$$
\begin{equation*}
\int_{-\infty}^{+\infty} u^{2 n} e^{-a u^{2}} d u=\sqrt{\frac{\pi}{a}}\left(\frac{1}{2} \cdot \frac{3}{2} \cdots \frac{2 n-1}{2}\right) a^{-n} \tag{10.72}
\end{equation*}
$$

With $n=1$ and $a=(1 / d \hbar)^{2}$ in this equation, Equation 10.71 becomes

$$
\begin{align*}
\left\langle p^{2}\right\rangle & =\frac{1}{d \hbar \pi^{1 / 2}}\left(\pi d^{2} \hbar^{2}\right)^{1 / 2}\left(\frac{1}{2}\right)\left(d^{2} \hbar^{2}\right) \\
& =\frac{1}{2} d^{2} \hbar^{2} \tag{10.73}
\end{align*}
$$

We could go further and determine the expectation values of $x$ and $x^{2}$ by using Equations $10.29,10.53$, and 10.68 , but we attempt to edify by
first obtaining the appropriate eigenfunction in the position representation. The problem is simply to obtain $\psi(x)$ by finding the Fourier transform of $\phi(p)$. We begin by substituting Equation 10.68 into Equation 10.16 to obtain

$$
\psi(x)=\left(\frac{1}{2 d \pi^{3 / 2} \hbar^{2}}\right)^{1 / 2} \int_{-\infty}^{+\infty} e^{-p^{2} / 2 d^{2} \hbar^{2}} e^{\frac{j}{\hbar}} p x \text {. } d p .
$$

This integral is of the form

$$
\begin{equation*}
\int_{-\infty}^{+\infty} e^{-a u^{2}} e^{c u} d u=\sqrt{\frac{\pi}{a}} e^{c^{2} / 4 a} \tag{10.74}
\end{equation*}
$$

given in Appendix A, Section A. 10 , so with $a=1 / 2 d^{2} \hbar^{2}, c=j x / \hbar$, and a bit of algebraic simplification we obtain
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$$
\begin{equation*}
\psi(x)=\left(\frac{d}{\pi^{1 / 2}}\right)^{1 / 2} e^{-d^{2} x^{2} / 2} \tag{10.75}
\end{equation*}
$$

This eigenfunction in the position representation is the Fourier transform of the eigenfunction $\phi(p)$ given in Equation 10.68. Since $\phi(p)$ is normalized, $\psi(x)$ should also be normalized. As a check we consider

$$
\begin{aligned}
1 & =\int_{-\infty}^{+\infty} \Psi *(x, 0) \Psi(x, 0) d x \\
& =\int_{-\infty}^{+\infty} \psi^{*}(x) \psi(x) d x \\
& =\frac{d}{\pi^{1 / 2}} \int_{-\infty}^{+\infty} e^{-d^{2} x^{2}} d x \\
& =\frac{d}{\pi^{1 / 2}} \sqrt{\frac{\pi}{d^{2}}} \\
& =1
\end{aligned}
$$

where Equation 10.67 has been used in evaluating the integral.
With the normalized eigenfunction in position-space given by Equation 10.75 , it becomes an easy task to determine expectation values of $x$
and $x^{2}$. Using Equations 10.29 and 10.75 , we obtain

$$
\begin{align*}
\langle x\rangle & =\int_{-\infty}^{+\infty} \Psi^{*}(x, 0) x \Psi(x, 0) d x \\
& =\int_{-\infty}^{+\infty} \psi^{*}(x) x \psi(x) d x \\
& =\frac{d}{\pi^{1 / 2}} \int_{-\infty}^{+\infty} x e^{-d^{2} x^{2}} d x \\
& =0 \tag{10.76}
\end{align*}
$$

where the integrand has been observed to be an odd function of $x$. In a similar manner, $\left\langle x^{2}\right\rangle$ is given by

$$
\begin{align*}
\left\langle x^{2}\right\rangle & =\int_{-\infty}^{+\infty} \psi^{*}(x) x^{2} \psi(x) d x \\
& =\frac{d}{\pi^{1 / 2}} \int_{-\infty}^{+\infty} x^{2} e^{-d^{2} x^{2}} d x \\
& =\frac{d}{\pi^{1 / 2}}\left(\frac{\pi}{d^{2}}\right)^{1 / 2}\left(\frac{1}{2}\right)\left(\frac{1}{d^{2}}\right) \\
& =\frac{1}{2 d^{2}} \tag{10.77}
\end{align*}
$$

where the integral was evaluated using Equation 10.72. As a point of interest, for $\langle x\rangle=0$ the root-mean-square, $\left\langle x^{2}\right\rangle^{1 / 2}$, of the position variable indicates the deviation about the average, which would be observed in measuring the position of the particle. In a case where $\langle x\rangle \neq 0$, the standard deviation, $\left(\left\langle x^{2}\right\rangle-\langle x\rangle^{2}\right)^{1 / 2}$, is the measure of such deviations about the average. Such comments are equally applicable for the expectation value of momentum.

From the above considerations it should be obvious that the expectation values of $x$ and $x^{2}$ are most easily determined by using a normalized eigenfunction in position space, while the momentum representation is more appropriate in determining $\langle p\rangle$ and $\left\langle p^{2}\right\rangle$. From the last section, however, we know that the expectation value of any physical variable can be found with either position-space or momentum-space wave functions. As a last example, illustrating the manner in which expectation values are calculated, we will consider the determination of $\left\langle p^{2}\right\rangle$ in the position representation. Clearly, from the previous sections we have

$$
\begin{equation*}
\left\langle p^{2}\right\rangle=\int_{-\infty}^{+\infty} \psi^{*}(x) \hat{p}^{2} \psi(x) d x \tag{10.78}
\end{equation*}
$$

where the momentum operator is defined by Equation 10.46 and $\psi(x)$ is given by Equation 10.75. With these substitutions, Equation 10.78 becomes

$$
\begin{align*}
\left\langle p^{2}\right\rangle & =-\hbar^{2} \int_{-\infty}^{+\infty} \psi^{*}(x) \frac{d^{2}}{d x^{2}} \psi(x) d x \\
& =-\frac{d \hbar^{2}}{\pi^{1 / 2}} \int_{-\infty}^{+\infty} e^{-d^{2} x^{2} / 2} \frac{d^{2}}{d x^{2}} e^{-d^{2} x^{2} / 2} d x \\
& =\frac{d^{3} \hbar^{2}}{\pi^{1 / 2}} \int_{-\infty}^{+\infty} e^{-d^{2} x^{2} / 2} \frac{d}{d x}\left(x e^{-d^{2} x^{2} / 2}\right) d x \\
& =\frac{d^{3} \hbar^{2}}{\pi^{1 / 2}}\left(\int_{-\infty}^{+\infty} e^{-d^{2} x^{2} / 2} d x-d^{2} \int_{-\infty}^{+\infty} x^{2} e^{-d^{2} x^{2}} d x\right) \\
& =\frac{d^{3} \hbar^{2}}{\pi^{1 / 2}}\left(\frac{\pi^{1 / 2}}{d}-d^{2} \frac{\pi^{1 / 2}}{d} \frac{1}{2} \frac{1}{d^{2}}\right) \\
& =\frac{1}{2} d^{2} \hbar^{2} \tag{10.79}
\end{align*}
$$

where the integrals were evaluated using Equations 10.67 and 10.72. A quick comparison of this result with Equation 10.73 shows that the expectation value of $p^{2}$ when determined in the position representation is the same when it is determined in the momentum representation. However, it should be observed that the former evaluation was considerably easier, mathematically, than the latter.

## Linear Harmonic Oscillator

Although the eigenfunction of this section has been most useful in illustrative examples for finding expectation values and a Fourier transform, it was not chosen arbitrarily. It is in fact the ground state eigenfunction for the linear harmonic oscillator. To verify this fact, recall from Chapter 7, Section 7.6 that

$$
\begin{equation*}
V=\frac{1}{2} k x^{2}, \tag{7.91}
\end{equation*}
$$

where the wave number $k$ is related to the angular frequency $\omega$ of the oscillator by

$$
\begin{equation*}
k=m \omega^{2} . \tag{7.95}
\end{equation*}
$$

This equation is easily determined, since for the conservative force $\mathrm{F}=$ $-k x$ (Hooke's law) of the harmonic oscillator, $T_{\max }=V_{\max } \rightarrow \frac{1}{2} m v^{2}=$ $\frac{1}{2} k x^{2} \rightarrow m x^{2} \omega^{2}=k x^{2} \rightarrow k=m \omega^{2}$. Using the two relations given above, the steady-state Schrödinger equation takes the form

$$
-\frac{\hbar^{2}}{2 m} \frac{d^{2} \psi}{d x^{2}}+\frac{m \omega^{2} x^{2}}{2} \psi(x)=E \psi(x),
$$

which can be rearranged in the form

$$
\begin{equation*}
\frac{d^{2} \psi}{d x^{2}}-\left(\frac{m \omega}{\hbar}\right)^{2} x^{2} \psi(x)=-\frac{2 m E}{\hbar^{2}} \psi(x) . \tag{10.80}
\end{equation*}
$$

Now, direct substitution of $\psi(x)$ given in Equation 10.75 should yield a relation for the ground state energy eigenvalue. That is, with

$$
\begin{aligned}
\frac{d^{2} \psi}{d x^{2}} & =\frac{d}{d x} \frac{d}{d x}\left[\left(\frac{d}{\pi^{1 / 2}}\right)^{1 / 2} e^{-d^{2} x^{2} / 2}\right] \\
& =\frac{d}{d x}\left[-d^{2} x \psi(x)\right] \\
& =-d^{2} \psi(x)+d^{4} x^{2} \psi(x)
\end{aligned}
$$

substituted into Equation 10.80, we obtain

$$
\begin{equation*}
-d^{2} \psi+d^{4} x^{2} \psi-\left(\frac{m \omega}{\hbar}\right)^{2} x^{2} \psi=-\frac{2 m E}{\hbar^{2}} \psi . \tag{10.81}
\end{equation*}
$$

For this equation to be satisfied for all values of $x$, the terms involving $x^{2}$ must sum to zero. This required the parameter $d$ to be equated with $(m \omega / \hbar)^{1 / 2}$, that is

$$
\begin{equation*}
d^{2}=\frac{m \omega}{\hbar} . \tag{10.82}
\end{equation*}
$$

Thus, cancelling the common factor $\psi(x)$ in Equation 10.81 and substituting Equation 10.82 yields

$$
-d^{2}=-\frac{2 m E}{\hbar^{2}}
$$

which when solved for $E$ gives

$$
\begin{align*}
E & =\frac{d^{2} \hbar^{2}}{2 m} \\
& =\frac{m \omega}{\hbar} \frac{\hbar^{2}}{2 m} \\
& =\frac{\hbar \omega}{2} \\
& =\frac{1}{2} h \nu . \tag{10.83}
\end{align*}
$$

This result is identical to that obtained in Chapter 7, Section 7.3 (Equation 7.42) for an orbiting electron about an atomic nucleus. It is different than Equation 7.101, obtained by the Wilson-Sommerfeld quantization rule in Section 7.6 , since in that derivation we were considering a purely classical harmonic oscillator.

The quantum mechanical harmonic oscillator has not been considered in rigorous detail because the general methods of finding the eigenfunction solutions to Schrödinger's equation (Equation 10.80) are beyond the mathematical level of this text. Although not terribly difficult, the general solution to Equation 10.80 involves Hermite polynomials, which are normally introduced to students in advanced mathematics. We can, however, guess at the general form of the energy eigenvalues, by realizing the energy levels are equally spaced (see Equation 7.101) for the classical oscillator. Assuming this to be equally valid for the quantum mechanical oscillator, the relation
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$$
\begin{equation*}
E_{n}=\left(n+\frac{1}{2}\right) h v \tag{10.84}
\end{equation*}
$$

satisfies this requirement and Equation 10.83 for $n=0,1,2,3, \cdots$. That is, at $n=0$, the ground state or zero point energy is correctly predicted by Equation 10.84 to be that given by Equation 10.83.

## I0.5 Energy Operators

The total energy $E$ for a quantum mechanical particle is expected to behave like a differential operator, since for a free particle of constant energy, $E$ is directly proportional to the square of momentum, which is a quantum
mechanical operator. We could find the energy operator of quantum mechanics by determining its expectation value $\langle E\rangle$ using a method similar to that detailed for $\langle p\rangle$, where the free particle wave function in momentum space (Equation 10.20) was employed along with the properties of the Dirac delta function. Now, however, it is considerably easier to capitalize on the wave functions of position and momentum space given by Equations 10.18 and 10.19 . That is, for the one-dimensional free particle wave function in the position representation given by Equation 10.18, $\langle E\rangle$ is just

$$
\begin{align*}
\langle E\rangle & =\int_{-\infty}^{+\infty} \Psi^{*}(x . t) E \Psi(x, t) d x \\
& =\int_{-\infty}^{+\infty} \psi^{*}(x) e^{+\frac{j}{\hbar} E t} E \psi(x) e^{-\frac{j}{\hbar} E t} d x \\
& =\int_{-\infty}^{+\infty} \psi^{*}(x) e^{+\frac{j}{\hbar} E t}\left(j \hbar \frac{\partial}{\partial t}\right) \psi(x) e^{-\frac{j}{\hbar} E t} d x \\
& =\int_{-\infty}^{+\infty} \Psi^{*}(x, t)\left(j \hbar \frac{\partial}{\partial t}\right) \Psi(x, t) d x \tag{10.85}
\end{align*}
$$

where the third equality has been obtained from

$$
\begin{aligned}
\frac{\partial}{\partial t} \Psi(x, t) & =\frac{\partial}{\partial t}\left(\psi(x) e^{-\frac{j}{\hbar} E t}\right) \\
& =-\frac{j}{\hbar} E \psi(x) e^{-\frac{j}{\hbar} E t}
\end{aligned}
$$

by solving for

$$
\begin{equation*}
E \psi(x) e^{-\frac{j}{\hbar} E t}=\left(j \hbar \frac{\partial}{\partial t}\right) \Psi(x, t) . \tag{10.68}
\end{equation*}
$$

The result of Equation 10.85 suggests that the total energy $E$ behaves like a differential operator in quantum mechanics. Thus, we define the energy operator in position space by

$$
\begin{equation*}
\hat{E} \equiv j \hbar \frac{\partial}{\partial t} . \tag{10.87}
\end{equation*}
$$

Clearly, the energy eigenvalue equation in the position representation is given by

$$
\begin{equation*}
\hat{E} \psi^{\prime}(t) \rightarrow j \hbar \frac{d}{d t} \psi^{\prime}(t)=E \psi^{\prime}(t), \tag{10.88}
\end{equation*}
$$

where the eigenfunction solution is of the form

$$
\begin{equation*}
\psi^{\prime}(t)=e^{-\frac{j}{\hbar} E t} \tag{10.89}
\end{equation*}
$$

The energy operator in the momentum representation can be found by using similar arguments to those presented above. That is, using Equation 10.19 we have

$$
\begin{align*}
\langle E\rangle & =\int_{-\infty}^{+\infty} \Phi *(p, t) E \Phi(p, t) d p \\
& =\int_{-\infty}^{+\infty} \phi^{*}(p) e^{-\frac{j}{\hbar} E t} E \phi(p) e^{\frac{j}{\hbar} E t} d p \\
& =\int_{-\infty}^{+\infty} \Phi^{*}(p, t)\left(-j \hbar \frac{\partial}{\partial t}\right) \Phi(p, t) d p \tag{10.90}
\end{align*}
$$

so the momentum-space energy operator is

Energy Operator in Momentum - Space

$$
\begin{equation*}
\hat{E} \equiv-j \hbar \frac{\partial}{\partial t} . \tag{10.91}
\end{equation*}
$$

In this case the corresponding eigenvalue equation is given by

$$
\begin{equation*}
\hat{E} \phi^{\prime}(t) \rightarrow-j \hbar \frac{d}{d t} \phi^{\prime}(t)=E \phi^{\prime}(t) \tag{10.92}
\end{equation*}
$$

having the solution

$$
\begin{equation*}
\phi^{\prime}(t)=e^{+\frac{j}{\hbar} E t} . \tag{10.93}
\end{equation*}
$$

## Hamiltonian Operator

In advanced classical mechanics the total energy for a conservative system is called the Hamiltonian and given by

$$
H=T+V,
$$

(10.94) Hamiltonian
where $T$ is the kinetic energy and $V$ is the potential energy. Since kinetic energy can be expressed in terms of the momentum ( $T=p^{2} / 2 m$ ), we can obtain the kinetic energy operator in position space from the momentum operator given in Equation 10.46 as

$$
\begin{aligned}
\hat{T} & \equiv \frac{\hat{p}^{2}}{2 m} \\
& =\frac{1}{2 m}\left(-j \hbar \frac{\partial}{\partial x}\right)^{2} \\
& =-\frac{\hbar^{2}}{2 m} \frac{\partial^{2}}{\partial x^{2}} .
\end{aligned}
$$

(10.95) Kinetic Energy Operator

Thus, the Hamiltonian of Equation 10.94 can be regarded as an operator defined by

$$
\hat{H} \equiv \frac{\hat{p}^{2}}{2 m}+\hat{V}(\hat{x}, t)
$$

(10.96) Hamiltonian Operator
in terms of the momentum and position operators. It should be emphasized that the potential energy is an operator because of its dependence on the position operator. Further, since the Hamiltonian of Equation 10.94 is in general equivalent to the total mechanical energy,

$$
\begin{equation*}
H=E \text {, } \tag{10.97}
\end{equation*}
$$

it is evident that the time-dependent Schrödinger equation can be expressed as

$$
\begin{equation*}
\hat{H} \Psi(x, t)=\hat{E} \Psi(x, t) . \tag{10.98}
\end{equation*}
$$

That is, from the operator properties for $H$ and $E$ above we have the onedimensional equation

$$
\left[\frac{\hat{p}^{2}}{2 m}+\hat{V}(x, t)\right] \Psi(x, t)=\hat{E} \Psi(x, t),
$$

which from Equations 10.95 and 10.87 becomes

$$
\begin{equation*}
\left[-\frac{\hbar^{2}}{2 m} \frac{\partial^{2}}{\partial x^{2}}+V(x, t)\right] \Psi(x, t)=j \hbar \frac{\partial \Psi}{\partial t} . \tag{9.10}
\end{equation*}
$$

Further, if the potential energy is time-independent, $V=V(x)$, then Equation 10.97 suggests that

$$
\begin{equation*}
\hat{H} \psi(x)=E \psi(x) . \tag{10.99}
\end{equation*}
$$

Thus, the time-independent or steady-state Schrödinger equation is directly obtained by substituting from Equation 10.96 for $V(x, t)=V(x)$,

$$
\left[\frac{\hat{p}^{2}}{2 m}+\hat{V}(x)\right] \psi(x)=E \psi(x)
$$

and realizing the operator equivalence of $p$ :

$$
\begin{equation*}
\left[-\frac{\hbar^{2}}{2 m} \frac{d^{2}}{d x^{2}}+V(x)\right] \psi(x)=E \psi(x) \tag{9.29}
\end{equation*}
$$

Since Schrödinger's equations are regarded as fundamental postulates of quantum mechanics, the above arguments demonstrate that the energy and momentum operator definitions are fundamental postulates. It is important in this and the last section to realize that energy $E$, momentum $p$, and position $x$ can be replaced by their corresponding differential operators in an equation. These substitutional properties will be fully utilized in the next section to demonstrate Bohr's correspondence principle in quantum mechanics.

## I0.6 Correspondence between Quantum and Classical Mechanics

In 1924 Niels Bohr proposed that all new theories of physics must reduce to the well-known corresponding classical theory in the limit to which the classical theory is known to be valid. This requirement is known as Bohr's correspondence principle, which was originally introduced in Chapter 1, Section 1.6. As we have already seen in Chapters 2 to 4, Einstein's special theory of relativity constitutes a new theory of physics which obeys Bohr's principle. Originally, Bohr proposed that this principle must be obeyed by quantum mechanics in the limit that the objects of consideration are macro
instead of micro in size. That is, in the limit of large objects, the theory of quantum mechanics must reduce to classical physics. Indeed, as will be demonstrated by examples below, Newtonian mechanics is only an approximation of quantum mechanics, when the average motion of a wave packet described by a wave function solution to Schrödinger's equation is considered.

As a first example of the correspondence principle, we will utilize the Schrödinger equation and the concept of expectation (average) values to derive the classical equation defining momentum in the form

$$
\begin{equation*}
\langle p\rangle=m \frac{d\langle x\rangle}{d t} \tag{10.100}
\end{equation*}
$$

Clearly, from the definition of momentum as an operator in position space (Equation 10.46) and the defining equation for an expectation value (Equation 10.29 or Equation 10.33) we have

$$
\begin{align*}
\langle p\rangle & =\int_{-\infty}^{+\infty} \Psi^{*}(x, t) \hat{p} \Psi(x, t) d x \\
& =-j \hbar \int_{-\infty}^{+\infty} \Psi^{*}(x, t) \frac{\partial}{\partial x} \Psi(x, t) d x \tag{10.101}
\end{align*}
$$

where we have assumed normalized wave functions for simplicity in writing $\langle p\rangle$. This is as far as we need to go with the left-hand side of Equation 10.100, so we turn our attention to the right-hand side. Considering the first order time derivative of the expectation value of position, we have

$$
\begin{align*}
\frac{d\langle x\rangle}{d t} & =\frac{d}{d t} \int_{-\infty}^{+\infty} \Psi^{*}(x, t) x \Psi(x, t) d x \\
& =\int_{-\infty}^{+\infty}\left(\frac{\partial \Psi^{*}}{\partial t} x \Psi+\Psi^{*} x \frac{\partial \Psi}{\partial t}\right) d x \tag{10.102}
\end{align*}
$$

where the partial derivative with respect to time has been used in the second equality, since the wave function depends on both position and time variables. This equation can be transformed by using Schrödinger's equation and its complex conjugate,

$$
\begin{align*}
\frac{\partial \Psi}{\partial t} & =\frac{j \hbar}{2 m} \frac{\partial^{2} \Psi}{\partial x^{2}}-\frac{j}{\hbar} V \Psi  \tag{9.45a}\\
\frac{\partial \Psi^{*}}{\partial t} & =-\frac{j \hbar}{2 m} \frac{\partial^{2} \Psi^{*}}{\partial x^{2}}+\frac{j}{\hbar} V \Psi^{*} \tag{9.45b}
\end{align*}
$$

into the form

$$
\begin{equation*}
\frac{d\langle x\rangle}{d t}=\frac{j \hbar}{2 m} \int_{-\infty}^{+\infty}\left(\Psi^{*} x \frac{\partial^{2} \Psi}{\partial x^{2}}-\frac{\partial^{2} \Psi^{*}}{\partial x^{2}} x \Psi\right) d x \tag{10.103}
\end{equation*}
$$

To simplify this equation we need only consider the following:

$$
\begin{align*}
\int_{-\infty}^{+\infty} \frac{\partial}{\partial x}\left(\Psi^{*} x\right. & \left.x \frac{\partial \Psi}{\partial x}-\frac{\partial \Psi^{*}}{\partial x} x \Psi\right) d x=\int_{-\infty}^{+\infty}\left(\frac{\partial \Psi^{*}}{\partial x} x \frac{\partial \Psi}{\partial x}-\frac{\partial \Psi^{*}}{\partial x} x \frac{\partial \Psi}{\partial x}\right) d x \\
& +\int_{-\infty}^{+\infty}\left(\Psi^{*} \frac{\partial \Psi}{\partial x}-\frac{\partial \Psi^{*}}{\partial x} \Psi\right) d x \\
& +\int_{-\infty}^{+\infty}\left(\Psi^{*} x \frac{\partial^{2} \Psi}{\partial x^{2}}-\frac{\partial^{2} \Psi^{*}}{\partial x^{2}} x \Psi\right) d x \tag{10.104}
\end{align*}
$$

The integral on the left-hand side of Equation 10.104 is just

$$
\int_{-\infty}^{+\infty} d\left(\Psi^{*} x \frac{\partial \Psi}{\partial x}-\frac{\partial \Psi^{*}}{\partial x} x \Psi\right)=\left.\left(\Psi^{*} x \frac{\partial \Psi}{\partial x}-\frac{\partial \Psi^{*}}{\partial x} x \Psi\right)\right|_{-\infty} ^{+\infty}=0
$$

since the wave function solution and their derivatives must vanish at $x=$ $\pm \infty$. Further, as the first integral on the right-hand side of Equation 10.104 is obviously zero, we have

$$
\begin{align*}
\int_{-\infty}^{+\infty}\left(\Psi^{*} x \frac{\partial^{2} \Psi}{\partial x^{2}}-\frac{\partial^{2} \Psi^{*}}{\partial x^{2}}\right. & x \Psi) d x \\
& =-\int_{-\infty}^{+\infty}\left(\Psi^{*} \frac{\partial \Psi}{\partial x}-\frac{\partial \Psi^{*}}{\partial x} \Psi\right) d x \tag{10.105}
\end{align*}
$$

which transforms Equation 10.103 into

$$
\begin{equation*}
\frac{d\langle x\rangle}{d t}=-\frac{j \hbar}{2 m} \int_{-\infty}^{+\infty}\left(\Psi^{*} \frac{\partial \Psi}{\partial x}-\frac{\partial \Psi^{*}}{\partial x} \Psi\right) d x \tag{10.106}
\end{equation*}
$$

Also, since

$$
\begin{aligned}
0 & =\int_{-\infty}^{+\infty} \frac{d}{d x}\left(\Psi^{*} \Psi\right) d x \\
& =\int_{-\infty}^{+\infty} \frac{\partial \Psi^{*}}{\partial x} \Psi d x+\int_{-\infty}^{+\infty} \Psi^{*} \frac{\partial \Psi}{\partial x} d x
\end{aligned}
$$

we have

$$
\begin{equation*}
-\int_{-\infty}^{+\infty} \frac{\partial \Psi^{*}}{\partial x} \Psi d x=\int_{-\infty}^{+\infty} \Psi * \frac{\partial \Psi}{\partial x} d x \tag{10.107}
\end{equation*}
$$

and Equation 10.106 becomes

$$
\begin{align*}
\frac{d\langle x\rangle}{d t} & =-\frac{j \hbar}{2 m} \int_{-\infty}^{+\infty} 2 \Psi^{*} \frac{\partial \Psi}{\partial x} d x  \tag{10.108}\\
& =-\frac{j \hbar}{m} \int_{-\infty}^{+\infty} \Psi^{*} \frac{\partial \Psi}{\partial x} d x
\end{align*}
$$

Now, substitution from Equation 10.101 gives

$$
\frac{d\langle x\rangle}{d t}=\frac{\langle p\rangle}{m},
$$

which is the desired result expressed in Equation 10.100. It is interesting to observe that Equation 10.106 can be expressed in terms of the one-dimensional probability density flux as

$$
\begin{equation*}
\frac{d\langle x\rangle}{d t}=\int_{-\infty}^{+\infty} S(x, t) d x \tag{10.106}
\end{equation*}
$$

and that Equation 10.107 can be expressed in terms of the momentum operator as (multiply by $-j \hbar$ )

$$
\int_{-\infty}^{+\infty}\left(\hat{p}^{*} \Psi^{*}\right) \Psi d x=\int_{-\infty}^{+\infty} \Psi^{*} \hat{p} \Psi d x
$$

(10.109) Hermitian Property

Any operator behaving as $\hat{p}$ in this equation has what is known as a Hermitian property.

It is also straight forward to derive the quantum mechanical equivalent to Newton's second law in the form

$$
\begin{equation*}
\frac{d\langle p\rangle}{d t}=-\left\langle\frac{\partial}{\partial x} V(x, t)\right\rangle \tag{10.110}
\end{equation*}
$$

by using the operator equivalence of momentum. That is,

$$
\begin{align*}
\frac{d\langle p\rangle}{d t} & =\frac{d}{d t} \int_{-\infty}^{+\infty} \Psi^{*} \hat{p} \Psi d x \\
& =-j \hbar \int_{-\infty}^{+\infty} \frac{d}{d t}\left(\Psi^{*} \frac{\partial \Psi}{\partial x}\right) d x \\
& =-j \hbar \int_{-\infty}^{+\infty}\left(\frac{\partial \Psi^{*}}{\partial t} \frac{\partial \Psi}{\partial x}+\Psi^{*} \frac{\partial}{\partial x} \frac{\partial \Psi}{\partial t}\right) d x \tag{10.111}
\end{align*}
$$

Substitution from Schrödinger's equation and its complex conjugate (Equations 9.45a and 9.45b) and rearranging the terms yields

$$
\begin{equation*}
\frac{d\langle p\rangle}{d t}=-\int_{-\infty}^{+\infty} \Psi * \frac{\partial V}{\partial x} \Psi d x-\frac{\hbar^{2}}{2 m} \int_{-\infty}^{+\infty}\left(\frac{\partial^{2} \Psi^{*}}{\partial x^{2}} \frac{\partial \Psi}{\partial x}-\Psi^{*} \frac{\partial^{3} \Psi}{\partial x^{3}}\right) d x \ldots \tag{10.112}
\end{equation*}
$$

The second integral on the right-hand side of this equation is equivalent to

$$
\begin{equation*}
\int_{-\infty}^{+\infty} \frac{d}{d x}\left(\frac{\partial \Psi^{*}}{\partial x} \frac{\partial \Psi}{\partial x}-\Psi^{*} \frac{\partial^{2} \Psi}{\partial x^{2}}\right) d x=0 \tag{10.113}
\end{equation*}
$$

from which we obtain

$$
\begin{equation*}
\frac{\partial^{2} \Psi^{*}}{\partial x^{2}} \frac{\partial \Psi}{\partial x}=\Psi^{*} \frac{\partial^{3} \Psi}{\partial x^{3}} \tag{10.114}
\end{equation*}
$$

Thus, the second integral on the right-hand side of Equation 10.112 reduces to zero and the equation reduces to Newton's second law in the form given by Equation 10.110. It is now trivial to demonstrate Newton's second law in the form

$$
\begin{equation*}
\frac{d\langle p\rangle}{d t}=m \frac{d^{2}\langle x\rangle}{d t^{2}}, \tag{10.115}
\end{equation*}
$$

by taking a time differential of Equation 10.109, assuming $m \neq m(t)$, and equating the result to Equation 10.111.

## Operator Algebra

Although the results above were obtained by rather straight forward arguments involving differential calculus, the method illustrated is somewhat
cumbersome. A far more elegant method is available by capitalizing on the properties of the position, momentum, and Hamiltonian operators. To generalize, imagine a quantum mechanical operator $Q$ to be an explicit function of position and time, $Q=Q(x, t)$. A general identity for the time derivative of the expectation value of $Q$ can be obtained from

$$
\begin{aligned}
\frac{d\langle Q\rangle}{d t} & =\frac{d}{d t} \int_{-\infty}^{+\infty} \Psi^{*} Q \Psi d x \\
& =\int_{-\infty}^{+\infty}\left(\frac{\partial \Psi^{*}}{\partial t} Q \Psi+\Psi^{*} \frac{\partial Q}{\partial t} \Psi+\Psi^{*} Q \frac{\partial \Psi}{\partial t}\right) d x
\end{aligned}
$$

by substitution of Schrödinger's equation in the form

$$
\begin{align*}
& \frac{\partial \Psi}{\partial t}=-\frac{j}{\hbar} H \Psi  \tag{10.116a}\\
& \frac{\partial \Psi^{*}}{\partial t}=+\frac{j}{\hbar} H^{*} \Psi^{*}=\frac{j}{\hbar} \Psi^{*} H, \tag{10.116b}
\end{align*}
$$

to obtain

$$
\begin{equation*}
\frac{d\langle Q\rangle}{d t}=\int_{-\infty}^{+\infty}\left[\Psi^{*} \frac{\partial Q}{\partial t} \Psi+\frac{j}{\hbar}\left(\Psi^{*} H Q \Psi-\Psi^{*} Q H \Psi\right)\right] d x \tag{10.117}
\end{equation*}
$$

It should be noted that this result is also dependent on the Hermitian property of $H$, which was used in obtaining the second equality of Equation 10.116b. By using Equation 10.29 for the expectation value of $Q$ and the definition for the commutator,

$$
\begin{equation*}
[H, Q] \equiv H Q-Q H, \tag{10.118}
\end{equation*}
$$

( $H$ and $Q$ could be any two operators in this defining equation) Equation 10.117 is transformed into

$$
\begin{equation*}
\frac{d\langle Q\rangle}{d t}=\left\langle\frac{\partial Q}{\partial t}\right\rangle+\frac{j}{\hbar}\langle[H, Q]\rangle . \tag{10.119}
\end{equation*}
$$

It should be emphasized that $\langle Q\rangle$ represents an ensemble average of the results of a single measurement of $Q$ on each system of the ensemble. The derivative, $d\langle Q\rangle / d t$, is the time rate of change of this average, which is not the same as $\langle d Q / d t\rangle$. This is easily realized if we imagine $Q=x$, since then $\langle d x / d t\rangle$ represents the average of velocity measurements made on each sys-
tem of the ensemble, but velocity operators simply do not occur in nonrelativistic quantum mechanics. Also, if the operator $Q$ is not an explicit function of time, the generalized operator equation (Equation 10.119) reduces to

$$
\begin{equation*}
\frac{d\langle Q\rangle}{d t}=\frac{j}{\hbar}\langle[H, Q]\rangle, \quad Q \neq Q(t) . \tag{10.120}
\end{equation*}
$$

This equation is perfectly valid for $Q=x$ or $Q=p$, since in quantum mechanics position and momentum are time-independent operators.

As an example of the usefulness and ease of application of Equation 10.120 (or Equation 10.119), we will operationally derive Equation 10.100. That is, with $Q=x$, Equation 10.120 gives

$$
\begin{align*}
\frac{d\langle x\rangle}{d t} & =\frac{j}{\hbar}\langle[H, x]\rangle \\
& =\frac{j}{\hbar}\left\langle\left[\left(\frac{p^{2}}{2 m}+V\right), x\right]\right\rangle \\
& =\frac{j}{\hbar}\left\langle\left[\frac{p^{2}}{2 m}, x\right]+[V, x]\right\rangle \\
& =\frac{j}{\hbar}\left\langle\left[\frac{1}{2 m}\left(-j \hbar \frac{\partial}{\partial x}\right), x\right]\right\rangle \\
& =-\frac{j \hbar}{2 m}\left\langle\left[\frac{\partial}{\partial x} \frac{\partial}{\partial x}, x\right]\right\rangle . \tag{10.121}
\end{align*}
$$

This equation can be reduced by realizing

$$
\begin{equation*}
[A B, C]=A[B, C]+[A, C] B \tag{10.122}
\end{equation*}
$$

follows immediately from the definition of the commutator (Equation 10.118). Also, consider

$$
\begin{aligned}
{\left[\frac{\partial}{\partial x}, x\right] A(x) } & =\left(\frac{\partial}{\partial x} x-x \frac{\partial}{\partial x}\right) A \\
& =\frac{\partial}{\partial x} x A-x \frac{\partial A}{\partial x} \\
& =A+x \frac{\partial A}{\partial x}-x \frac{\partial A}{\partial x} \\
& =A(x)
\end{aligned}
$$

which means that

$$
\begin{equation*}
\left[\frac{\partial}{\partial x}, x\right]=1 \tag{10.123}
\end{equation*}
$$

Now, with Equations 10.122 and 10.123 we can transform Equation 10.121 into

$$
\begin{aligned}
\frac{d\langle x\rangle}{d t} & =-\frac{j \hbar}{2 m}\left\langle\frac{\partial}{\partial x}\left[\frac{\partial}{\partial x}, x\right]+\left[\frac{\partial}{\partial x}, x\right] \frac{\partial}{\partial x}\right\rangle \\
& =-\frac{j \hbar}{2 m}\left\langle 2 \frac{\partial}{\partial x}\right\rangle \\
& =\frac{1}{m}\left\langle-j \hbar \frac{\partial}{\partial x}\right\rangle \\
& =\frac{\langle p\rangle}{m}
\end{aligned}
$$

which is identical to Equation 10.100. By using the above techniques, it is also easy to verify the relationship given in Equation 10.110, which is left as an exercise in the problem set. This problem is facilitated by realizing $[V, p]=-[p, V] \neq 0$ and taking note of the derivational procedure leading to Equation 10.123.

### 10.7 Free Particle in a Three-Dimensional Box

The development and application of Schrödinger's quantum mechanics has been primarily restricted to one-dimensional considerations for mathematical simplicity. Physical reality, however, requires an application of quantum theory in three dimensions, which necessitates a generalization of our previous discussions to include position variables in the $y$ and $z$ directions, as well as the $x$-direction. The general character of the eigenfunction solutions to Schrödinger's three-dimensional eigenvalue equation will be illustrated by considering a particle of mass $m$ confined to a three-dimensional box. This problem is but a generalization of the one-dimensional free particle in a box problem considered in Chapter 9, Section 9.7. Now, however, we consider the box to be a cube of edge $L$, with impenetrable walls parallel to the coordinate axes at $x=0, L ; y=0, L ; z=0, L$. By analogy with Equation 10.99, Schrödinger's time-independent equation
in three dimensions can be expressed in the form

$$
\begin{equation*}
\hat{H} \psi(x, y, z)=E \psi(x, y, z) \tag{10.124}
\end{equation*}
$$

where the generalized Hamiltonian operator

$$
\begin{equation*}
\hat{H}=\frac{\hat{\mathbf{p}}^{2}}{2 m}+V(x, y, z) \tag{10.125}
\end{equation*}
$$

is given in terms of the three-dimensional momentum operator

Three-Dimensional Momentum Operator

$$
\begin{equation*}
\hat{\mathbf{p}} \equiv-j \hbar\left(\frac{\partial}{\partial x} \mathbf{i}+\frac{\partial}{\partial y} \mathbf{j}+\frac{\partial}{\partial z} \mathbf{k}\right) . \tag{10.126}
\end{equation*}
$$

Of course, $\hat{\mathbf{p}}^{2}$ in Equation 10.125 is easily obtained from the defining equation of $\hat{\mathbf{p}}$ by taking an inner product of $\hat{\mathbf{p}}$ with itself. That is,

$$
\begin{align*}
\hat{\mathbf{p}}^{2} & =\hat{\mathbf{p}} \cdot \hat{\mathbf{p}} \\
& =-\hbar^{2}\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}+\frac{\partial^{2}}{\partial z^{2}}\right) \\
& =-\hbar^{2} \nabla^{2}, \tag{10.127}
\end{align*}
$$

where the definition for the Laplacian operator $\nabla^{2}$ given in Equation 9.15 has been used in obtaining the second equality. Now, with this result substituted into the Hamiltonian (Equation 10.125) and that result substituted into Schrödinger's eigenvalue equation (Equation 10.124), we obtain

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m} \nabla^{2} \psi(x, y, z)+V(x, y, z) \psi(x, y, z)=E \psi(x, y, z) \tag{10.128}
\end{equation*}
$$

for the steady-state form of Schrödinger's equation in three dimensions. Although obtained here by operational algebra, this result is equivalent to that expressed in Equation 9.30. This equation simplifies for the free particle in a three-dimensional box to

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m} \nabla^{2} \psi(x, y, z)=E \psi(x, y, z), \tag{10.129}
\end{equation*}
$$

since the potential energy $V(x, y, z)$ is restricted to the values $V=0$ inside and $V=\infty$ outside the box. As a result of these values for $V$, the eigen-
function solution to Equation 10.129 has the boundary conditions $\psi(x$, $y, z)=0$ at $x=0$ or $L, y=0$ or $L$, and $z=0$ or $L$.

The form of the eigenfunction solution to Equation 10.129 is suggested by analogy with classical mechanics, where the position coordinates $x, y$, and $z$ for a free particle are considered to be independent variables. Accordingly, we consider a separation of variables and assume the eigenfunction solution to be of the form.

$$
\begin{equation*}
\psi(x, y, z)=\psi_{x}(x) \psi_{y}(y) \psi_{z}(z) . \tag{10.130}
\end{equation*}
$$

Upon substitution of this assumed solution into the eigenvalue equation (Equation 10.129) and division by $\psi_{x}(x) \psi_{y}(y) \psi_{z}(z)$, we obtain

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m}\left(\frac{1}{\psi_{x}} \frac{d^{2} \psi_{x}}{d x^{2}}+\frac{1}{\psi_{y}} \frac{d^{2} \psi_{y}}{d y^{2}}+\frac{1}{\psi_{z}} \frac{d^{2} \psi_{z}}{d z^{2}}\right)=E, \tag{10.131}
\end{equation*}
$$

where the second-order partial derivatives become ordinary derivatives because of the separation of variables assumption. Since each differential term on the left-hand side of this equation is dependent on a different position variable and the right-hand side is a constant, each differential term must be set equal to a different constant. The identification of these constants is easily accomplished by realizing the total energy of the free particle is given by

$$
\begin{align*}
E & =\frac{p^{2}}{2 m} \\
& =\frac{p_{x}^{2}+p_{y}^{2}+p_{z}^{2}}{2 m} \\
& =\frac{\hbar^{2}}{2 m}\left(k_{x}^{2}+k_{y}^{2}+k_{z}^{2}\right), \tag{10.132}
\end{align*}
$$

where de Broglie's momentum postulate has been employed in obtaining the final expression. Thus, a comparison of the last two equations results in

$$
\begin{align*}
& \frac{1}{\psi_{x}} \frac{d^{2} \psi_{x}}{d x^{2}}=-k_{x}^{2},  \tag{10.133a}\\
& \frac{1}{\psi_{y}} \frac{d^{2} \psi_{y}}{d y^{2}}=-k_{y}^{2},  \tag{10.133b}\\
& \frac{1}{\psi_{z}} \frac{d^{2} \psi_{z}}{d z^{2}}=-k_{z}^{2}, \tag{10.133c}
\end{align*}
$$

which are ordinary differential equations of identical form to that given by Equation 9.68 for the one-dimensional free particle in a box. Consequently, the normalized eigenfunction solutions to these equations can be chosen as (see Equation 9.85)

$$
\begin{align*}
& \psi_{x}(x)=\sqrt{\frac{2}{L}} \sin k_{x} x,  \tag{10.134a}\\
& \psi_{y}(y)=\sqrt{\frac{2}{L}} \sin k_{y} y,  \tag{10.134b}\\
& \psi_{z}(z)=\sqrt{\frac{2}{L}} \sin k_{z} z, \tag{10.134c}
\end{align*}
$$

where the values of $k_{x}, k_{y}$, and $k_{z}$ (obtained from the boundary conditions) are quantized and given by the relations

$$
\begin{array}{ll}
k_{x}=\frac{n_{x} \pi}{L}, & n_{x}=1,2,3, \cdots, \\
k_{y}=\frac{n_{y} \pi}{L}, & n_{y}=1,2,3, \cdots, \\
k_{z}=\frac{n_{z} \pi}{L}, & n_{z}=1,2,3, \cdots . \tag{10.135c}
\end{array}
$$

The eigenfunction solutions associated with a particle in a cubical box are now obtained from Equation 10.130 by substitution of Equations 10.134ac. That is,

Normalized
Eigenfunctions

$$
\begin{equation*}
\psi_{n_{x} n_{y} y_{z}}=\sqrt{\frac{8}{V}} \sin k_{x} x \sin k_{y} y \sin k_{z} z \tag{10.136}
\end{equation*}
$$

where $V=L^{3}$ and a subscript notation has been introduced on the eigenfunction to account for the dependence of $k_{x}, k_{y}$, and $k_{z}$ on the quantum numbers $n_{x}, n_{y}$, and $n_{z}$. For each eigenfunction represented in Equation 10.136 there exists an energy eigenvalue given by

Energy Eigenvalues

$$
\begin{equation*}
E_{n x, y y_{z} n_{z}}=\left(n_{x}^{2}+n_{y}^{2}+n_{z}^{2}\right) \frac{\pi^{2} \hbar^{2}}{2 m L^{2}}, \tag{10.137}
\end{equation*}
$$

which is directly obtained by substitution of Equations 10.136 and 10.135 a-c into Equation 10.129 or by substitution of Equations 10.135a-c
into Equation 10.132. From this equation we note a general characteristic of three-dimensional problems, which is the requirement of three principle quantum numbers for the complete specification of each quantum state, as illustrated in Figure 10.1. Also, we note that Equation 10.137 predicts an energy level degeneracy, since, for example, the eigenfunctions $\psi_{112}, \psi_{121}$, and $\psi_{211}$ all describe quantum states with identical energy $E_{112}=E_{121}=E_{211}$. Although these quantum states have identical energy eigenvalues, they have physically different momentum eigenvalues.

## Free Electron Gas in Three Dimensions

An important application of the free particle in a box occurs in solid state physics and electrical engineering by applying the model to describe conduction electrons in a simple metal. As was pointed out in Chapter 9, Section 9.7, conduction electrons in condensed matter behave like a gas of noninteracting particles. As such, we consider a large number $N$ of conduction electrons in a three-dimensional crystal and ignore any interaction of the electrons with the periodic arrangement of the ion cores. This consideration is reasonable since the matter waves associated with a conduc-
$(2,3,3)$ or $(3,2,3)$ or $(3,3,2)$
$(2,2,3)$ or $(2,3,2)$ or $(3,2,2) \quad 5 \frac{2}{3} E_{111}$
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| $\left(E_{111}\right.$ |  |
| $\left(n_{x}, n_{y}, n_{z}\right)$ | $E_{111}$ |

Figure 10.1
A few of the lower permitted energy levels for a free particle in a three dimensional box, with the corresponding level degeneracy indicated.

Periodic
Boundary Conditions
tion electron propagate freely in a periodic structure. Further, the medium can be thought of as unbounded, if we require the eigenfunction to be periodic over a large distance $L$. This means that the particle in a box boundary conditions are replaced by periodic boundary conditions, which are given by

$$
\begin{align*}
& \psi_{x}(x+L)=\psi_{x}(x),  \tag{10.138a}\\
& \psi_{y}(y+L)=\psi_{y}(y),  \tag{10.138b}\\
& \psi_{z}(z+L)=\psi_{z}(z) . \tag{10.318c}
\end{align*}
$$

This method of periodic boundary conditions does not alter the physics of the problem in any essential respect, so long as the system contains a large number $N$ of particles. It allows for the enumeration of quantum states that is equally valid to those expressed in Equations 10.135a-c, although the results are slightly different. To see this, consider the eigenfunction solutions to Equation 10.129 to be of the traveling wave form

$$
\begin{align*}
\psi(\mathbf{r}) & =\sqrt{\frac{1}{V}} e^{\frac{j}{\hbar}(\mathrm{p} \cdot \mathbf{r})} \\
& =\sqrt{\frac{1}{V}} e^{j \mathbf{k} \cdot \mathbf{r}}, \tag{10.139}
\end{align*}
$$

where $V=L^{3}$. The normalization condition is satisfied by this eigenfunction because

$$
\begin{align*}
\int_{0}^{V} \psi^{*}(\mathbf{r}) \psi(\mathbf{r}) d \mathbf{r} & =\frac{1}{V} \int_{0}^{V} e^{-j k \mathbf{k} t} e^{j k z} d \mathbf{r} \\
& =\frac{1}{V} \int_{0}^{L} \int_{0}^{L} \int_{0}^{L} d x d y d z \\
& =1, \tag{10.140}
\end{align*}
$$

and the eigenvalue equation is satisfied, since by direct substitution into Equation 10.129 we obtain $E=\hbar^{2} k^{2} / 2 m$. Further, the separation of variables eigenvalue equation expressed in Equation 10.131 is satisfied, as the eigenfunction of Equation 10.139 can be expressed as

$$
\begin{align*}
\psi_{n}(\mathbf{r}) & =\psi_{n_{x}}(x) \psi_{n_{y}}(y) \psi_{n_{z}}(z) \\
& =\sqrt{\frac{1}{L}} e^{j k_{x} x} \sqrt{\frac{1}{L}} e^{j k_{y} y} \sqrt{\frac{1}{L}} e^{j k_{z} z} . \tag{10.141}
\end{align*}
$$

Imposing the periodic boundary condition of Equation 10.138a on $\psi_{n_{x}}(x)$, we have

$$
\sqrt{\frac{1}{L}} e^{j_{x}(x+L)}=\sqrt{\frac{1}{L}} e^{j k_{x x} x},
$$

which results in

$$
e^{j k_{x} L}=\cos k_{x} L+j \sin k_{x} L=1
$$

Clearly, this equation is satisfied by requiring

$$
\begin{equation*}
k_{x}=n_{x} \frac{2 \pi}{L}, \quad n_{x}=0,1,2, \cdots \tag{10.142}
\end{equation*}
$$

and similar results are obtained for the $y$ and $z$ components. Thus, the free particle steady-state Schrödinger equation, the normalization condition, and the periodicity condition are satisfied by the assumed traveling wave eigenfunction (Equation 10.139 or Equation 10.141), provided the components of the wave vector $\mathbf{k}$ are given by

$$
\begin{align*}
k & =\left(k_{n_{x}}, k_{n_{y}}, k_{n_{z}}\right) \\
& =\left(\frac{2 \pi n_{x}}{L}, \frac{2 \pi n_{y}}{L}, \frac{2 \pi n_{z}}{L}\right), \tag{10.143}
\end{align*}
$$

where $n_{\mathrm{x}}, n_{\mathrm{y}}$, and $n_{\mathrm{z}}$ are integers.
With the above results, we are now prepared to derive the density of states, defined by

$$
\begin{equation*}
D(E) \equiv \frac{d}{d E} \mathrm{~N}(\mathrm{E}) \tag{9.89}
\end{equation*}
$$

for the free electron gas (conduction electrons) in three dimensions. Taking the Pauli exclusion principle (see Chapter 9, Section 9.7) into account, the quantum states allowed for the $N$ conduction electrons are specified by the quantum numbers $n_{x}, n_{y}$, and $n_{z}$, along with the spin quantum number $m_{s}$. Thus, there are two allowed quantum states for a distinct triplet of quantum numbers $n_{x}, n_{y}$, and $n_{z}$, one with $m_{s}=-\frac{1}{2}$ and the other with $m_{s}=+\frac{1}{2}$ which can accommodate two conduction electrons. This means that in $\mathbf{k}$-space a volume element $\Delta k$,

$$
\begin{align*}
\Delta k & =\Delta k_{n_{x}} \Delta k_{n y} \Delta k_{n z} \\
& =\left(\frac{2 \pi}{L}\right)^{3} \Delta n_{x} \Delta n_{y} \Delta n_{z}, \tag{10.144}
\end{align*}
$$

can accommodate

$$
\begin{equation*}
\Delta N=2 \Delta n_{x} \Delta n_{y} \Delta n_{z} \tag{10.145}
\end{equation*}
$$

quantum states or electrons, where the factor 2 comes from the two allowed values of $m_{s}$. Now, the total number of quantum states or electrons contained within a sphere of radius $|\mathbf{k}|$ in $\mathbf{k}$-space, is given by the product of the volume of that sphere and the number of states per unit volume. That is, in a sphere of volume (see Figure 10.2)

$$
\begin{equation*}
V_{k}=\frac{4}{3} \pi k^{3}, \tag{10.146}
\end{equation*}
$$

Figure 10.2
The volume of a spherical shell in $k$-space.

the total number of quantum states allowed is given by

$$
\begin{align*}
N & =V_{k} \frac{\Delta N}{\Delta k} \\
& =\frac{4}{3} \pi k^{3}\left[\frac{2}{(2 \pi / L)^{3}}\right] \\
& =\frac{V}{3 \pi^{2}} k^{3}, \tag{10.147}
\end{align*}
$$

where $V=L^{3}$ and the above relations (Equations 10.144 to 10.146) have been used. With $E=\hbar^{2} k^{2} / 2 m$ solved for $k^{3}$,

$$
\begin{equation*}
k^{3}=\left(\frac{2 m E}{\hbar^{2}}\right)^{3 / 2}, \tag{10.148}
\end{equation*}
$$

substituted into Equation 10.147, we obtain

$$
\begin{equation*}
N(E)=\frac{V}{3 \pi^{2}}\left(\frac{2 m}{\hbar^{2}}\right)^{3 / 2} E^{3 / 2}, \tag{10.149}
\end{equation*}
$$

where the number of quantum states, equal to the number of electrons $N$, has been expressed as a function of the energy $E$. With this result, the density of electronic states is immediately obtained from the defining equation (Equation 9.89) above:

$$
\begin{equation*}
D(E)=\frac{V}{2 \pi^{2}}\left(\frac{2 m}{\hbar^{2}}\right)^{3 / 2} E^{1 / 2} . \tag{10.150}
\end{equation*}
$$

[^2]This result is very important in the theoretical development and understanding of electrical phenomena in solids. Insight into these electrical properties of matter can not be attained with only our introductory treatment of quantum mechanics. However, combining the fundamentals of Schrödinger's quantum mechanics with a few fundamentals of statistical mechanics will allow for a rigorous development of many interesting electrical phenomena in solids. For this reason, we turn our attention to an introductory treatment of statistical mechanics, and in Chapter 12 we will return to the free electron gas problem and its application in solid state physics, material science, and electrical engineering.

## Review of Fundamental and Derived Equations

Below is a listing of the fundamental and derived equations of this chapter, along with newly introduced mathematical operators.

## FUNDAMENTAL EQUATIONS - QUANTUM MECHANICS

$D(E) \equiv \frac{d}{d E} N(E)$
$\rho(x, t) \equiv \frac{|\Psi|^{2}}{\int_{-\infty}^{+\infty}|\Psi|^{2} d x}$
$\langle Q(x)\rangle \equiv \int_{-\infty}^{+\infty} Q(x) \rho(x, t) d x$

$$
=\frac{\int_{-\infty}^{+\infty} \Psi^{*} Q \Psi d x}{\int_{-\infty}^{+\infty}|\Psi|^{2} d x}
$$

$\rho(p, t) \equiv \frac{|\Phi|^{2}}{\int_{-\infty}^{+\infty}|\Phi|^{2} d p}$
$\langle Q(p)\rangle \equiv \int_{-\infty}^{+\infty} Q(p) \rho(p, t) d p$

$$
=\frac{\int_{-\infty}^{+\infty} \Phi^{*} Q \Phi d p}{\int_{-\infty}^{+\infty}|\Phi|^{2} d p}
$$

$\hat{p} x \equiv-j \hbar \frac{\partial}{\partial x}$
$-j \hbar \frac{d}{d x} \psi(x)=p_{x} \psi(x) \quad$ Momentum Eigenvalue Equation
$\hat{\mathbf{p}} \equiv-j \hbar \nabla \quad$ Vector Momentum Operator
$\hat{x} \equiv j \hbar \frac{\partial}{\partial p}$
$j \hbar \frac{d}{d p} \phi(p)=x \phi(p) \quad$ Position Eigenvalue Equation
$\hat{E} \equiv+j \hbar \frac{\partial}{\partial t}$

Density of States

Probability Density in Position - Space

Expectation Value in Position-Space

Probability Density in Momentum-Space

Expectation Value in Momentum-Space

Momentum Operator

Position Operator

Energy Operator in Position-Space
$\hat{E} \equiv-j \hbar \frac{\partial}{\partial t}$
Energy Operator in Momentum-Space
$\hat{H} \equiv \frac{\hat{p}^{2}}{2 m}+\hat{V}$
Hamiltonian Operator
$\hat{T} \equiv \frac{\hat{p}^{2}}{2 m}$
$\hat{H} \Psi(x, t)=\hat{E} \psi(x, t)$
$\hat{H} \psi(x)=E \psi(x)$
$\int_{-\infty}^{+\infty} \Psi^{*} Q \Psi d x=\int_{-\infty}^{+\infty}\left(\hat{Q}^{*} \Psi^{*}\right) \Psi d x$

## Kinetic Energy Operator

Schrödinger's Time-Dependent Equation
Schrödinger's Steady-State Equation
Operator-Hermitian Property

## GENERALIZED FREE PARTICLE WAVE FUNCTION

$$
\begin{array}{rlr}
\Psi(x, t) & =\sqrt{\frac{1}{2 \pi \hbar}} \int_{-\infty}^{+\infty} \Phi(p, t) e^{+\frac{j}{\hbar}(p x-E t)} d p \quad \text { Position Representation } \\
& =\psi(x) e^{-\frac{j}{\hbar}}{ }^{\frac{j}{\hbar}} \\
\Phi(p, t) & =\sqrt{\frac{1}{2 \pi \hbar}} \int_{-\infty}^{+\infty} \Psi(x, t) e^{-\frac{j}{\hbar}(p x-E t)} d x \quad \text { Momentum Representation } \\
& =\phi(p) e^{+\frac{j}{\hbar}} \quad
\end{array}
$$

## MATHEMATICAL OPERATORS/RELATION

$\nabla \equiv \frac{\partial}{\partial x} \mathbf{i}+\frac{\partial}{\partial y} \mathbf{j}+\frac{\partial}{\partial z} \mathbf{k}$
$\nabla^{2}=\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}+\frac{\partial^{2}}{\partial z^{2}}$
$[A, B] \equiv A B-B A$
$[A B, C]=A[B, C]+[A, C] B$
$\left[\frac{\partial}{\partial x}, x\right]=1$
$\delta\left(k-k^{\prime}\right) \equiv \frac{1}{2 \pi} \int_{-\infty}^{+\infty} e^{j\left(k-k^{\prime}\right) x} d x$
$\delta\left(x-x^{\prime}\right) \equiv \frac{1}{2 \pi} \int_{-\infty}^{+\infty} e^{j\left(x-x^{\prime}\right) k} d k$

Del Operator
Laplacian Operator
Commutator

Commutator Properties

Dirac Delta Function in Momentum-Space
Dirac Delta Function in Position-Space
$\delta\left(k-k^{\prime}\right)=0, k \neq k^{\prime}$
$\delta\left(k-k^{\prime}\right)=\infty, k=k^{\prime}$
$\delta\left(k-k^{\prime}\right)=\delta\left(k^{\prime}-k\right)$
$f(k) \delta\left(k-k^{\prime}\right)=f\left(k^{\prime}\right) \delta\left(k-k^{\prime}\right)$
Dirac Delta Function Properties
$\delta\left[\frac{1}{a}\left(k-k^{\prime}\right)\right]=a \delta\left(k-k^{\prime}\right)$
$\int_{-\infty}^{+\infty} \delta\left(k-k^{\prime}\right) d k=1$

## FUNDAMENTAL DERIVATIONS

## Dirac Delta Function

$\delta\left(x-x^{\prime}\right)=\frac{1}{2 \pi \hbar} \int_{-\infty}^{+\infty} e^{\frac{j}{\hbar}\left(x-x^{\prime}\right) p} d p$
$\delta\left(p-p^{\prime}\right)=\frac{1}{2 \pi \hbar} \int_{-\infty}^{+\infty} e^{\frac{j}{\hbar}\left(p-p^{\prime}\right) x} d x$

$$
\int_{-\infty}^{+\infty} f(k) \delta\left(k-k^{\prime}\right) d k=f\left(k^{\prime}\right)
$$

## Generalized Free Particle Wave Function

$$
\begin{array}{rlrl}
\langle Q\rangle & =\int_{-\infty}^{+\infty} \Psi^{*}(x, 0) Q \Psi(x, 0) d x & & \\
& =\int_{-\infty}^{+\infty} \Phi^{*}(p, 0) Q \Phi(p, 0) d p & & \text { Expectation Value } \\
\langle p\rangle & =\int_{-\infty}^{+\infty} \Phi^{*}(p, 0) p \Phi(p, 0) d p & & \\
& =\int_{-\infty}^{+\infty} \Psi^{*}(x, 0)\left(-j \hbar \frac{\partial}{\partial x}\right) \Psi(x, 0) d x & \text { Momentum Operator }
\end{array}
$$

$$
\langle x\rangle=\int_{-\infty}^{+\infty} \Psi^{*}(x, 0) x \Psi(x, 0) d x
$$

$$
=\int_{-\infty}^{+\infty} \Phi^{*}(p, 0)\left(+j \hbar \frac{\partial}{\partial p}\right) \Phi(p, 0) d p \quad \text { Position Operator }
$$

$$
\langle E\rangle=\int_{-\infty}^{+\infty} \Psi^{*}(x, 0) E \Psi(x, 0) d x
$$

$$
=\int_{-\infty}^{+\infty} \Psi^{*}(x, 0)\left(+j \hbar \frac{\partial}{\partial t}\right) \Psi(x, 0) d x \quad \text { Energy Operator in Position-Space }
$$

$$
\langle E\rangle=\int_{-\infty}^{+\infty} \Phi^{*}(p, 0) E \Phi(p, 0) d p
$$

$$
=\int_{-\infty}^{+\infty} \Phi^{*}(p, 0)\left(-j \hbar \frac{\partial}{\partial t}\right) \Phi(p, 0) d p \quad \text { Energy Operator in Momentum-Space }
$$

## Free Particle in a One-Dimensional Box

$$
\begin{array}{ll}
\psi_{n}(x)=j \sqrt{\frac{2}{L}} \sin \frac{n \pi x}{L} & \text { Energy Eigenfunctions } \\
E_{n}=n^{2} \frac{\pi^{2} \hbar^{2}}{2 m L^{2}} & \text { Engergy Eigenvalues } \\
p_{n}^{ \pm}= \pm \frac{n \pi}{L} & \text { Momentum Eigenvalues } \\
\psi_{n}^{ \pm}(x)=\sqrt{\frac{1}{L}} e^{ \pm j n \pi x / L} & \text { Momentum Eigenfunctions }
\end{array}
$$

## Linear Harmonic Oscillator-Ground State

$-\frac{\hbar^{2}}{2 m} \frac{d^{2} \psi}{d x^{2}}+\frac{1}{2} k x^{2} \psi=E \psi \quad$ Eigenvalue Equation
$\psi(x)=\left(\frac{d}{\pi^{1 / 2}}\right)^{1 / 2} e^{-d^{2} x^{2} / 2} \quad$ Energy Eigenfunction
$\phi(p)=\left(\frac{1}{d \hbar \pi^{1 / 2}}\right)^{1 / 2} e^{-p^{2} / 2 d^{2} \hbar^{2}} \quad$ Eigenfunction-Fourier Transform
$E=\frac{1}{2} h v \quad$ Ground State Energy
$E_{n}=\left(n+\frac{1}{2}\right) h v, n=0,1, \cdots \quad$ Energy Eigenvalues
$\langle x\rangle=\int_{-\infty}^{+\infty} \psi^{*}(x) x \psi(x) d x$
$=\int_{-\infty}^{+\infty} \phi^{*}(p) \hat{x} \phi(p) d p=0 \quad$ Positon Expectation Value
$\langle p\rangle=\int_{-\infty}^{+\infty} \phi^{*}(p) p \phi(p) d p$
$=\int_{-\infty}^{+\infty} \psi^{*}(x) \hat{p} \psi(x) d x=0 \quad$ Momentum Expectation Value
$\left\langle x^{2}\right\rangle=\frac{1}{2 d^{2}}$
$\left\langle p^{2}\right\rangle=\frac{1}{2} d^{2} \hbar^{2}$

## Correspondence between Quantum and Classical Mechanics

$$
\frac{d\langle x\rangle}{d t}=\frac{j \hbar}{2 m} \int_{-\infty}^{+\infty}\left(\Psi^{*} x \frac{\partial^{2} \Psi}{\partial x^{2}}-\frac{\partial^{2} \Psi^{*}}{\partial x^{2}} x \Psi\right) d x
$$

$$
\begin{aligned}
& =-\frac{j \hbar}{2 m} \int_{-\infty}^{+\infty}\left(\Psi^{*} \frac{\partial \Psi}{\partial x}-\frac{\partial \Psi^{*}}{\partial x} \Psi\right) d x \\
& =-\frac{j \hbar}{m} \int_{-\infty}^{+\infty} \Psi^{*} \frac{\partial \Psi}{\partial x} d x \\
& =\frac{\langle p\rangle}{m}
\end{aligned}
$$

## Linear Momentum

$\frac{d\langle p\rangle}{d t}=-j \hbar \int_{-\infty}^{+\infty}\left(\frac{\partial \Psi^{*}}{\partial t} \frac{\partial \Psi}{\partial x}+\Psi^{*} \frac{\partial}{\partial x} \frac{\partial \Psi}{\partial t}\right) d x$

$$
=-\left\langle\frac{\partial V}{\partial x}\right\rangle
$$

$\frac{d\langle Q\rangle}{d t}=\left\langle\frac{\partial Q}{\partial t}\right\rangle+\frac{j}{\hbar}\langle[H, Q]\rangle$

## Generalized Operator Equation

## Free Particle in a Three-Dimensional Box

$\frac{\hat{p}^{2}}{2 m} \psi(x, y, z)=E \psi(x, y, z)$
$\psi(x, y, z)=\psi_{x}(x) \psi_{y}(y) \psi_{z}(z)$
$\frac{1}{\psi_{i}} \frac{d^{2} \psi_{i}}{d i^{2}}=-k_{i}^{2}, i=x, y, z$
$\psi_{i}(i)=\sqrt{\frac{2}{L}} \sin k_{i} i, i=x, y, z$
$k_{i}=\frac{n_{i} \pi}{L}, i=x, y, z$

$$
E_{n_{x} n y n_{z}}=\frac{\hbar^{2} k^{2}}{2 m}=\frac{\hbar^{2}}{2 m} \sum_{i=x}^{z} k_{i}^{2}
$$

$$
=n^{2} \frac{\pi^{2} \hbar^{2}}{2 m L^{2}}
$$

$n^{2}=n_{x}^{2}+n_{y}^{2}+n_{z}^{2}$

Schödinger's Steady-State Equation
Separation of Variables
Eigenvalue Equations

Normalized Eigenfunctions

Wave Vector Eigenvalues

Energy Eigenvalues
Quantum Number

## Free Electron Gas in Three Dimensions

$\psi_{n}(\mathrm{r})=\psi_{n_{x}}(x) \psi_{n_{y}}(y) \psi_{n_{z}}(z)$

$$
=\sqrt{\frac{1}{V}} e^{j \mathbf{k} \cdot \mathbf{r}}
$$

$\psi_{i}(i+L)=\psi_{i}(i), \quad i=x, y, z$

Normalized Traveling Waves
Periodic Boundary Conditions

$$
\begin{aligned}
\mathbf{k} & =\left(k_{n_{x}}, k_{n y}, k_{n_{z}}\right) & & \\
& =\frac{2 \pi}{L}\left(n_{x}, n_{y}, n_{z}\right) & & \text { Wave Vector Quantization } \\
N & =V_{k} \frac{\Delta N}{\Delta k} & & \\
& =\frac{V}{3 \pi^{2}} k^{3} & & \text { N-Particle Quantum States } \\
D & (E)=\frac{V}{2 \pi^{2}}\left(\frac{2 m}{\hbar^{2}}\right)^{3 / 2} E^{1 / 2} & & \text { Density of Electronic States }
\end{aligned}
$$

## Problems

10.1 Starting with Equation 10.17 , show that $\psi(x)$ in Equation 10.16 is the Fourier transform of $\phi(p)$.

## Solution:

Multiplying the free particle eigenfunction in momentum-space, given in Equation 10.17 as

$$
\phi(p)=\sqrt{\frac{1}{2 \pi \hbar}} \int_{-\infty}^{+\infty} \psi(x) e^{-\frac{j}{\hbar} p x} d x,
$$

by $(1 / 2 \pi \hbar)^{1 / 2} e^{(i / \hbar) p x} d p$ and integrating yields

$$
\begin{aligned}
\sqrt{\frac{1}{2 \pi \hbar}} \int_{-\infty}^{+\infty} \phi(p) e^{\frac{j}{\hbar} p x^{\prime}} d p & =\frac{1}{2 \pi \hbar} \iint_{-\infty}^{+\infty} \psi(x) e^{\frac{j}{\hbar}\left(x^{\prime}-x\right)} d x d p \\
& =\int_{-\infty}^{+\infty} \psi(x)\left[\frac{1}{2 \pi \hbar} \int_{-\infty}^{+\infty} e^{\frac{j}{\hbar}\left(x^{\prime}-x\right)} d p\right] d x \\
& =\int_{-\infty}^{+\infty} \psi(x) \delta\left(x^{\prime}-x\right) d x \\
& =\int_{-\infty}^{+\infty} \psi(x) \delta\left(x-x^{\prime}\right) d x \\
& =\psi\left(x^{\prime}\right) \int_{-\infty}^{+\infty} \delta\left(x-x^{\prime}\right) d x \\
& =\psi\left(x^{\prime}\right)
\end{aligned}
$$

where the properties of the Dirac delta function have been used. This result is identical to Equation 10.16, except for the prime associated with the position variable.
10.2 Verify Equation 10.37 by using the one-dimensional free particle wave
function of Equation 10.1 and the properties of the Dirac delta function.
Answer:

$$
\int_{-\infty}^{+\infty} \Psi *(x, t) \Psi(x, t) d x=\int_{-\infty}^{+\infty} \Phi *(p, t) \Phi(p, t) d p
$$

10.3 Verify Equation 10.52 by using the free particle eigenfunction $\psi(x)$ given in Equation 10.16.

## Solution:

With the free particle eigenfunction and its complex conjugate in po-sition-space given by

$$
\begin{aligned}
& \psi(x)=\sqrt{\frac{1}{2 \pi \hbar}} \int_{-\infty}^{+\infty} \phi(p) e^{\frac{J^{\hbar}}{\hbar} p x} d p, \\
& \psi^{*}(x)=\sqrt{\frac{1}{2 \pi \hbar}} \int_{-\infty}^{+\infty} \phi^{*}\left(p^{\prime}\right) e^{-\frac{j}{\hbar} p^{\prime} x} d p^{\prime},
\end{aligned}
$$

substituted into Equation 10.29, we obtain

$$
\begin{aligned}
\langle x\rangle & =\int_{-\infty}^{+\infty} \Psi^{*}(x, 0) x \Psi(x, 0) d x \\
& =\int_{-\infty}^{+\infty} \Psi^{*}(x) x \psi(x) d x \\
& =\frac{1}{2 \pi \hbar} \iiint_{-\infty}^{+\infty} \int^{*}\left(p^{\prime}\right) e^{-\frac{j}{\hbar} p^{x} x} x \phi(p) e^{\frac{j}{\hbar} p x} d p^{\prime} d p d x,
\end{aligned}
$$

where $\mathrm{Q} \equiv x$ and $t \equiv 0$ in Equation 10.29. Since

$$
\begin{aligned}
\underbrace{\int_{-\infty}^{+\infty} \frac{d}{d p}\left(\phi(p) e^{\frac{j}{\hbar} p x}\right) d p}_{-\infty} & =\int_{-\infty}^{+\infty} \frac{j}{\hbar} x \phi(p) e^{\frac{j}{\hbar} p x} d p \\
& +\int_{-\infty}^{+\infty} e^{\frac{j}{\hbar} p x} \frac{d}{d p} \phi(p) d p
\end{aligned}
$$

we obtain

$$
x \phi(p) e^{\frac{j}{\hbar} p x}=e^{\frac{j}{\hbar} p x}\left(j \hbar \frac{d}{d p}\right) \phi(p) .
$$

Now, substitution of this result into the equation above for $\langle x\rangle$ yields

$$
\begin{aligned}
\langle x\rangle & =\iint_{-\infty}^{+\infty} \phi^{*}\left(p^{\prime}\right)\left[\frac{1}{2 \pi \hbar} \int_{-\infty}^{+\infty} e^{\frac{j}{\hbar}\left(p-p^{\prime}\right) x} d x\right]\left(j \hbar \frac{d}{d p}\right) \phi(p) d p^{\prime} d p \\
& =\int_{-\infty}^{+\infty} \int^{*} \phi^{*}\left(p^{\prime}\right) \delta\left(p-p^{\prime}\right)\left(j \hbar \frac{d}{d p}\right) \phi(p) d p^{\prime} d p
\end{aligned}
$$

$$
\begin{aligned}
& =\int_{-\infty}^{+\infty} \phi^{*}(p)\left[\int_{-\infty}^{+\infty} \delta\left(p^{\prime}-p\right) d p^{\prime}\right]\left(j \hbar \frac{d}{d p}\right) \phi(p) d_{i} \\
& =\int_{-\infty}^{+\infty} \phi^{*}(p)\left(j \hbar \frac{d}{d p}\right) \phi(p) d p \\
& =\int_{-\infty}^{+\infty} \Phi^{*}(p, 0)\left(j \hbar \frac{\partial}{\partial p}\right) \Phi(p, 0) d p
\end{aligned}
$$

10.4 Find $\langle p\rangle$ for the free particle in a one-dimensional box, by using the normalized position-space eigenfunction given in Equation 9.85.

Answer: $\quad\langle p\rangle=0$
10.5 Repeat problem 10.4 for $\langle x\rangle$, using a table of indefinite integrals.

## Solution:

With the normalized free particle eigenfunction

$$
\psi^{*}(x)=\psi(x)=\sqrt{\frac{2}{L}} \sin \frac{n \pi x}{L}
$$

for a free particle in a one-dimensional box, the expectation value of $x$ is simply

$$
\begin{aligned}
\langle x\rangle & =\int_{0}^{L} \psi^{*} x \psi d x \\
& =\frac{2}{L} \int_{0}^{L} x \sin ^{2} \frac{n \pi x}{L} d x \\
& =\frac{2 L}{n^{2} \pi^{2}} \int_{0}^{n \pi} u \sin ^{2} u d u \\
& =\frac{2 L}{n^{2} \pi^{2}}\left[\frac{u^{2}}{4}-\frac{u}{4} \sin 2 u-\frac{1}{8} \cos 2 u\right]_{0}^{n \pi} \\
& =\frac{2 L}{n^{2} \pi^{2}} \frac{n^{2} \pi^{2}}{4} \\
& =\frac{1}{2} L,
\end{aligned}
$$

where a change in the integration variable of

$$
u=\frac{n \pi x}{L} \rightarrow d u=\frac{n \pi}{L} d x
$$

was performed in the 3rd equality.
10.6 Using a table of indefinite integrals, repeat Problem 10.4 for $\left\langle x^{2}\right\rangle$.

Answer: $\left\langle x^{2}\right\rangle=L^{2} / 3-L^{2} / 2 n^{2} \pi^{2}$
10.7 Starting with Schrödinger's one dimensional time-independent equation show that $\left\langle p^{2}\right\rangle=2 m\langle[E-V(x)]\rangle$ in general. Using this result, find $\left\langle p^{2}\right\rangle$ for the free particle in a one dimensional box.

## Solution:

Schrödinger's one dimensional time-independent equation (Equation 9.29),

$$
-\frac{\hbar^{2}}{2 m} \frac{d^{2} \psi}{d x^{2}}+V(x) \psi(x)=E \psi(x)
$$

can be rewritten in the form

$$
\frac{1}{2 m}\left(-j \hbar \frac{d}{d x}\right)\left(-j \hbar \frac{d}{d x}\right) \psi(x)=[E-V(x)] \psi(x),
$$

which from Equation 10.46 can be expressed as

$$
\frac{1}{2 m} \hat{p}_{x}^{2} \psi(x)=[E-V(x)] \psi(x) .
$$

Now, multiplying this equation by $\psi^{*}(x)$ and integrating over the range of $x$ gives

$$
\frac{1}{2 m} \int_{-\infty}^{+\infty} \psi^{*}(x) \hat{p}_{x}^{2} \psi(x) d x=\int_{-\infty}^{+\infty} \psi^{*}(x)[E-V(x)] \psi(x) d x
$$

which defines the expectation value equation

$$
\left\langle\hat{p}_{x}^{2}\right\rangle=2 m\langle[E-V(x)]
$$

or more simply

$$
\left\langle p^{2}\right\rangle=2 m\langle[E-V(x)]\rangle .
$$

For a free particle in a one-dimensional box $V(x) \equiv 0$, so we have

$$
\begin{aligned}
\left\langle p^{2}\right\rangle & =2 m\langle E\rangle \\
& =2 m\left\langle\frac{n^{2} \pi^{2} \hbar^{2}}{2 m L^{2}}\right\rangle \\
& =n^{2} \frac{\pi^{2} \hbar^{2}}{L^{2}},
\end{aligned}
$$

where Equation 9.80 was used for the allowed energy eigenvalues corresponding to the values $n=1,2,3, \cdots$ for the principal quantum number.
10.8 Verify the result of Problem 10.7 by finding $\left\langle p^{2}\right\rangle$ for the free particle in a one-dimensional box, using the normalized position-space eigenfunction given by Equation 9.85.

Answer: $\left\langle p^{2}\right\rangle=n^{2} \pi^{2} \hbar^{2} / L^{2}$
10.9 Find the standard deviations $\sigma_{x} \equiv\left[\left\langle x^{2}\right\rangle-\langle x\rangle^{2}\right]^{1 / 2}$ and $\sigma_{p} \equiv\left[\left\langle p^{2}\right\rangle-\right.$ $\left.\langle p\rangle^{2}\right]^{1 / 2}$ and their product $\sigma_{x} \sigma_{p}$ for the free particle in a one-dimensional box in the ground state.

## Solution:

From Problems 10.5 and 10.6 we have

$$
\begin{aligned}
& \langle x\rangle=\frac{L}{2} \\
& \left\langle x^{2}\right\rangle=\frac{L^{2}}{3}-\frac{L^{2}}{2 n^{2} \pi^{2}}
\end{aligned}
$$

so $\sigma_{x}$ is simply

$$
\begin{aligned}
\sigma_{x} & \equiv\left[\left\langle x^{2}\right\rangle-\langle x\rangle^{2}\right]^{1 / 2} \\
& =\left(\frac{L^{2}}{3}-\frac{L^{2}}{2 n^{2} \pi^{2}}-\frac{L^{2}}{4}\right)^{1 / 2} \\
& =\left(\frac{L^{2}}{12}-\frac{L^{2}}{2 n^{2} \pi^{2}}\right)^{1 / 2} \\
& =L\left(\frac{1}{12}-\frac{1}{2 n^{2} \pi^{2}}\right)^{1 / 2} \\
& =0.181 L
\end{aligned}
$$

Likewise, from Problems 10.4 and 10.7 (or 10.8) we have

$$
\begin{aligned}
& \langle p\rangle=0, \\
& \left\langle p^{2}\right\rangle=\frac{n^{2} \pi^{2} \hbar^{2}}{L^{2}},
\end{aligned}
$$

thus $\sigma_{p}$ is

$$
\begin{aligned}
\sigma_{p} & \equiv\left[\left\langle p^{2}\right\rangle-\langle p\rangle^{2}\right]^{1 / 2} \\
& =\left(\frac{n^{2} \pi^{2} \hbar^{2}}{L^{2}}-0^{2}\right)^{1 / 2} \\
& =\frac{n \pi \hbar}{L} \\
& =\frac{\pi \hbar}{L}
\end{aligned}
$$

for the ground state $n=1$. The product of these standard deviations for position and momentum is

$$
\sigma_{x} \sigma_{p}=(0.181 L)\left(\frac{\pi \hbar}{L}\right)=0.568 \hbar
$$

10.10 Find $\sigma_{x}, \sigma_{p}$, and $\sigma_{x} \sigma_{p}$ (defined in Problem 10.9) for the ground state of the linear harmonic oscillator.

$$
\text { Answer: } \quad \sigma_{x}=(\hbar / 2 m \omega)^{1 / 2}, \sigma_{p}=\hbar(m \omega / 2 \hbar)^{1 / 2}, \sigma_{x} \sigma_{p}=\frac{1}{2} \hbar
$$

10.11 Verify that the free particle in a box momentum eigenfunctions given in Equations 10.65 a and 10.65 b have associated momentum eigenvalues given by Equation 10.62

## Solution:

With the momentum eigenfunctions given in Equations 10.65a and 10.65b,

$$
\psi_{n}^{ \pm}=\frac{1}{2 j} \sqrt{\frac{2}{L}} e^{ \pm j n \pi x / L},
$$

substituted into the momentum eigenvalue equation (Equation 10.61), we obtain

$$
\begin{aligned}
p_{n}^{ \pm} & =-j \hbar \frac{d}{d x} \psi_{n}^{ \pm} \\
& =(-j \hbar)\left( \pm \frac{j n \pi}{L}\right) \psi_{n}^{ \pm} \\
& = \pm \frac{n \pi \hbar}{L}
\end{aligned}
$$

10.12 Find the expectation value of $x^{2}$ in the momentum representation for the linear harmonic oscillator, where the normalized ground state eigenfunction $\phi(p)$ is given by Equation 10.68.

Answer: $\quad\left\langle x^{2}\right\rangle=1 / 2 d^{2}$
10.13 Consider the linear harmonic oscillator and show exactly how Schrödinger's time-independent equation can be expressed in the form $d^{2} \psi / d x^{2}-(m \omega / \hbar)^{2} x^{2} \psi=\left(-2 m E / \hbar^{2}\right) \psi$.

Solution:
The potential energy for the linear harmonic oscillator is given by $V$
$=\frac{1}{2} k x^{2}$. Since $V_{\max }=T_{\max } \rightarrow \frac{1}{2} k x^{2}=\frac{1}{2} m v^{2}=\frac{1}{2} m(x \omega)^{2}=\frac{1}{2} m x^{2} \omega^{2} \rightarrow$
$k=m \omega^{2}$, then Schrödinger's equation (Equation 9.29)

$$
-\frac{\hbar^{2}}{2 m} \frac{d^{2} \psi}{d x^{2}}+V(x) \psi(x)=E \psi(x)
$$

can be expressed as

$$
-\frac{\hbar^{2}}{2 m} \frac{d^{2} \psi}{d x^{2}}+\frac{1}{2} m \omega^{2} x^{2} \psi(x)=E \psi(x)
$$

and rearranged in the form

$$
\frac{d^{2} \psi}{d x^{2}}-\left(\frac{m \omega}{\hbar}\right)^{2} x^{2} \psi(x)=-\frac{2 m E}{\hbar^{2}} \psi(x) .
$$

10.14 Consider the linear harmonic oscillator and its normalized ground state eigenfunction $\psi(x)=\left(d / \pi^{1 / 2}\right)^{1 / 2} e^{-d^{2} x^{2} / 2}$. Using the result of Problem 10.13, find the equivalence of $d^{2}$ in terms of $\omega$ and find the energy eigenvalue $E$.

Answer: $\quad d^{2}=m \omega / \hbar, E=\frac{1}{2} h v$
10.15 By considering the free particle wave function $\Psi(x, t)$ representing a plane wave traveling in the positive $x$-direction (Equation 9.7), show how the momentum and energy operators in position-space are obtained.

## Solution:

Taking a partial derivative of

$$
\Psi(x, t)=A e^{\frac{j}{\hbar}(p x-E t)}
$$

with respect to the position variable gives

$$
\frac{\partial \Psi}{\partial x}=\frac{j}{\hbar} p \Psi \rightarrow p \Psi=\left(-j \hbar \frac{\partial}{\partial x}\right) \Psi,
$$

while a first order partial with respect to time yields

$$
\frac{\partial \Psi}{\partial t}=-\frac{j}{\hbar} E \Psi \rightarrow E \Psi=\left(j \hbar \frac{\partial}{\partial t}\right) \Psi .
$$

10.16 Find the position and energy operators in momentum-space, by considering the free particle wave function $\Phi(p, t)$ representing a plane wave traveling in the negative $x$-direction.

Answer: $\quad x=j \hbar \frac{\partial}{\partial p}, E=-j \hbar \frac{\partial}{\partial t}$
10.17 Consider a one-dimensional free particle with $V=V(x) \equiv 0$ and show that the Hamiltonian operator is Hermitian in accordance with Equation 10.109.

## Solution:

With the one-dimensional free particle Hamiltonian given by

$$
\hat{H}=\frac{\hat{p}^{2}}{2 m}
$$

then the expectation value of $\hat{H}$ is

$$
\begin{aligned}
\langle\hat{H}\rangle & =\int_{-\infty}^{+\infty} \Psi^{*} \hat{H} \Psi d x \\
& =\frac{1}{2 m} \int_{-\infty}^{+\infty} \Psi^{*} \hat{p}^{2} \Psi d x \\
& =\frac{1}{2 m} \int_{-\infty}^{+\infty}\left(\hat{p}^{*} \Psi^{*}\right) \hat{p} \Psi d x \\
& =\frac{1}{2 m} \int_{-\infty}^{+\infty}\left(\hat{p}^{*} \hat{p}^{*} \Psi^{*}\right)^{*} \Psi d x \\
& =\int_{-\infty}^{+\infty}\left(\hat{H}^{*} \Psi^{*}\right) \Psi d x
\end{aligned}
$$

where the first and last equality on the right-hand-side demonstrate the Hermitian property of $H$ in accordance with Equation 10.109. Clearly, the Hermitian property of $p$ was utilized in the intervening equalities.
10.18 If the operators $\hat{g}$ and $\hat{q}$ are Hermitian, show that their linear combination $\hat{h}=a \hat{g}+b \hat{q}$ is also Hermitian, where $a$ and $b$ are constants.

Answer: $\quad \int_{-\infty}^{+\infty} \Psi^{*} \hat{h} \Psi d x=\int_{-\infty}^{+\infty}\left(\hat{h}^{*} \Psi^{*}\right) \Psi d x$
10.19 Show that the commutator $[\partial / \partial x, V]$ is equivalent to $\partial V / \partial x$, where $V=V(x, t)$ is the potential energy.

## Solution:

This commutator identity is easily obtained by considering the product of the commutator and a function $F=F(x, t)$. That is,

$$
\begin{aligned}
{\left[\frac{\partial}{\partial x}, V\right] F } & =\left(\frac{\partial}{\partial x} V-V \frac{\partial}{\partial x}\right) F \\
& =\frac{\partial}{\partial x}(V F)-V \frac{\partial F}{\partial x} \\
& =\frac{\partial V}{\partial x} F+V \frac{\partial F}{\partial x}-V \frac{\partial F}{\partial x} \\
& =\frac{\partial V}{\partial x} F
\end{aligned}
$$

Cancelling the common factor $F$ from the left-hand-side of the first equality and the right-hand-side of the last equality yields

$$
\left[\frac{\partial}{\partial x}, V\right]=\frac{\partial V}{\partial x}
$$

10.20 Verify Equation 10.110 by starting with Equation 10.119 for $Q=$ $p$ and using the result of the last problem.

Answer: $\quad \frac{d\langle p\rangle}{d t}=-\left\langle\frac{\partial V}{\partial x}\right\rangle$
10.21 Show that the commutator $\left[\partial^{2} / \partial x^{2}, x\right]$ is equivalent to $2(\partial / \partial x)$, and that this result can be expressed in terms of the momentum operator as $\left[p^{2}, x\right]=-2 j \hbar p$.

## Solution:

Multiplying the commutator by a function $F=F(x, t)$ yields

$$
\begin{aligned}
{\left[\frac{\partial^{2}}{\partial x^{2}}, x\right] F } & =\frac{\partial^{2}}{\partial x^{2}}(x F)-x \frac{\partial^{2} F}{\partial x^{2}} \\
& =\frac{\partial}{\partial x}\left(F+x \frac{\partial F}{\partial x}\right)-x \frac{\partial^{2} F}{\partial x^{2}} \\
& =\frac{\partial F}{\partial x}+\frac{\partial F}{\partial x}+x \frac{\partial^{2} F}{\partial x^{2}}-x \frac{\partial^{2} F}{\partial x^{2}} \\
& =2 \frac{\partial F}{\partial x}
\end{aligned}
$$

from which we obtain

$$
\left[\frac{\partial^{2}}{\partial x^{2}}, x\right]=2 \frac{\partial}{\partial x}
$$

by cancelling the common factor $F$ in the last equality. Now, multiplying both sides of this equation by $(-j \hbar)^{2}$ immediately yields

$$
\left[(-j \hbar)^{2} \frac{\partial^{2}}{\partial x^{2}}, x\right]=-2 j \hbar\left(-j \hbar \frac{\partial}{\partial x}\right),
$$

which in view of the momentum operator equivalence gives

$$
\left[p^{2}, x\right]=-2 j \hbar p
$$

10.22 By considering a free particle for which $V=V(x)=0$ and a time derivative of Equation 10.119 for $Q=x$, verify the correspondence given in Equation 10.115 using operator algebra.

Answer: $\quad \frac{d^{2}\langle x\rangle}{d t^{2}}=\frac{1}{m} \frac{d\langle p\rangle}{d t}$
10.23 By considering a free particle for which $V=V(x)=0$, verify the correspondence $d\langle x\rangle / d t=\langle p\rangle / m$ by using Equation 10.119 and the result of Problem 10.21.

## Solution:

Allowing $Q=x$ in Equation 10.119,

$$
\frac{d\langle Q\rangle}{d t}=\left\langle\frac{\partial Q}{\partial t}\right\rangle+\frac{j}{\hbar}\langle[H, Q]\rangle,
$$

we obtain

$$
\begin{aligned}
\frac{d\langle x\rangle}{d t} & =\left\langle\frac{\partial x}{\partial t}\right\rangle^{0}+\frac{j}{\hbar}\langle[H, x]\rangle \\
& =\frac{j}{\hbar}\left\langle\left[\left(\frac{p^{2}}{2 m}+V\right), x\right]\right\rangle \\
& =\frac{j}{\hbar}\left\langle\left[\frac{p^{2}}{2 m}, x\right]\right\rangle+\frac{j}{\hbar}\langle[V /, x]\rangle \\
& =\frac{j}{\hbar} \frac{1}{2 m}\left\langle\left[p^{2}, x\right]\right\rangle \\
& =\frac{j}{\hbar} \frac{1}{2 m}(-2 j \hbar)\langle p\rangle \\
& =\frac{\langle p\rangle}{m}
\end{aligned}
$$

where the equality $\left[p^{2}, x\right]=-2 j \hbar p$ of Problem 10.21 was substituted into the next-to-the-last equality.
10.24 Consider an electron to be trapped in a three dimensional box of the size of a typical atomic diameter. Find the energy released when the electron makes a transition from the first excited state to the ground state.

Answer: $\quad \mathrm{E}_{112}-\mathrm{E}_{111}=112 \mathrm{eV}$
10.25 Consider an electron to be trapped in a three dimensional box of the size of a typical atom ( $L=1.0 \times 10^{-10} \mathrm{~m}$ ). If the electron is in the ground state, calculate the total probability of finding the electron between $x=y=z=0$ and $x=y=z=0.50 \times 10^{-10} \mathrm{~m}$.

## Solution:

The normalized eigenfunction for the electron in terms of the quantum numbers $n_{x}, n_{y}$, and $n_{z}$ is given by combining Equations 10.135 and 10.136 to obtain

$$
\psi_{n_{x} n_{y} n_{z}}=\sqrt{\frac{8}{L^{3}}} \sin \frac{n_{x} \pi x}{L} \sin \frac{n_{y} \pi y}{L} \sin \frac{n_{z} \pi z}{L} .
$$

Using $n_{x}=n_{y}=n_{z}=1$ for the ground state, we have

$$
\psi_{111}=\sqrt{\frac{8}{L^{3}}} \sin \frac{\pi x}{L} \sin \frac{\pi y}{L} \sin \frac{\pi z}{L}
$$

for the ground state eigenfunction. Now, substitution of $\psi_{111}$ into the three dimensional counterpart to Equation 9.43b,

$$
P=\iiint_{-\infty}^{+\infty} \int_{n_{x}}^{*} \psi_{n} n_{z} \psi_{n_{x} n_{y} n_{z}} d x d y d z
$$

gives the total probability as a triple integral over all the positionspace, where each integral is of the same form. For example, the contribution to the probability by the $x$-component of the eigenfunction is just

$$
\begin{aligned}
\int_{x_{1}}^{x_{2}} \sin ^{2} \frac{\pi x}{L} d x & =\frac{L}{\pi} \int_{x_{1}}^{x_{2}} \sin ^{2} u d u \\
& =\frac{L}{\pi}\left[\frac{u}{2}-\frac{1}{4} \sin 2 u\right]_{x_{1}}^{x_{2}} \\
& =\frac{L}{\pi}\left[\frac{\pi x}{2 L}-\frac{1}{4} \sin \frac{2 \pi x}{L}\right]_{x_{1}}^{x_{2}} \\
& =\frac{L}{\pi}\left(\frac{\pi\left(0.50 \times 10^{-10} \mathrm{~m}\right)}{2\left(1.0 \times 10^{-10} \mathrm{~m}\right)}-0\right) \\
& =0.25 L
\end{aligned}
$$

Identical results are obtained for the $y$ and $z$-components of the eigenfunction, so

$$
P=\frac{8}{L^{3}}(0.25 L)^{3}=0.125=12.5 \%
$$

10.26 Repeat Problem 10.25 for an electron in the fourth excited quantum state.

Answer: $\quad P=1.00=100 \%$

## Chapter II

## Classical Statistical Mechanics



Simulation of gas particles in a box, at the bottom is a histogram showing the distribution of molecular speeds.

## Introduction

Statistical mechanics attempts to relate the macroscopic properties ( $U, S$, $F, p$, etc.) of a many-bodied system to the microscopic properties of the system's particles. Because of its general formulation, statistical mechanics is equally applicable to problems of classical mechanics (e.g., molecules in a gas) and quantum mechanics (e.g., free electrons in a metal or semiconductor), where the classical equations of motion and Schrödinger's equation can not be solved exactly for a system consisting of a large number of particles. The particles of a statistical system can be representative of molecules, electrons, photons, or even wave functions. Statistical mechanics takes advantage of the fact that for a statistical system (one consisting of a very large number of particles) the most probable or, equivalently, the ensemble average properties of the system can be determined, even in the absence of any knowledge concerning the motions and

Figure II.I
Theoretical subject areas of statisical mechanics.
interactions of the individual particles. Both equilibrium and nonequilibrium systems can be addressed by statistical mechanics, as illustrated in Figure 11.1. We will be totally concerned, however, with microscopic equilibrium systems and their associated macroscopic properties. In particular, statistical mechanics (classical in this chapter and quantum in the next) will be applied to microscopic variables of position and momentum to obtain (a) a distribution function for the microscopic parameters (e.g., molecular speeds and energies of particles in a gas) and (b) macroscopic parameters characterizing the system.

We begin with a discussion of a phase space description for the state of an isolated $N$ particle system at an instant in time, which culminates with a definition of the microcanonical ensemble. A simple example of five particles confined to a two cell phase space is then used to introduce the counting procedure of Maxwell-Boltzmann statistics and to distinguish macrostates from microstates. The counting procedure leads to the description of the Maxwell-Boltzmann (sometimes abbreviated as M-B) and classical thermodynamic probabilities for a system of $N$ identical particles that are considered to be distinguishable in M-B statistics and indistinguishable in classical statistics. From these results the definition of ensemble averaging becomes apparent and the concept of the most probable macrostate is introduced. The fundamental relation between thermodynamic probability of statistics and entropy of thermodynamics is then derived by considering two isolated systems in equilibrium. Next, the most probable distribution for $\mathrm{M}-\mathrm{B}$ statistics is derived by maximizing the


M-B thermodynamic probability, using Stirling's approximation to evaluate logarithmic factorials and introducing the Lagrange multipliers $\alpha$ and $\beta$ to incorporate conservation of particles and energy requirements. The elimination of the undetermined multiplier $\alpha$, by imposing conservation of particles on the Maxwell-Boltzmann distribution, results in the wellknown Boltzmann distribution and the definition of the partition function. Because the Boltzmann distribution and the partition function are both dependent on the Lagrange multiplier $\beta$, we turn our attention to a qualitative and quantitative identification of $\beta$. The fundamental significance of the partition function $Z$ in Maxwell-Boltzmann and classical statistics is then discussed, with the appropriate basic relations for total energy $E$, average energy $\bar{\epsilon}$, occupation number $n_{j}$, pressure $p$, entropy $S$, and the Helmholtz function $F$ being developed. Maxwell-Boltzmann statistics is then applied to the molecules of an ideal gas. After evaluating the degeneracy and partition function for a continuum of energy states, the average energy of an ideal gas molecule is determined, along with expressions for the pressure and entropy of the ideal gas. These considerations are followed by a derivation of distribution formulae for molecular momentum, energy, and speed. The Boltzmann distribution formulae are then used in fundamental applications to obtain expressions for average energy, average speed, root-mean-square speed, and the most probable speed of an ideal gas molecule. Our discussion of classical mechanics concludes with the equipartition of energy principle being applied to the determination of the molal specific heat for a monatomic, diatomic, and polyatomic ideal gas.

## II.I Phase Space and the Microcanonical Ensemble

In classical mechanics the state of an $N$ particle system can be completely defined at a particular instant in time by enumerating the position $\mathbf{r}_{i}$, and momentum $\mathbf{p}_{i}$ of every particle in the system. Since we must know three position $\left(x_{i}, y_{i}, z_{i}\right)$ and three momentum ( $p_{x_{i}}, p_{y_{i}}, p_{z_{i}}$ ) coordinates for each particle, the complete specification of the state of the system requires knowledge of 6 N variables at an instant in time. It is convenient to consider a six-dimensional space, where each particle could be represented by a point having six coordinates $x, y, z, p_{x}, p_{y}$, and $p_{z}$. With this geometrical description, the state of a system of particles (usually molecules) is represented by a certain distribution of $N$ points in a six-dimensional phase space called $\mu$-space to suggest molecular space. Alternatively, a system of $N$ particles could be represented by one point in a $6 N$-dimensional phase space called $\Gamma$-space to suggest gas space, where there would be dimensions

Cell Volume
for the six position and momentum coordinates and for the $N$ molecules. We will restrict the statistical description of a system to a representation in $\mu$-space and frequently refer to it as simply phase space.

Consider partitioning $\mu$-space into very small six-dimensional cells having sides of length $d x, d y, d z, d p_{x}, d p_{y}, d p_{z}$. The volume of each cell, as defined by

$$
\begin{equation*}
\tau \equiv d x d y d z d p_{x} d p_{y} d p_{z}, \tag{11.1}
\end{equation*}
$$

is very small compared to the spatial dimensions and range of momenta of the real system, but large enough such that each cell can contain a number of particles or representative phase points. Because of the Heisenberg uncertainty principle discussed in Chapter 8, Section 8.7, we have

$$
\begin{equation*}
d x d p_{x}=d y d p_{y}=d z d p_{z}=h . \tag{11.2}
\end{equation*}
$$

Thus, quantum mechanically the position and momentum coordinates of a particle are restricted such that the representative phase point exists somewhere within an elemental volume of $h^{3}$ in $\mu$-space. Consequently, the minimum volume of a cell in $\mu$-space is given by

Minimum Volume
Per Cell

Conservation of Particles

Conservation of Energy

$$
\begin{equation*}
\tau_{0}=h^{3} . \tag{11.3}
\end{equation*}
$$

Of course, the cell volume defined by Equation 11.1 is completely arbitrary, subject only to the restrictions $\tau_{0} \leq \tau \ll V_{\mu}$, where $V_{\mu}$ represents the actual volume of the system in $\mu$-space.

By numbering each cell in $\mu$-space as $1,2,3, \cdots, i, \cdots$, the number of phase points (particles) in each corresponding cell, called the occupation number, can be denoted as $n_{1}, n_{2}, n_{3}, \cdots, n_{i}, \cdots$. With this definition of the occupation number it is apparent that the total number of particles in the system is given by

$$
\begin{equation*}
N=\sum_{i} n_{i}, \tag{11.4}
\end{equation*}
$$

where the summation extends over all cells in $\mu$-space. Further, it should be noted that all particles in any one cell have exactly the same energy $\epsilon_{i}$ to within the limits of $\tau$. Consequently, the total energy of the particles in the $i$ th cell is $n_{i} \epsilon_{i}$, and the total energy of the system is clearly

$$
\begin{equation*}
E=\sum_{i} n_{i} \boldsymbol{\epsilon}_{i} . \tag{11.5}
\end{equation*}
$$

Frequently, the thermodynamic internal energy $U$ of a system is substituted for the total energy $E$ in this equation, which is completely valid for sys-
tems wherein the potential energy can be defined as zero.
Since an assembly is taken to be a number of identical entities, which may be particles or identical systems of particles, our system is an assembly of $N$ particles. If we constructed an assembly of replicas of a system, we would have an assembly of assemblies, which is commonly called an ensemble of systems. The conceptualization of an ensemble arises from the realization that initially a system of $N$ particles would have macroscopic properties that slowly change with the passing of time until equilibrium is established. After J. Willard Gibbs (recall Chapter 10, Section 10.2), we consider this intellectual construction of an ensemble of systems to simulate and represent at one instant in time the properties of the actual system, as would develop in the course of time. An ensemble is also considered to be suitable randomized, such that every configuration of position and momentum coordinates that are accessible to the actual system in the course of time is represented by one or more systems in the ensemble at one instant in time. Thus, Gibbs' scheme allows us to replace time averages over a single system by ensemble averages at a fixed time. The Ergodic hypothesis of statistical mechanics postulates the equivalence of time averages and ensemble averages, but such an equivalence has not been proven in general. It can be argued, however, that an ensemble average is more representative of the actual system than a time average, since we never know the initial conditions of a real system and, thus, cannot know exactly how to take a time average.

If our system of interest is in an external conservative force field (e.g., gravitational, electric, or magnetic), then from classical physics we know that the total energy of the system is a constant. An ensemble of such systems could be constructed such that the energy of every system is the same and independent of time. Such an ensemble is known at the microcanonical ensemble, and is appropriate for the discussion of an isolated system, since the system's total energy is necessarily a constant in time. Essentially, we can consider a system of a microcanonical ensemble as one wherein particles are sufficiently independent of one another, such that an energy $\epsilon_{i}$ can be assigned to each, but sufficiently interactive with one another to establish thermodynamic equilibrium.

## II. 2 System Configurations and Complexions: An Example

The configuration of a system is specified by enumerating the energies $\left(\epsilon_{1}\right.$, $\left.\epsilon_{2}, \epsilon_{3}, \cdots, \epsilon_{i}, \cdots\right)$ of all possible regions of equal phase volume in $\mu$-space and specifying the number of phase points $\left(n_{1}, n_{2}, n_{3}, \cdots, n_{i}, \cdots\right)$ in each
cell. It should be emphasized that the energy associated with a cell in $\mu$ space is a constant of time for systems of a microcanonical ensemble. This results from the fact that such a system is composed of $N$ identical and essentially free particles, where the energy of a particle is dependent on only its momentum. That is, for a particle in the ith cell of $\mu$-space, its energy is given by

$$
\begin{equation*}
\boldsymbol{\epsilon}_{i}=\frac{p_{i}^{2}}{2 m} \tag{11.6}
\end{equation*}
$$

Thus, the system configuration consists of cells of equal extension (i.e., Equation 11.1) and constant energy (i.e., Equation 11.6), wherein particles (represented by phase points) are considered to be located. Certainly, the number of particles in a particular cell (the occupation number) will in general change with the passing of time, but at a particular instant in time, this number associated with each cell in $\mu$-space is fixed. The specification of the occupation numbers $n_{1}, n_{2}, n_{3}, \cdots, n_{i}, \cdots$ associated with each cell in $\mu$-space at an instant in time is said to define a macrostate of the system. Thus, the configuration of a system at a particular instant, as illustrated in Table 11.1, represents one possible macrostate of the system. From this discussion, it should be clear that the macroscopic properties of our system will depend only on the occupation numbers of our system's configuration.

We are now confronted with the important problem of determining the number of different ways $n_{1}, n_{2}$, and so on particles can be selected from $N$ identical particles and placed in cells 1,2 , and so on for a specific macrostate. The total number of ways of making this selection is referred to as the number of complexions or microstates of the macrostate, which are allowed by the nature of the real system being considered. The counting procedure utilized in obtaining the number of allowed complexions for a system configuration will be illustrated by an example that should clarify the distinction between macrostates and microstates (complexions) and allow for generalizations. In particular, consider a system of five particles being represented in a two-cell $\mu$-space. As illustrated in Table 11.2, the number of possible macrostates of the system is six because particle conservation (Equation 11.4) allows for only six sets of values for the cell occupation numbers $n_{1}$ and $n_{2}$.

TABLE II.I
A system configuration defining one particular macrostate.

| Cell Number | 1 | 2 | 3 | $\ldots$ | $i$ | $\ldots$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Cell Energy | $\epsilon_{1}$ | $\epsilon_{2}$ | $\epsilon_{3}$ | $\ldots$ | $\epsilon_{i}$ | $\ldots$ |
| Occupation Number | $n_{1}$ | $n_{2}$ | $n_{3}$ | $\ldots$ | $n_{i}$ | $\ldots$ |


| $n_{1}$ | 5 | 4 | 3 | 2 | 1 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $n_{2}$ | 0 | 1 | 2 | 3 | 4 | 5 |

TABLE 11.2
The macrostates allowed for a five particle system in a 2 -cell $\mu$-space.

The number of complexions or microstates associated with a particular macrostate is obtainable by enumerating the possible arrangements (or permutations) of the particles in the macrostate, exclusive of the combinations (irrelevant permutations) that merely interchange the particles within each phase cell. Before enumerating the microstates associated with each macrostate given in Table 11.2, we must realize that in Maxwell-Boltzmann statistics particles are considered to be identical yet distinguishable. That is, in principle it must be possible to label each particle as $a, b, c$, and so on, such that a microstate in which particle $a$ is in one cell and $b$ in another is regarded as distinct and different from the macrostate in which they are reversed. Thus, for the macrostate corresponding to $n_{1}=2$ and $n_{2}=3$ of Table 11.2, the allowed microstates, exclusive of the irrelevant ones, are enumerated in Table 11.3. Clearly, the number of microstates in this case is ten for the $n_{1}=2$ and $n_{2}=3$ macrostate. The microstate ba in cell 1 and $c d e$ in cell 2 is equivalent to the first one tabulated in Table 11.3 and corresponds to an irrelevant permutation of the particles in cell 1. In defining the number of microstates, parentheses were used to indicate that it was equivalent to the number of permutations of the particles in the macrostate. The number of permutations of five particles is defined by 5 ! $\equiv 1 \cdot 2 \cdot 3 \cdot 4 \cdot 5=120$, where $5!$, read as " 5 factorial," is an abbreviation for the product of the integers 1 through 5 . This result of 120 is not equivalent to the number of microstates, however, because the irrelevant permutations within each cell have not been discarded. These irrelevant permutations correspond to $n_{1}!=2!=2$ for cell 1 and $n_{2}!=3!=6$ for cell 2 . Thus, the total number of permutations (120) must be divided by the product of

| Cell 1 | $a b$ | $a c$ | $a d$ | $a e$ | $b c$ | $b d$ | $b e$ | $c d$ | $c e$ | $d e$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Cell 2 | $c d e$ | $b d e$ | $b c e$ | $b c d$ | $a d e$ | $a c e$ | $a c d$ | $a b e$ | $a b d$ | $a b c$ |
|  |  |  |  |  |  |  |  |  |  |  |

## TABLE II. 3

The number of microstates for the macrostate $n_{1}=2, n_{2}=3$ ofTable I 1.2 , excluding the irrelevant permutations of particles in a cell.
those that only permute particles within the individual cells, which gives the total number of microstates as $5!/ 2!3!=120 / 2 \cdot 6=10$.

The result obtained above by considering permutations is certainly in agreement with the counting result of Table 11.3. This suggests a more generalized expression for the determination of the number of microstates (complexions) associated with a particular system configuration for the $k$ th macrostate of

$$
\begin{equation*}
W_{k}=\frac{N!}{n_{1}!n_{2}!} \tag{11.7}
\end{equation*}
$$

for the example considered. This result should be rather obvious from the above discussion, or we can consider the counting in a more general way for a system of $N$ particles in a two-cell $\mu$-space. For the first cell, the $n_{1}$ particles can be selected in

$$
\begin{align*}
w_{1} & =N(N-1)(N-2) \cdots \frac{\left(N-n_{1}+1\right)}{n_{1}!} \\
& =\frac{N!}{\left(N-n_{1}\right)!n_{1}!} \tag{11.8}
\end{align*}
$$

ways, where the $n_{1}!$ in the denominator refers to the irrelevant permutations within the cell. Similarly, the $n_{2}$ particles for the second cell can be selected from the $N-n_{1}$ particles remaining in

$$
\begin{align*}
w_{2} & =\left(N-n_{1}\right)\left(N-n_{1}-1\right)\left(N-n_{1}-2\right) \cdots \frac{\left(N-n_{1}-n_{2}+1\right)}{n_{2}!} \\
& =\frac{\left(N-n_{1}\right)!}{\left(N-n_{1}-n_{2}\right)!n_{2}!} \tag{11.9}
\end{align*}
$$

ways. Consequently, the total number of microstates corresponding to a particular $n_{1}, n_{2}$ macrostate is simply the product of $w_{1}$ and $w_{2}$. That is,

$$
\begin{align*}
W_{k} & =w_{1} \cdot w_{2}  \tag{11.10}\\
& =\frac{N!}{\left(N-n_{1}-n_{2}\right)!n_{1}!n_{2}!} \\
& =\frac{N!}{n_{1}!n_{2}!} \tag{11.7}
\end{align*}
$$

represents the number of microstates (complexions) for a particular, say $k$ th, macrostate. The result is equivalent to Equation 11.7, since from particle conservation $N-n_{1}-n_{2}=0$ and $0!\equiv 1$.

Using the result of Equation 11.7, it is now easy to calculate the number of microstates corresponding to each macrostate for the example illustrated in Table 11.2:

$$
\begin{array}{ll}
n_{1}=5, & n_{2}=0 \rightarrow W=\frac{5!}{5!0!}=1, \\
n_{1}=4, & n_{2}=1 \rightarrow W=\frac{5!}{4!1!}=5, \\
n_{1}=3, & n_{2}=2 \rightarrow W=\frac{5!}{3!2!}=10, \\
n_{1}=2, & n_{2}=3 \rightarrow W=\frac{5!}{2!3!}=10, \\
n_{1}=1, & n_{2}=4 \rightarrow W=\frac{5!}{1!4!}=5, \\
n_{1}=0, & n_{2}=5 \rightarrow W=\frac{5!}{0!5!}=1 .
\end{array}
$$

Altogether, there are 32 different microstates corresponding to the 6 different macrostates. In statistical mechanics the principle of equal a prior probability assumes that each microstate occurs with equal probability. From this fundamental postulate and our example, it is clear that each macrostate is not equally probable, since the number of microstates corresponding to different macrostates are in general different. We can, however, define the probability of occurrence of a particular macrostate as the ratio of its corresponding number of microstates to the total number of microstates. This means that the first and sixth macrostates in our example will be observed $1 / 32$ of the time, the second and fifth will each occur $5 / 32$ of the time, and the third and fourth will each be observed most frequently for $5 / 16$ of the time. As a result of this interpretation of $W_{k}$, it is often referred to as the thermodynamic probability of the $k$ th macrostate, which will be more completely discussed in the next section.

## I I. 3 Thermodynamic Probability

Although Equation 11.7 was developed for an $N=5$ particle system of distinguishable particles distributed among two cells, its generalization to a $\mu$-space configuration of many cells should clearly be

$$
\begin{equation*}
W_{k} \equiv \Pi_{i} w_{i}, \tag{11.11}
\end{equation*}
$$

Total Microstates for a Macrostate
where the symbol $\Pi_{i}$ defines a product of all terms that follow. Generalizing the $w_{i}^{\prime}$ s of Equations 11.8 and 11.9 and substituting into Equation 11.11 gives

$$
\begin{equation*}
W_{k}=\frac{N!}{\Pi_{i} n_{i}!} \tag{11.12}
\end{equation*}
$$

for the number of microstates of the $k$ th macrostate for $N$ identical but distinguishable particles in a $\mu$-space partitioned into $i$ cells. It should be understood that the distinguishability of $N$ identical particles is a feature of classical systems that has no validity in quantum statistical mechanics. Equation 11.12 represents the thermodynamic probability of a classical system for the configuration represented in Table 11.1.

The thermodynamic probability of Maxwell-Boltzmann statistics (Equation 11.12) is not completely general as it does not allow particles in different cells to possess the same energy. Such a degeneracy in a number of cells corresponding to the same energy must be allowed classically. This is easily understood by realizing that the energy of each cell in $\mu$-space is given by Equation 11.6, which is quadratic in the momentum coordinates associated with each cell. Thus, particles traveling with the same speeds in different directions would have different momentum vectors but identical energies because Equation 11.6 gives $\boldsymbol{\epsilon}_{i} \propto \mathbf{p}_{i} \cdot \mathbf{p}_{i}$. For example, considering the two-dimensional momentum space illustrated by Figure 11.2, particles in the circular shell of radius $\mathrm{p}=\left(p_{x}^{2}+p_{y}^{2}\right)^{1 / 2}$ and thickness $d p$ possess momentum between $p$ and $p+d p$. Consequently, the phase points representing such particles would be in different cells of identical energy in $\mu$-space.

To understand how cell-energy degeneracy can be taken into account, imagine $N$ identical but distinguishable particles of which $n_{1}$ particles are to be placed into one or the other of two cells having the same cell-energy $\epsilon$. There are $N$ ways the first particle can be selected and put in the first cell and $N$ ways the same first particle can be put in the second cell. Because it cannot be placed in both cells simultaneously, the two events are mutually exclusive. Thus, the total number of ways of selecting the first particle and placing it in either cell is $2 N$. For the second particle the number of ways is $2(N-1)$, for the third particle $2(N-2)$, and so forth for the $n_{1}$ particles. Clearly, from this discussion we have

$$
\begin{align*}
w_{1} & =(2 N)[2(N-1)][2(N-2)] \cdots \frac{\left[2\left(N-n_{1}+1\right)\right]}{n_{1}!} \\
& =N(N-1)(N-2) \cdots \frac{\left(N-n_{1}+1\right) 2^{n_{1}}}{n_{1}!} \\
& =\frac{N!2^{n_{1}}}{\left(N-n_{1}\right)!n_{1}!}, \tag{11.13a}
\end{align*}
$$


which should be compared with Equation 11.8. If now there are $n_{2}$ particles to be distributed among three cells of identical energy $\epsilon_{2}$, then the number of ways would be

$$
\begin{align*}
w_{2} & =\left(N-n_{1}\right)\left(N-n_{1}-1\right) \cdots \frac{\left(N-n_{1}-n_{2}+1\right) 3^{n_{2}}}{n_{2}!} \\
& =\frac{\left(N-n_{1}\right)!3^{n_{2}}}{\left(N-n_{1}-n_{2}\right)!n_{2}!}, \tag{11.13b}
\end{align*}
$$

which is similar the Equation 11.9 except for the $3^{n_{2}}$ factor.
From the above discussion, it should be straight forward to generalize to a system having the configuration illustrated in Table 11.4 for $i$ cells in $\mu$-space, where the cell-energy degeneracy is denoted as $g_{1}, g_{2}, g_{3}, \cdots, g_{i}$. For this configuration of a system our interpretation of the occupation

| Cell Number | 1 | 2 | 3 | $\cdots$ | $i$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Cell Energy | $\epsilon_{1}$ | $\epsilon_{2}$ | $\epsilon_{3}$ | $\cdots$ | $\epsilon_{i}$ |
| Degeneracy | $g_{1}$ | $g_{2}$ | $g_{3}$ | $\cdots$ | $g_{i}$ |
| Occupation Number | $n_{1}$ | $n_{2}$ | $n_{3}$ | $\cdots$ | $n_{i}$ |

Figure II. 2
Particles in p-space having essentially the same energy.

TABLE II. 4
A system configuration for $i$ cells in $\mu$-space, including cell-energy degeneracy.

Maxwell-Boltzmann Thermodynamic Probability
number is somewhat modified. For the $i$ th cell of degeneracy $g_{\text {}}$, the occupation number represents the number of particles distributed among the $g_{i}$ cells of identical energy $\epsilon_{i}$. We can think of the $g_{i}$ cells as different particle energy states at the same energy level, so a macrostate of the assembly is now defined by specifying the number of particles $n_{i}$ in each energy level. This definition of a macrostate for degenerate cells is equally valid for distinguishable or indistinguishable particles. If the particles are distinguishable, which is our present consideration for M-B statistics, a microstate of the assembly still corresponds to the specification of the particular energy state (i.e., the particular cell of the $g_{i}$ cells) of each particle. Thus, for the configuration of Table 11.4 a generalization of Equations 11.13a and 11.13 b gives

$$
\begin{align*}
& w_{1}=\frac{N!g_{1}^{n_{1}}}{\left(N-n_{1}\right)!n_{1}!}  \tag{11.14a}\\
& w_{2}=\frac{\left(N-n_{1}\right)!g_{2}^{n_{2}}}{\left(N-n_{1}-n_{2}\right)!n_{2}!}  \tag{11.14b}\\
& \cdot  \tag{11.14c}\\
& \cdot \\
& \cdot \\
& \cdot \\
& w_{i}= \\
& \cdot \frac{\left(N-n_{1}-\cdots-n_{i-1}\right)!g_{i}^{n_{i}}}{\left(N-n_{1}-\cdots-n_{i}\right)!n_{i}!}
\end{align*}
$$

which upon substitution into Equation 11.11 yields

$$
\begin{equation*}
W_{\mathrm{M}-\mathrm{B}}=W_{k}=\Pi_{i} w_{i}=\frac{N!\Pi_{i} g_{i}^{n_{i}}}{\Pi_{i} n_{i}!} . \tag{11.15}
\end{equation*}
$$

This result is known as the Maxwell-Boltzmann thermodynamic probability for the $k$ th macrostate of a system of $N$ identical but distinguishable particles distributed among cells having an energy level degeneracy.

From the above discussion of the M-B statistics for distinguishable particles, it is now relatively easy to count the number of microstates corresponding to a particular macrostate for identical and indistinguishable particles. In this case we do not need to specify the energy state of each particle, since the particles are indistinguishable. Instead, a microstate of the assembly corresponds to the specification of the total number of particles in each energy level. For the configuration of Table 11.4, the $i$ th energy level contains $g_{i}$ cells of identical energy $\epsilon_{i}$. For the $n_{i}$ indistinguishable particles distributed among the $g_{i}$ cells, the first particle may be placed in any one of the $g_{i}$ cells. The second particle may also be placed in any one of the $g_{i}$ cells, since there is no limitation to the number of particles per
cell. Similarly, there are $g_{i}$ ways of placing the third particle, the fourth particle, and so forth for each of the $n_{i}$ particles. Thus, the total number of possible distributions for the $n_{i}$ particles in the $g_{i}$ cells of energy level $\epsilon_{i}$ is simply

$$
w_{i}=\frac{g_{i}^{n_{i}}}{n_{i}!},
$$

where the $n_{i}$ ! in the denominator takes into account the irrelevant permutations of the $n_{i}$ particles. Counting every possible distribution of particles in every energy level gives the so-called classical thermodynamic probability

$$
\begin{equation*}
W_{\mathrm{c}}=W_{k}=\Pi_{i} w_{i}=\frac{\Pi_{i} g_{i}^{n_{i}}}{\Pi_{i} n_{i}!} \tag{11.16}
\end{equation*}
$$

for the $k$ th macrostate of a system of identical but indistinguishable particles.

## Ensemble Averaging

The principle of equal a priori probability of statistical mechanics has been interpreted to mean that every possible microstate of an isolated assembly is equally probable. The thermodynamic probability of the $k$ th macrostate, denoted by $W_{k}$ and given by Equations 11.15 and 11.16 for classical statistical mechanics, represents the number of equally probable microstates corresponding to a particular macrostate. Thus, for a system of $N$ particles the total number of equally probable microstates $\Omega$ is defined by

$$
\begin{equation*}
\Omega \equiv \sum_{k} W_{k}, \tag{11.17}
\end{equation*}
$$

where the summation is over all possible macrostates. Frequently and for obvious reasons, $\Omega$ is referred to as the thermodynamic probability of the assembly. An alternative and sometimes more useful relation for the total number of microstates for $\mathrm{M}-\mathrm{B}$ statistics is given by

$$
\begin{equation*}
\Omega_{\mathrm{M}-\mathrm{B}}=\left(\sum_{i} g_{i}\right)^{N} . \tag{11.18}
\end{equation*}
$$

This relation can be argued for a system of $N$ distinguishable particles, since for the configuration defined in Table 11.4 we should in principle be
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Thermodynamic Probability
able to specify which particles have energy $\epsilon_{1}$, which have energy $\epsilon_{2}$, and so forth for all $N$ particles. The total number of distinct cells in which a given particle can exist with energy $\epsilon_{i}$ is given by $\sum_{i} g_{i}$. Because each particle can exist in any one of the $\sum_{i} g_{i}$ possible cells, the total number of ways the $N$ particles can be distributed among the various cells is given by Equation 11.18. Hence, for the example of Section 11.2, where $N=5$ particles were distributed in a nondegenerate two cell $\mu$-space, $g_{1}=g_{2}=1$ and the total number of possible microstates is $\Omega_{\mathrm{M}-\mathrm{B}}=(1+1)^{5}=2^{5}=32$ in agreement with our previous result.

As defined previously, the microcanonical ensemble consists of a very large number of replicas of a given assembly of free particles having a constant total energy, where all equally probable microstates of the assembly are represented by one or more replicas in the ensemble at one instant in time. Thus, an ensemble average of any physical variable $A_{i k}$, giving its average distribution of values in the $i$-cells of the $k$ th macrostate, can be obtained by multiplying $A_{i k}$ by the number of replicas in the $k$ th macrostate, summing over all macrostates, and dividing by the total number of possible microstates. That is, the ensemble average of $A_{i k}$ is defined by

$$
\begin{equation*}
\bar{A}_{i} \equiv \frac{\sum_{k} A_{i k} W_{k}}{\Omega} \tag{11.19}
\end{equation*}
$$

where the sum extends over all possible macrostates for which the conservation requirements of Equations 11.4 and 11.5 are valid. This definition of ensemble average of a physical variable is completely general and valid for both classical and quantum statistical mechanics, and it should be compared with the quantum theory expectation value discussed in Chapter 10, Section 10.2.

The actual averaging of Equation 11.19 may be performed by several different general methods, including the Burns-Brown-Becker method (Becker Averaging Technique for Obtaining Distribution Functions in Statistical Mechanics, M. L. Burns, R. A. Brown, Amer. J. Phys. 39, no. 7 [1971]: 802-805). If the physical observable of interest is the occupation number (i.e., $A_{i}=n_{i}$ ), then Equation 11.19 would yield a distribution function for the average values of the occupation numbers. That is, a distribution function $\bar{n}_{i}=f\left(\epsilon_{i}\right)$ could be derived (see reference cited), which gives the average number of particles in the $i$ th degenerate cell having an energy $\epsilon_{i}$. Allowing the $i$ subscript to take on all values for the cells in $\mu$-space, such a relation would describe the average macrostate for a system in thermodynamic equilibrium. For pedagogic reasons we derive in Section 11.4
the most probable distribution $n_{i}=f\left(\epsilon_{i}\right)$, where the method detailed considers the most probable $W_{k}$ to be so much more probable than any other that all other macrostates can be ignored. This fundamental assumption of the most probable distribution means that the average value of any physical variable tends toward its most probable value. That is, from Equations 11.17 and 11.19 we have

$$
\begin{equation*}
\bar{A}_{i} \approx \frac{\left(A_{i}\right)_{\mathrm{MP}}\left(W_{k}\right)_{\mathrm{MP}}}{\left(W_{k}\right)_{\mathrm{MP}}}=\left(A_{i}\right)_{\mathrm{MP}} \equiv A_{i} \tag{11.20}
\end{equation*}
$$

where the second subscript MP denotes most probable. The assumption of this method is completely valid in the limit as the number of particles of the system goes to infinity. Indeed, we can recognize the merit of this result by applying Equation 11.19 to the example discussed in Section 11.2. For the case of $N=5$ particles distributed between two nondegenerate cells, we have from Equation 11.19 for $i=1$

$$
\begin{aligned}
\bar{n}_{1} & =\frac{\sum_{k} n_{1 k} W_{k}}{\Omega} \\
& =\frac{(5 \cdot 1+4 \cdot 5+3 \cdot 10+2 \cdot 10+1 \cdot 5+0 \cdot 1)}{32} \\
& =\frac{80}{32}=2.5,
\end{aligned}
$$

where Table 11.2 and Equation 11.7 have been used. A similar calculation for $i=2$ gives $\bar{n}_{2}=2.5$, such that the average macrostate is defined by $W\left(\bar{n}_{1}, \bar{n}_{2}\right)=W(2.5,2.5)$. In section 11.2 we found the most probable macrostates for this example to be $W\left(n_{1}, n_{2}\right)=W(3,2)=W(2,3)$, which makes us suspect that $\bar{n}_{i}$ trends toward $n_{i}$ for large values of $N$. Certainly, the results of this example demonstrate that the average of the two most probable macrostates is identical to $W\left(\bar{n}_{1}, \bar{n}_{2}\right)$.

## Entropy and Thermodynamic Probability

Before leaving our discussion of thermodynamic probability, we can capitalize on the concept of the most probable distribution. The assumption of the most probable macrostate can be interpreted as that state in which the system is most likely to exist. It is the macrostate toward which an isolated system would trend in attaining thermodynamic equilibrium and, consequently, that state with the maximum number of microstates. However, in classical thermodynamics the equilibrium state of an isolated sys-
tem corresponds to the state of maximum entropy. Thus, we should expect some correlation between entropy $S$ and thermodynamic probability $W$, since they both have their maximum values in the equilibrium state of an isolated system. In this context $W$ without the $k$ subscript represents the most probable macrostate for any kind of statistics, including MaxwellBoltzmann, classical, or the Bose-Einstein and Fermi-Dirac thermodynamic probabilities of Chapter 12.

Consider two isolated systems that are brought together and allowed to exchange energy but not particles through a diathermic partition, as illustrated in Figure 11.3. Since the two systems are allowed to exchange energy, thermodynamic equilibrium will be established after a sufficient contact time. In equilibrium the total entropy of the two systems is given by

$$
\begin{equation*}
S_{T}=S_{1}+S_{2}, \tag{11.21}
\end{equation*}
$$

while the total thermodynamic probability of the most probable macrostate is given by

$$
\begin{equation*}
W_{T}=W_{1} W_{2} . \tag{11.22}
\end{equation*}
$$

From the above discussion, it seems reasonable to assume entropy to be a function of thermodynamic probability. That is, we assume $S_{T}=S_{T}\left(W_{T}\right)$ and $S_{i}=S_{i}\left(W_{i}\right)$ for $i=1$ or 2, which allows Equation 11.21 to be expressed as

$$
\begin{equation*}
S_{T}\left(W_{T}\right)=S_{T}\left(W_{1}, W_{2}\right)=S_{1}\left(W_{1}\right)+S_{2}\left(W_{2}\right) . \tag{11.23}
\end{equation*}
$$

This assumed functional dependence of entropy allows the total derivative of Equation 11.21,

Figure II. 3
Two systems in thermodynamic equilibrium, separated by a diathermic partition.

$$
\begin{equation*}
d S_{T}=d S_{1}+d S_{2} \tag{11.24}
\end{equation*}
$$

to be expressed as

$$
\frac{\partial S_{T}}{\partial W_{1}} d W_{1}+\frac{\partial S_{T}}{\partial W_{2}} d W_{2}=\frac{d S_{1}}{d W_{1}} d W_{1}+\frac{d S_{2}}{d W_{2}} d W_{2}
$$

For this equation to be valid, the coefficients of $d W_{1}$ must be equal and likewise for the coefficients of $d W_{2}$ :

$$
\begin{align*}
& \frac{\partial S_{T}}{\partial W_{1}}=\frac{d S_{1}}{d W_{1}}  \tag{11.25a}\\
& \frac{\partial S_{T}}{\partial W_{2}}=\frac{d S_{2}}{d W_{2}} \tag{11.25b}
\end{align*}
$$

By employing the chain rule of differential calculus, the left-hand side of these equations can be rewritten as

$$
\begin{align*}
\frac{\partial S_{T}}{\partial W_{1}} & =\frac{d S_{T}}{d W_{T}} \frac{\partial W_{T}}{\partial W_{1}} \\
& =W_{2} \frac{d S_{T}}{d W_{T}}  \tag{11.26a}\\
\frac{\partial S_{T}}{\partial W_{2}} & =\frac{d S_{T}}{d W_{T}} \frac{\partial W_{T}}{\partial W_{2}} \\
& =W_{1} \frac{d S_{T}}{d W_{T}} \tag{11.26b}
\end{align*}
$$

where Equation 11.22 has been used in evaluating the partial derivatives of $W_{T}$. Thus, from Equations $11.25(\mathrm{a}-\mathrm{b})$ and $11.26(\mathrm{a}-\mathrm{b})$ we obtain the equations

$$
\begin{align*}
& W_{2} \frac{d S_{T}}{d W_{T}}=\frac{d S_{1}}{d W_{1}}  \tag{11.27a}\\
& W_{1} \frac{d S_{T}}{d W_{T}}=\frac{d S_{2}}{d W_{2}} \tag{11.27b}
\end{align*}
$$

which can be combined as

$$
\begin{equation*}
W_{1} \frac{d S_{1}}{d W_{1}}=W_{2} \frac{d S_{2}}{d W_{2}} \tag{11.28}
\end{equation*}
$$

by multiplication of Equation 11.27a by $W_{1}$ and Equation 11.27b by $W_{2}$. Since $W_{1}$ and $W_{2}$ are independent, this equation is valid only if each side is equal to the same constant, say $k_{\mathrm{B}}$. Thus, we have the results

$$
\begin{aligned}
& W_{1} \frac{d S_{1}}{d W_{1}}=k_{\mathrm{B}}, \\
& W_{2} \frac{d S_{2}}{d W_{2}}=k_{\mathrm{B}},
\end{aligned}
$$

which can be arranged as

$$
\begin{aligned}
& d S_{1}=k_{\mathrm{B}} \frac{d W_{1}}{W_{1}}, \\
& d S_{2}=k_{\mathrm{B}} \frac{d W_{2}}{W_{2}},
\end{aligned}
$$

and integrated to obtain

$$
\begin{align*}
& S_{1}=k_{\mathrm{B}} \ln W_{1},  \tag{11.29a}\\
& S_{2}=k_{\mathrm{B}} \ln W_{2} . \tag{11.29b}
\end{align*}
$$

These results suggest that
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$$
\begin{equation*}
S=k_{\mathrm{B}} \ln W \tag{11.30}
\end{equation*}
$$

for an isolated system in thermodynamic equilibrium, where $W$ represents the most probable or maximum macrostate.

The relation given by Equation 11.30 provides the fundamental connection between classical thermodynamics and statistical mechanics. Instead of being developed in terms of the thermodynamic probability of the most probable macrostate $W$, it could have been expressed in terms of the thermodynamic probability of the assembly $\Omega$, that is,

$$
\begin{equation*}
S=k_{\mathrm{B}} \ln \Omega, \tag{11.31}
\end{equation*}
$$

by the same general arguments. Although the constant $k_{\mathrm{B}}$ was arbitrarily chosen and undefined in our derivation, it must be selected such that thermodynamic and statistical values of a system's entropy are in agreement. Later in Section 11.7, $k_{\mathrm{B}}$ will be shown to be the well-known Boltzmann constant. Further, Equations 11.30 and 11.31 are completely valid in both classical and quantum statistical mechanics.

## II. 4 Most Probable Distribution

The primary objective of this section is to derive an equation of the form $n_{i}=f\left(\epsilon_{i}\right)$ for the most probable distribution by determining the particular $W_{k}$ of Equation 11.15 that has the largest or maximum value. Since the M-B thermodynamic probability of $N$ distinguishable particles (Equation 11.15) has products of cell-energy degeneracies and occupation numbers, it is simpler to work with $1 \mathrm{n} W_{\mathrm{M}-\mathrm{B}}$ rather than $W_{\mathrm{M}-\mathrm{B}}$. This approach is completely justified since if $W_{\mathrm{M}-\mathrm{B}}$ is a maximum, then so is the natural logarithm of $W_{\mathrm{M}-\mathrm{B}}$. Hence, we consider

$$
\begin{equation*}
\ln W_{\mathrm{M}-\mathrm{B}}=\ln N!+\sum_{i} n_{i} \ln g_{i}-\sum_{i} \ln n_{i}!, \tag{11.32}
\end{equation*}
$$

where the product $\Pi$ has been replaced by the sum $\Sigma$, due to the properties of the logarithm, and Equation 11.15 has been used. The Logarithm of the factorial of any number, say $A$, can be handled most easily by Stirling's formula

$$
\begin{equation*}
\ln A!\approx A \ln A-A, \quad A \gg 1 \tag{11.33}
\end{equation*}
$$

This formula is easily verified, since for $N=60$ we have $\ln 60!\approx \ln$ $\left(8.321 \times 10^{81}\right) \approx 188.6$ and $60 \ln 60-60 \approx 185.6$, which results in an error of only roughly 1.6 percent. The error is completely negligible in practical problems, where the number of particles is typically on the order of magnitude of Avogadro's number. With Stirling's formula Equation 11.32 becomes

$$
\ln W_{\mathrm{M}-\mathrm{B}}=N \ln N-N+\sum_{i} n_{i} \ln g_{i}-\sum_{i} n_{i} \ln n_{i}+\sum_{i} n_{i},
$$

which immediately reduces to

$$
\begin{equation*}
\ln W_{\mathrm{M}-\mathrm{B}}=N \ln N+\sum_{i} n_{i} \ln \frac{g_{i}}{n_{i}}, \tag{11.34}
\end{equation*}
$$

because the second and fifth terms cancel due to the conservation of particles requirement (Equation 11.4). The classical thermodynamics probability of Equation 11.16 can be handled similarly to obtain

$$
\begin{equation*}
\ln W_{\mathrm{C}}=N+\sum_{i} n_{i} \ln \frac{g_{i}}{n_{i}}, \tag{11.35}
\end{equation*}
$$

which is seen to differ from $W_{\mathrm{M}-\mathrm{B}}$ in only the first term.

The requirement for $W_{k}$ or $\ln W_{k}$ to be the most probable is for its value to be unaffected by small changes in any of the occupation numbers. If the occupation numbers were continuous instead of discrete, this requirement could be expressed as

$$
\begin{align*}
\frac{\partial W_{k}}{\partial n_{i}} & =0  \tag{11.36a}\\
\text { or } \quad \frac{\partial \ln W_{k}}{\partial n_{i}} & =0
\end{align*}
$$

For discrete occupation numbers, however, a change in $\ln W_{k}$ corresponding to a very small change in $n_{i}$ of $\delta n_{i}$ is denoted by $\delta \ln W_{k}$, which must be equal to zero for the most probable distribution. Thus, for M-B statistics and Equation 11.34 we have

$$
\begin{align*}
\delta \ln W_{\mathrm{M}-\mathrm{B}}= & N \delta \ln N+\ln N \delta N+\sum_{i} n_{i} \delta \ln g_{i}+\sum_{i} \ln g_{i} \delta n_{i} \\
& -\sum_{i} n_{i} \delta \ln n_{i}-\sum_{i} \ln n_{i} \delta n_{i}=0 . \tag{11.37}
\end{align*}
$$

Because $N$ and $\mathrm{g}_{\mathrm{i}}$ are constants of the system we have

$$
\begin{equation*}
\delta N=\delta g_{i}=0, \tag{11.38}
\end{equation*}
$$

and the first, second, third, and fifth terms vanish in Equation 11.37.

$$
\begin{align*}
N \delta \ln N & =N \frac{1}{N} \delta N=\delta N=0,  \tag{11.39a}\\
\ln N \delta N & =0,  \tag{11.39b}\\
\sum_{i} n_{i} \delta \ln g_{i} & =\sum_{i} n_{i} \frac{1}{g_{i}} \delta g_{i}=0,  \tag{11.39c}\\
\sum_{i} n_{i} \delta \ln n_{i} & =\sum_{i} n_{i} \frac{1}{n_{i}} \delta n_{i}=\delta \sum_{i} n_{i}=\delta N=0 . \tag{11.39d}
\end{align*}
$$

Thus, the only terms remaining in Equation 11.37 are the fourth and sixth, which can be combined by a logarithm property in the form

$$
\begin{equation*}
\delta \ln W=\sum_{i} \ln \frac{g_{i}}{n_{i}} \delta n_{i}=0 . \tag{11.40}
\end{equation*}
$$

Even though this equation has been derived for M-B statistics, the subscript M-B has been omitted from $W$, since an identical result is obtained by similar arguments for $\delta$ in $W_{\mathrm{C}}$ (see Problem 11.11).

Although, Equation 11.40 must be satisfied by the most probable distribution, it does not specify such a distribution, since the $\delta n_{i}$ 's are not independent. The $\delta n_{i}$ 's must satisfy the conservation of particles and the energy requirements.

$$
\begin{align*}
& \delta N=0=\sum_{i} \delta n_{i},  \tag{11.41}\\
& \delta E=0=\sum_{i} \epsilon_{i} \delta n_{i} . \tag{11.42}
\end{align*}
$$

In this last requirement the normal term $\sum_{i} n_{i} \delta \boldsymbol{\epsilon}_{i}$ is omitted, since $\boldsymbol{\epsilon}_{i}$ is constant for every cell in $\mu$-space and $\delta \epsilon_{i}=0$. These two conservation requirements can be incorporated into Equation 11.40 by the Lagrange method of undetermined multipliers. The method consists of multiplying Equation 11.41 by $-\alpha$ and Equation 11.42 by $-\beta$, with the resulting expressions being added to Equation 11.40 to obtain

$$
\begin{equation*}
\sum_{i}\left(\ln \frac{g_{i}}{n_{i}}-\alpha-\beta \epsilon_{i}\right) \delta n_{i}=0 . \tag{11.43}
\end{equation*}
$$

The undetermined multipliers $\alpha$ and $\beta$ are independent of the occupation numbers and the $\delta n_{i}$ 's of this equation are effectively independent. Thus, Equation 11.43 is valid only under the condition that the coefficient of $\delta n_{i}$ vanishes for each and every value in the sum. That is,

$$
\begin{equation*}
\ln \frac{g_{i}}{n_{i}}-\alpha-\beta \epsilon_{i}=0, \tag{11.44}
\end{equation*}
$$

which by simple mathematics can be expressed as

$$
\begin{equation*}
n_{i}=g_{i} e^{-\alpha} e^{-\beta \varepsilon_{i}} . \tag{11.45}
\end{equation*}
$$

Maxwell-Boltzmann Distribution

This equation represents the Maxwell-Boltzmann distribution for the most probable occupation number and is a direct result of maximizing either 1n $W_{\mathrm{M}-\mathrm{B}}$ (Equation 11.34) or $\ln W_{\mathrm{C}}$ (Equation 11.35).

The evaluation of the undetermined multipliers is the next important consideration. An expression involving $\alpha$ is easily obtained from the conservation of particles requirement. That is, substitution of $n_{i}$ from Equation 11.45 into Equation 11.4 yields

$$
\begin{aligned}
N & =\sum_{i} n_{i} \\
& =e^{-\alpha} \sum_{i} g_{i} e^{-\beta \epsilon_{i}},
\end{aligned}
$$

which can be easily solved for $e^{-\alpha}$ in the form

$$
\begin{equation*}
e^{-\alpha}=\frac{N}{\sum_{i} g_{i} e^{-\beta \epsilon_{i}}} . \tag{11.46}
\end{equation*}
$$

With this expression for $\mathrm{e}^{-\alpha}$, Equation 11.45 becomes
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$$
\begin{equation*}
n_{i}=\frac{N}{Z} g_{i} e^{-\beta \epsilon_{i}}, \tag{11.47}
\end{equation*}
$$

where we have made the symbolic definition

$$
\begin{equation*}
Z \equiv \sum_{i} g_{i} e^{-\beta \epsilon_{i}} . \tag{11.48}
\end{equation*}
$$

The result in Equation 11.47 is often referred to as the Boltzmann distribution. The sum over states in the denominator, represented by the letter Z representing the German word zustandssumme is called the partition function. The partition function, defined in Equation 11.48, is very important in statistical mechanics as will be illustrated in Section 11.6. For now, however, we will accept it as a convenient symbolic simplification of the distribution function and turn our attention to the meaning of the second undetermined multiplier $\beta$.

## II. 5 Identification of $\beta$

In the previous section the derivation for the distribution law of classical mechanics was initiated using the method of the most probable distribution and Stirling's formula to evaluate $\delta \ln W_{\mathrm{k}}=0$. The requirements for the conservation of total energy and total number of particles were accommodated using the Lagrange method of undetermined multipliers, where the parameter $\alpha$ was introduced for the latter and $\beta$ for the former conservative condition. This led to the well-known Maxwell-Boltzmann distribution law given by Equation 11.45, where the most probable occupation number is dependent on both undetermined multipliers $\alpha$ and $\beta$. The elimination of $\alpha$ from the distribution law was easily facilitated by considering conservation of particles, which immediately led to the Boltzmann distribution law (Equation 11.47) and the definition of the partition function (Equation 11.48). Since both of these equations have a dependence on the undetermined multiplier $\beta$, it is imperative that $\beta$ be evaluated. In the discussion that follows a qualitative interpretation of $\beta$ is developed by considering the zeroth law of thermodynamics and then a quantitative
evaluation is accomplished using a fundamental relation between classical thermodynamics and statistical (i.e., Equation 11.30).

## $\beta$ and the Zeroth Law of Thermodynamics

Consider the two systems in thermodynamic equilibrium of Figure 11.3, where the statistical quantities (energy, degeneracy, etc.) are unprimed in the first system and primed in the second system. Since the systems will exchange energy through the diathermic wall in attaining equilibrium, the conservation of energy requirement becomes

$$
\begin{equation*}
E_{T}=\sum_{i} n_{i} \epsilon_{i}+\sum_{j} n_{j}^{\prime} \epsilon_{j}^{\prime}, \tag{11.49}
\end{equation*}
$$

but the condition of the conservation of particles is just
and

$$
\begin{align*}
& N=\sum_{i} n_{i}  \tag{11.50a}\\
& N^{\prime}=\sum_{j} n_{j}^{\prime} \tag{11.50b}
\end{align*}
$$

Now, however, the total number of microstates for a particular macrostate is given by the product

$$
\begin{equation*}
W_{T}=W W^{\prime} \tag{11.51}
\end{equation*}
$$

where for the sake of argument the M-B thermodynamic probability may be used for $W$ and $W^{\prime}$, that is

$$
\begin{align*}
W & =\frac{N!\Pi_{i} g_{i}^{n_{i}}}{\Pi_{i} n_{i}!}  \tag{11.52a}\\
W^{\prime} & =\frac{N^{\prime}!\Pi_{j} g_{j}^{n_{j}^{\prime}}}{\Pi_{j} n_{j}^{\prime}!} \tag{11.52b}
\end{align*}
$$

$W_{T}$ can be maximized by the method of the most probable distribution by considering

$$
\begin{equation*}
\delta \ln W_{T}=\delta \ln W+\delta \ln W^{\prime}=0 \tag{11.53}
\end{equation*}
$$

By analogy with derivational steps leading from Equation 11.32 to Equation 11.40, the condition for the most probable distribution is

$$
\begin{equation*}
\delta \ln W_{T}=\sum_{i} \ln \frac{g_{i}}{n_{i}} \delta n_{i}+\sum_{j} \ln \frac{g_{j}^{\prime}}{n_{j}^{\prime}} \delta n_{j}^{\prime}=0 \tag{11.54}
\end{equation*}
$$

Again, we can use Lagrange's method of undetermined multipliers to take into account the conservation requirements. That is, with

$$
\begin{align*}
-\alpha \sum_{i} \delta n_{i} & =0,  \tag{11.55a}\\
-\alpha^{\prime} \sum_{j} \delta n_{j}^{\prime} & =0  \tag{11.55b}\\
-\beta \sum_{i, j}\left(\epsilon_{i} \delta n_{i}+\epsilon_{j}^{\prime} \delta n_{j}^{\prime}\right) & =0 \tag{11.55c}
\end{align*}
$$

added to Equation 11.54, we obtain

$$
\begin{equation*}
\sum_{i}\left(\ln \frac{g_{i}}{n_{i}}-\alpha-\beta \epsilon_{i}\right) \delta n_{i}+\sum_{j}\left(\ln \frac{g_{j}^{\prime}}{n_{j}^{\prime}}-\alpha^{\prime}-\beta \epsilon_{j}^{\prime}\right) \delta n_{j}^{\prime}=0 \tag{11.56}
\end{equation*}
$$

In this equation the $\delta n_{i}^{\prime}$ 's and $\delta n_{j}^{\prime \prime}$ 's are effectively independent, so their coefficients must be identically zero for all values of $i$ and $j$, respectively. Thus, after a little mathematical manipulation, we obtain

$$
\begin{align*}
& n_{i}=g_{i} e^{-\alpha} e^{-\beta \epsilon_{i}},  \tag{11.57a}\\
& n_{j}^{\prime}=g_{j}^{\prime} e^{-\alpha^{\prime}} e^{-\beta \epsilon_{j}^{\prime}} \tag{11.57b}
\end{align*}
$$

These two relations for the most probable distribution functions have only $\beta$ in common, while all other quantities are in general different for the two systems. But, the zeroth law of thermodynamics states that temperature is the only property common to systems in thermodynamic equilibrium. For this reason, $\beta$ is often referred to as empirical temperature of a statistical system. We can not equate $\beta$ with the absolute temperature $T$, however, because of our results (Equation 11.57a and 11.57b) and interpretation are still valid if we multiply $T$ by a constant or take its inverse. Fortunately, we are in a position to capitalize on previous results and derive an exact expression for $\beta$, which is the topic of our next discussion.

## Evaluation of $\beta$

Since $\ln W$ is dependent on $n_{i}$ (Equation 11.34 or Equation 11.35) and $n_{i}$ is dependent on $\beta$ (Equation 11.47), we propose the identification of $\beta$ by starting with the fundamental relation between thermodynamics and statistical mechanics given by Equation 11.30. This method of identifying $\beta$
will allow the entropy $S$ expressed by Equation 11.30 to be consistent with the entropy predicted by thermodynamics. Realizing that classical thermodynamics relates entropy to other physical properties of a system by partial derivatives, we begin by differentiating Equation 11.30 to obtain

$$
\begin{equation*}
d S=k_{B} d \ln W . \tag{11.58}
\end{equation*}
$$

In view of Equation 11.40, $d \ln W$ must be

$$
d \ln W=\sum_{i} \ln \frac{g_{i}}{n_{i}} d n_{i},
$$

where $g_{i} / n_{i}$ is obtainable from the Boltzmann distribution (Equation 11.47) as

$$
\frac{g_{i}}{n_{i}}=\frac{Z}{N} e^{\beta \epsilon_{i}} .
$$

Substitution of the last two equations into Equation 11.58 yields

$$
\begin{aligned}
d S & =k_{\mathrm{B}} \sum_{i} \ln \left(\frac{Z}{N} e^{\beta \epsilon_{i}}\right) d n_{i} \\
& =k_{\mathrm{B}} \sum_{i}\left(\ln Z-\ln N+\beta \epsilon_{i}\right) d n_{i} \\
& =k_{\mathrm{B}}(\ln Z-\ln N) \sum_{i} d n_{i}+k_{\mathrm{B}} \beta \sum_{i} \mathrm{\epsilon}_{i} d n_{i} .
\end{aligned}
$$

Conservation of particles and energy require

$$
\begin{aligned}
& d N=\sum_{i} d n_{i}, \\
& d U=\sum_{i} \epsilon_{i} d n_{i},
\end{aligned}
$$

(see discussion of Equations 11.41 and 11.42) from which we obtain

$$
d S=k_{\mathrm{B}} \ln \frac{Z}{N} d N+k_{\mathrm{B}} \beta d U
$$

(11.59) Differential Entropy

Rearranging this equation to the form

$$
\begin{equation*}
d U=\frac{1}{k_{\mathrm{B}} \beta} d S-\frac{1}{\beta} \ln \frac{Z}{N} d N \tag{11.60}
\end{equation*}
$$

Combined First and Second Laws
allows for a term-by-term comparison with the combined first and second laws of thermodynamics,

$$
\begin{equation*}
d U=T d S-p d V+\mu d N \tag{11.61}
\end{equation*}
$$

under the assumption of constant volume (i.e., $\mathrm{dV}=0$ ),

$$
\begin{equation*}
d U=T d S+\mu d N \tag{11.62}
\end{equation*}
$$

This assumption of $d V=0$ is completely valid in general, as a statistical system of an ideal gas can be thought of as isolated with a fixed volume $V$ (see Section 11.7). Hence, equating the coefficients of $d S$ from Equations 11.60 and 11.62 results in the identity of the Lagrange multiplier $\beta$ being

$$
\begin{equation*}
\beta=\frac{1}{k_{\mathrm{B}} T} . \tag{11.63}
\end{equation*}
$$

In essence this derivation has demonstrated that the assumed statistical relation for entropy, as given by Equation 11.30, yields an identical value for entropy as predicted by classical thermodynamic, if $\beta$ is defined by Equation 11.63. It needs to be emphasized that Equation 11.59 for $d S$ is valid for both Maxwell-Boltzmann and classical statistics under the Boltzmann distribution. The entropy $S$, however, is not the same in both cases, because $\ln W$ differs for each case (see Section 11.6).

It is also interesting to note that a comparison of the coefficients of $d N$ from Equations 11.60 and 11.62 gives an expression for the classical chemical potential $\mu_{\mathrm{C}}$ as

## Classical <br> Chemical Potential

$$
\begin{equation*}
\mu_{\mathrm{C}}=-k_{\mathrm{B}} T \ln \frac{Z}{N} . \tag{11.64}
\end{equation*}
$$

From this relation we immediately obtain

$$
e^{\beta \nu_{c}}=\frac{N}{Z},
$$

which can be substituted in to the Boltzmann distribution to obtain the so-called classical distribution

Classical
Distribution

$$
\begin{equation*}
n_{i}=g_{i} e^{\beta\left(\mu_{c}-\epsilon_{i}\right)} . \tag{11.65}
\end{equation*}
$$

It needs to be emphasized that classical statistics differs somewhat from

Maxwell-Boltzmann statistics even though one can be derived from the other by an appropriate definition of the partition function. To be more specific, summing Equation 11.65 over $i$ gives

$$
\sum_{i} n_{i}=\sum_{i} g_{i} e^{-\beta \epsilon_{i}} e^{\beta \mu_{\mathrm{c}}}=e^{\beta \mu_{\mathrm{c}}} \sum_{i} g_{i} e^{-\beta \epsilon_{i}},
$$

which from the equations representing conservation of particles (Equation 11.4 ) and the partition function (Equation 11.48) becomes

$$
N=Z e^{\beta \mu_{c}} .
$$

Thus, substituting $N / Z$ for $e^{\beta \mu_{c}}$ in Equation 11.65 gives the Boltzmann distribution

$$
n_{i}=\frac{N}{Z} g_{i} e^{-\beta \epsilon_{i}} .
$$

As a last point, the chemical potential given by Equation 11.64 is only appropriate for classical statistics, where particles are considered to be indistinguishable. For a system of distinguishable particles obeying Maxwell-Boltzmann statistics, the chemical potential $\mu_{M-B}$ is given by Equation 11.87.

To illustrate the results of this and the previous section, consider the example described in Section 11.2 of $N=5$ distinguishable particles distributed among two cells. Assuming $g_{1}=g_{2}$, the most probable occupation number for each cell is given by the Boltzmann distribution (Equation 11.47) as

$$
\begin{aligned}
n_{1} & =\frac{N g_{1} e^{-\beta \epsilon_{1}}}{g_{1} e^{-\beta \epsilon_{1}}+g_{2} e^{-\beta \epsilon_{2}}} \\
& =\frac{N}{1+e^{\beta\left(\epsilon_{1}-\epsilon_{2}\right)}}, \\
n_{2} & =\frac{N g_{2} e^{-\beta \epsilon_{2}}}{g_{1} e^{-\beta \epsilon_{1}}+g_{2} e^{-\beta \epsilon_{2}}} \\
& =\frac{N}{1+e^{\beta\left(\epsilon_{2}-\epsilon_{1}\right)}} .
\end{aligned}
$$

Under the condition that any particle will have the same energy in either cell (i.e., $\epsilon_{1}=\epsilon_{2}$ ), we have the particles being distributed equally among the cells (i.e., $n_{1}=n_{2}=N / 2$ ). Of course, for our example where $\mathrm{N}=5$
this means that the most probable distribution will occur when $n_{1}=3$ and $n_{2}=2$ or vise versa, since we cannot have $n_{1}=n_{2}=N / 2=2.5$ particles in each cell. Further, if we let $\epsilon_{2}=2 \epsilon_{1}$ and $\theta \equiv \epsilon_{1} / k_{\mathrm{B}}$, then the most probable distribution is given by

$$
\begin{aligned}
& n_{1}=\frac{N}{1+e^{-\theta / \mathrm{T}}}, \\
& n_{2}=\frac{N}{1+e^{+\theta / \mathrm{T}}},
\end{aligned}
$$

where the degeneracies $g_{1}$ and $g_{2}$ have cancelled because of our simplifying assumption. The quantity $\theta$ in these equations has the dimensions of temperature and is often referred to as the characteristic temperature. If $T$ is very small compared with $\theta$, then nearly all of the particles will be found in the first cell, as $n_{1} \approx N$ and $n_{2} \approx 0$. For $T=\theta$ we have $n_{1}=0.73 N$ and $n_{2}=0.27 N$, while for $T \gg \theta$ we have $n_{1}=n_{2} \approx N / 2$.

## II. 6 Significance of the Partition Function

The partition function defined by Equation 11.48 is of fundamental importance in Maxwell-Boltzmann and classical statistics, because it can be easily related to the average particle energy, the occupation number, and the thermodynamic properties of a system. We can immediately obtain an expression for $\bar{\epsilon}$ and $n_{j}$ in terms of $\mathbf{Z}$ by considering partial derivatives of $Z$ with respect to $\beta$ and with respect to $\epsilon_{j}$, respectively. For example, the partial derivative of $Z$,

$$
Z \equiv \sum_{i} g_{i} e^{-\beta \epsilon_{i}},
$$

with respect to $\beta$ gives

$$
\begin{equation*}
\frac{\partial Z}{\partial \beta}=-\sum_{i} \epsilon_{i} g_{i} e^{-\beta \epsilon_{i}} . \tag{11.66}
\end{equation*}
$$

This result is very similar to that obtained from the conservation of energy equation,

$$
E \equiv \sum_{i} \epsilon_{i} n_{i},
$$

after substitution of the Boltzmann distribution

$$
n_{i}=\frac{N}{Z} g_{i} e^{-\beta \epsilon_{i}},
$$

except for a multiplicative factor of $N / Z$, that is,

$$
\begin{align*}
E & =\sum_{i} \epsilon_{i} n_{i} \\
& =\sum_{i} \epsilon_{i}\left(\frac{N}{Z} g_{i} e^{-\beta \epsilon_{i}}\right) \\
& =\frac{N}{Z} \sum_{i} \epsilon_{i} g_{i} e^{-\beta \epsilon_{i}} . \tag{11.67}
\end{align*}
$$

Comparing this equation with Equation 11.66 gives

$$
E=-N \frac{1}{Z} \frac{\partial Z}{\partial \beta}
$$

which can be expressed in a more compact form as

$$
\begin{equation*}
E=-N \frac{\partial \ln Z}{\partial \beta} \tag{11.68}
\end{equation*}
$$

with the aid of differential calculus.
Also, from the identification of $\beta$ given by Equation 11.63 we have

$$
\begin{equation*}
d \beta=-\frac{1}{k_{\mathrm{B}} T^{2}} d T \tag{11.69}
\end{equation*}
$$

and this allows the total energy $E$ (Equation 11.68 ) to be expressed in terms of the absolute temperature $T$ as

$$
\begin{equation*}
E=N k_{\mathrm{B}} T^{2} \frac{\partial \ln Z}{\partial T} . \tag{11.70}
\end{equation*}
$$

Furthermore, since the average energy per particle in a system can be defined by the ratio of the total energy $E$ to the total number of particles $N$, we have

$$
\begin{equation*}
\bar{\epsilon} \equiv \frac{E}{N}=-\frac{\partial \ln Z}{\partial \beta}=k_{\mathrm{B}} T^{2} \frac{\partial \ln Z}{\partial T}, \tag{11.71}
\end{equation*}
$$

where Equations 11.68 and 11.70 have been utilized in obtaining the last two equalities, respectively. Since the Boltzmann distribution was used in the derivation, the results for the total energy $E$ and the average energy $\bar{\epsilon}$ are valid for both the Maxwell-Boltzmann and classical statistics (see Problem 11.12).

The relationship between the occupation number and the partition function is easily derived by considering the partial of $Z$ with respect to $\epsilon_{j}$,

$$
\frac{\partial Z}{\partial \epsilon_{j}}=\frac{\partial}{\partial \epsilon_{j}} \sum_{i} g_{i} e^{-\beta \epsilon_{i}} .
$$

In this consideration the partial derivative is zero for all terms in the summation, except for the $j$ th term. Thus,

$$
\frac{\partial Z}{\partial \epsilon_{j}}=-\beta g_{j} e^{-\beta \epsilon_{j}},
$$

and multiplication by $-N / \beta Z$ yields

$$
-\frac{N}{\beta Z} \frac{\partial Z}{\partial \epsilon_{j}}=\frac{N}{Z} g_{j} e^{-\beta \epsilon_{j}} .
$$

A comparison of the right-hand side of this equation with the Boltzmann distribution (Equation 11.47) gives

$$
\begin{equation*}
n_{j}=-\frac{N}{\beta Z} \frac{\partial Z}{\partial \epsilon_{j}}, \tag{11.72}
\end{equation*}
$$

which can clearly be expressed as

$$
\begin{equation*}
n_{j}=-\frac{N}{\beta} \frac{\partial \ln Z}{\partial \epsilon_{j}}=-N k_{\mathrm{B}} T \frac{\partial \ln Z}{\partial \epsilon_{j}} . \tag{11.73}
\end{equation*}
$$

Again, this result is perfectly valid for both Maxwell-Boltzmann and classical statistics (see Problem 11.13).

Thermodynamic properties are also easily related to the partition function by use of Equation 11.30,

$$
S=k_{\mathrm{B}} \ln W,
$$

where $W$ represents any thermodynamic probability $W_{\mathrm{M}-\mathrm{B}}, W_{\mathrm{C}}$, and so on. Accordingly, for Maxwell-Boltzmann statistics and Equation 11.34,

$$
\ln W_{\mathrm{M}-\mathrm{B}}=N \ln N-\sum_{i} n_{i} \ln \frac{n_{i}}{g_{i}},
$$

we obtain

$$
S_{\mathrm{M}-\mathrm{B}}=k_{\mathrm{B}}\left(N \ln N-\sum_{i} n_{i} \ln \frac{n_{i}}{g_{i}}\right) .
$$

Because of the Boltzmann distribution, $n_{i} / g_{i}$ can be replaced by $(N / Z) e^{-\beta \epsilon_{i}}$ resulting in

$$
\begin{align*}
S_{\mathrm{M}-\mathrm{B}} & =k_{\mathrm{B}}\left[N \ln N-\sum_{i} n_{i}\left(\ln N-\ln Z-\beta \epsilon_{i}\right)\right] \\
& =k_{\mathrm{B}}\left(N \ln N-\sum_{i} n_{i} \ln N+\sum_{i} n_{i} \ln Z+\beta \sum_{i} \epsilon_{i} n_{i}\right) \\
& =k_{\mathrm{B}}(N \ln N-N \ln N+N \ln Z+\beta E) \\
& =k_{\mathrm{B}} \beta E+N k_{\mathrm{B}} \ln Z, \tag{11.74}
\end{align*}
$$

where the conservation requirements (Equations 11.4 and 11.5) have been used in obtaining the third quality. Normally, this equation is expressed as

$$
\begin{equation*}
S_{\mathrm{M}-\mathrm{B}}=\frac{U}{T}+N k_{\mathrm{B}} \ln Z, \tag{11.75}
\end{equation*}
$$

M-B Entropy
where the total particle energy $E$ has been replaced by the total internal energy $U$ and Equation 11.63 has been used for $\beta$. Also, by combining Equations 11.74 and $11.70, S_{\mathrm{M}-\mathrm{B}}$ can be expressed in terms of the partition function $Z$ as

$$
\begin{equation*}
S_{\mathrm{M}-\mathrm{B}}=N k_{B} T \frac{\partial \ln Z}{\partial T}+N k_{B} \ln Z \tag{11.76}
\end{equation*}
$$

M-B Entropy

These results for entropy are only valid for Maxwell-Boltzmann statistics and systems wherein the particles are considered distinguishable. For systems obeying classical statistics, where the particles are considered to be indistinguishable, we obtain

$$
\begin{align*}
& S_{\mathrm{C}}=\frac{U}{T}+N k_{\mathrm{B}}\left(\ln \frac{Z}{N}+1\right),  \tag{11.77}\\
& S_{\mathrm{C}}=N k_{\mathrm{B}} T \frac{\partial \ln Z}{\partial T}+N k_{\mathrm{B}}\left(\ln \frac{Z}{N}+1\right)
\end{align*}
$$

Classical Entropy
(11.78) Classical Entropy

Helmholtz Function
by using arguments similar to those above (see Problem 11.14).
Other thermodynamic properties of a system can also be expressed in terms of the partition function. For example, from the defining equations of Helmholtz function,

$$
\begin{equation*}
F \equiv U-T S, \tag{11.79}
\end{equation*}
$$

we immediately obtain

$$
\begin{align*}
F_{\mathrm{M}-\mathrm{B}} & =-N k_{\mathrm{B}} T \ln Z,  \tag{11.80}\\
F_{\mathrm{C}} & =-N k_{\mathrm{B}} T\left(\ln \frac{Z}{N}+1\right) \tag{11.81}
\end{align*}
$$

by substitution from Equation 11.75 and 11.77, respectively. Also, we note that taking the total derivative of the Helmholtz function,

$$
d F=d U-T d s-S d T
$$

and substituting for $d U$ from the combined first and second laws of thermodynamics (Equation 11.61) gives

$$
\begin{equation*}
d F=-p d V+\mu d N-S d T \tag{11.82}
\end{equation*}
$$

which immediately yields the general relations

Pressure

Chemical Potential

Entropy

$$
\begin{align*}
& \left(\frac{\partial F}{\partial V}\right)_{N, T}=-p,  \tag{11.83}\\
& \left(\frac{\partial F}{\partial N}\right)_{V, T}=\mu,  \tag{11.84}\\
& \left(\frac{\partial F}{\partial T}\right)_{V, N}=-S . \tag{11.85}
\end{align*}
$$

Thus, the thermodynamic equation of state for a statistical system can be expressed in terms of $Z$ from Equation 11.83 with $F$ being replaced by either $F_{\mathrm{M}-\mathrm{B}}$ (Equation 11.80) or $F_{\mathrm{C}}$ (Equation 11.81). Surprisingly, in either case the result obtained is given by

Pressure

$$
\begin{equation*}
p=N k_{B} T\left(\frac{\partial \ln Z}{\partial V}\right)_{N, T}, \tag{11.86}
\end{equation*}
$$

and there is no need for a subscript (M-B or C) on $p$. It should be clear from Equation 11.84 that the chemical potential $\mu$ will be different for Maxwell-Boltzmann and classical statistics, since the Helmholtz function $F$ is different for the two cases. More specifically, for Maxwell-Boltzmann statistics the chemical potential is given by Equation 11.84,

$$
\mu_{M-\mathrm{B}}=\left(\frac{\partial F_{\mathrm{M}-\mathrm{B}}}{\partial N}\right)_{V, T},
$$

upon substitution from Equation 11.80 and the assumption $Z \neq Z(N)$ :

$$
\begin{equation*}
\mu_{\mathrm{M}-\mathrm{B}}=-k_{\mathrm{B}} T \ln \mathrm{Z} . \tag{11.87}
\end{equation*}
$$

The corresponding equation from classical statistics can be obtained in a similar manner, with the result being identical to that previously given by Equation 11.64,

$$
\begin{equation*}
\mu_{\mathrm{C}}=-k_{\mathrm{B}} T \ln \frac{Z}{N} . \tag{11.64}
\end{equation*}
$$

Just as this expression for $\mu_{C}$ was used with the Boltzmann distribution to obtain the classical distribution, we can use the above relation for $\mu_{\mathrm{M}-\mathrm{B}}$ to obtain an alternative expression for the Boltzmann distribution. That is, from Equation 11.87 we have

$$
Z=e^{-\beta \mu_{M-B}},
$$

which can be substituted into the Boltzmann distribution (11.47) to obtain

$$
\begin{equation*}
n_{i}=N g_{i} e^{\beta\left(\mu_{M-B}-\epsilon_{i}\right)} . \tag{11.88}
\end{equation*}
$$

## Maxwell-Boltzmann Chemical Potential

## Classical Chemical Potential

Boltzmann Distribution

The most probable occupation number for the Boltzmann distribution (Equation 11.88) is identical to that for the classical distribution (Equation 11.65), except for the multiplicative factor of $N$. As will be illustrated in Chapter 12, these particular distribution laws (Equations 11.65 and 11.88) are easily and directly compared wit the Bose-Einstein and Fermi-Dirac distribution laws of quantum mechanics. Unlike quantum statistical mechanics, however, the thermodynamic properties of internal energy (Equations 11.68 and 11.70), entropy (Equations 11.75 and 11.78), the Helmholtz function (Equations 11.80 and 11.81), and pressure (Equation 11.86) are
easily obtained, once the partition function of classical statistical mechanics has been evaluated. Further, we have demonstrated that the total energy, average energy per particle, occupation number, and pressure of classical statistical mechanics does not depend on whether the particles of a system are considered to be distinguishable of indistinguishable. Other thermodynamic properties, like the Helmholtz free energy and entropy, do depend on whether the system obeys Maxwell-Boltzmann or classical statistics.

## II. 7 Monatomic Ideal Gas

As a fundamental application of classical statistical mechanics (i.e., Maxwell-Boltzmann or classical statistics), consider an ideal gas consisting of $N$ identical but distinguishable (or indistinguishable) monatomic molecules of particle mass $m$ confined to a volume $V$. Since the particles of an ideal gas are essentially independent of one another, the potential energy between particles is effectively zero. Further, considering any gravitational potential energy associated with a particle as being insignificant, then the energy possessed by each particle in the system is all kinetic and given by Equation 11.6. As such, the total kinetic energy of the system is equal to the thermodynamic internal energy (i.e., $E=U$ ). In the discussions that follow, the equations are derived for the internal energy $U$, the average energy per particle $\bar{\epsilon}$, entropy, pressure, and distribution laws for molecular energy, momentum, and speed. As will be illustrated in the problem section, the formulae developed in this section are of fundamental importance in the application of classical statistical mechanics.

## Energy, Entropy, and Pressure Formulae

The immediate objective is to find expressions for the internal energy $U$ and the average energy per particle $\bar{\epsilon}$, which can be accomplished most easily by the utilization of Equations 11.68 and 11.71, respectively. Since these equations have a strong dependence on the partition function $Z$, which itself depends on the cell-energy degeneracy $g_{i}$ (see Equation 11.48, we need to first determine an expression for degeneracy and then and expression for $Z$, before attempting an evaluation of $U$ and $\bar{\epsilon}$. Accordingly, recall that cell-energy degeneracy in classical statistical mechanics is defined as the number of cells in phase space corresponding to the same energy. To be consistent with a quantum mechanical interpretation of nature, this defi-
nition of degeneracy needs to be somewhat refined. In quantum mechanics, a degeneracy of the energy level occurs when more than one quantum state has the same energy. Hence, we need to consider $g_{i}$ in statistical mechanics as the number of possible and physically distinct particle states having a given energy $\epsilon_{i}$. With the minimum $\mu$-space volume of a particle state given by $\tau_{0}$ (Equation 11.3), then $g_{i}$ is essentially the volume of cells in phase space of identical energy divided by $\tau_{0}$ or

$$
\begin{equation*}
g_{i}=\frac{\text { Volume of } \mu \text {-space of Uniform Energy }}{\tau_{0}} . \tag{11.89}
\end{equation*}
$$

To quantify the numerator of this expression, it is convenient to consider a continuous distribution of molecular energies, rather than the discrete values $\epsilon_{1}, \epsilon_{2}, \cdots, \epsilon_{i}$. Consequently, instead of Equation 11.6, we have the energy of a particle given by

$$
\begin{equation*}
\epsilon=\frac{p^{2}}{2 m}=\frac{p_{x}^{2}+p_{y}^{2}+p_{z}^{2}}{2 m}, \tag{11.90}
\end{equation*}
$$

which is a continuous function of the particle's momentum $\mathbf{p}$. For a continuous distribution of energy defined by this equation, momentum space must be considered as partitioned into thin spherical shells of essentially constant energy, as illustrated in Figure 11.4. That is, particles in the spherical shell of Figure 11.4 of radius $\mathbf{p}$ and thickness $d \mathbf{p}$ possess momentum between $\mathbf{p}$ and $\mathbf{p}+d \mathbf{p}$ and, consequently, have essentially the same energy according to Equation 11.90. Since the volume of a sphere in momentum space of radius $p$ is given by

$$
\begin{equation*}
V_{p}=\frac{4}{3} \pi p^{3}, \tag{11.91}
\end{equation*}
$$

then the elemental volume

$$
\begin{equation*}
d V_{p}=4 \pi p^{2} d p \tag{11.92}
\end{equation*}
$$

represents the volume of a thin spherical shell of surface area $4 \pi p^{2}$ and thickness $d p$. With this expression for a spherical shell of uniform energy in momentum space, the relation for degeneracy of Equation 11.89 can be expressed as

$$
\begin{equation*}
g(p) d p=\frac{1}{\tau_{0}} \iiint d x d y d z d V_{p} \tag{11.93}
\end{equation*}
$$

Figure II. 4
The volume of a thin spherical shell in p -space

in terms of a continuous distribution of momenta. Since the volume occupied by the ideal gas in ordinary space is

$$
\begin{equation*}
V=\iiint d x d y d z \tag{11.94}
\end{equation*}
$$

then Equation 11.93 becomes
Degeneracy

$$
\begin{equation*}
g(p) d p=\frac{4 \pi V}{h^{3}} p^{2} d p \tag{11.95}
\end{equation*}
$$

where Equation 11.3 for $\tau_{0}$ and Equation 11.92 for $d V_{p}$ have been substituted. The degeneracy given by Equation 11.95 represents the distribution or number of elemental cells in $\mu$-space of, essentially, the same energy. Because all equal volumes of $\mu$-space are energetically accessible to a molecule and have equal a priori probability, $g(p) d p$ is often interpreted as the a priori probability that the momentum of an ideal gas molecule is between $p$ and $p+d p$.

In going from the discrete to a continuous distribution of molecular energies, the partition function of Equation 11.48,

$$
Z \equiv \sum_{i} g_{i} e^{-\beta \epsilon_{i}},
$$

can be expressed

$$
\begin{equation*}
Z=\int_{0}^{\infty} g(p) e^{-\beta p^{2} / 2 m} d p \tag{11.96}
\end{equation*}
$$

where the summation is replaced by an integral, $g_{i}$ by $g(p) d p$, and $\epsilon_{i}$ by $\epsilon=p^{2} / 2 \mathrm{~m}$. Now, substituting from Equation 11.95 allows $Z$ to take the form

$$
\begin{equation*}
Z=\frac{4 \pi V}{h^{3}} \int_{0}^{\infty} p^{2} e^{-\beta p^{2} / 2 m} d p \tag{11.97}
\end{equation*}
$$

The integral in this expression is of the same form as that given by Equation 10.72 (also see Appendix A, section A.10), except here we must realize that

$$
\begin{equation*}
\int_{-\infty}^{+\infty} u^{2 n} e^{-a u^{2}} d u=2 \int_{0}^{\infty} u^{2 n} e^{-a u^{2}} d u . \tag{11.98}
\end{equation*}
$$

Therefore, the generalized integral is of the form

$$
\begin{equation*}
\int_{0}^{\infty} u^{2 n} e^{-a u^{2}} d u=\frac{1}{2} \sqrt{\frac{\pi}{a}}\left[\frac{1}{2} \cdot \frac{3}{2} \cdots \frac{2 n-1}{2}\right] a^{-n} \tag{11.99}
\end{equation*}
$$

and Equation 11.97 becomes

$$
Z=\frac{4 \pi V}{h^{3}}\left(\frac{1}{2}\right)\left(\frac{2 \pi m}{\beta}\right)^{1 / 2}\left(\frac{1}{2}\right)\left(\frac{\beta}{2 m}\right)^{-1},
$$

which simplifies to

$$
Z=V\left(\frac{2 \pi m}{h^{2}}\right)^{3 / 2} \beta^{-3 / 2} .
$$

(11.100) Partition Function

Having evaluated the partition function, it is now relatively easy to obtain the thermodynamic properties of the monatomic ideal gas. In particular, the thermodynamic internal energy $U$ can be evaluated using Equation 11.68,

$$
U=-N \frac{\partial \ln Z}{\partial \beta}=-\frac{N}{Z} \frac{\partial Z}{\partial \beta},
$$

upon substitution from Equation 11.100 to obtain

$$
\begin{aligned}
U & =-\frac{N}{Z} V\left(\frac{2 \pi m}{h^{2}}\right)^{3 / 2}\left(-\frac{3}{2}\right) \beta^{-5 / 2} \\
& =\frac{3}{2} \frac{N}{Z} Z \beta^{-1},
\end{aligned}
$$

which simplifies to

$$
\begin{equation*}
U=\frac{3}{2} \frac{N}{\beta}=\frac{3}{2} N k_{\mathrm{B}} T . \tag{11.101}
\end{equation*}
$$

With this result for the total internal energy of the monatomic ideal gas, the average energy per molecule $\bar{\epsilon}$ is simply given by $U$ divided by the total number of particles $N$ as

Average
Particle Energy

$$
\begin{equation*}
\bar{\epsilon}=\frac{3}{2} \frac{1}{\beta}=\frac{3}{2} k_{\mathrm{B}} T, \tag{11.102}
\end{equation*}
$$

where equation 11.63 for $\beta$ has been used. This result can also be directly obtained without knowledge of $U$, by substituting the partition function of Equation 11.100 into the expression for the average particle energy given by Equation 11.71,

$$
\bar{\epsilon}=\frac{E}{N}=-\frac{\partial \ln Z}{\partial \beta},
$$

and performing the indicated partial derivative. Actually, we can obtain the result for $\bar{\epsilon}$ (Equation 11.102) with out first evaluating $Z$ and $U$. That is, since

$$
\begin{aligned}
\bar{\epsilon} & =\frac{U}{N} \\
& =\frac{\sum_{i} \epsilon_{i} n_{i}}{N} \\
& =\frac{\sum_{i} \epsilon_{i} g_{i} e^{-\beta \epsilon_{i}}}{\sum_{i} g_{i} e^{-\beta \epsilon_{i}}}
\end{aligned}
$$

then for a continuous distribution of energies the summations are replaced by integrals, $\epsilon_{i}$ by $\epsilon$, and $g_{i}$ by $g(\epsilon) d \epsilon$ to obtain

$$
\bar{\epsilon}=\frac{\int_{0}^{\infty} \epsilon g(\epsilon) e^{-\beta \epsilon} d \epsilon}{\int_{0}^{\infty} g(\epsilon) e^{-\beta \epsilon} d \epsilon} .
$$

Now, substitution of Equations 11.6 and 11.95, along with the equality

$$
d \epsilon=\frac{p}{m} d p
$$

into the above equation for $\bar{\epsilon}$ yields

$$
\begin{equation*}
\overline{\boldsymbol{\epsilon}}=\frac{1}{2 m} \frac{\int_{0}^{\infty} p^{4} e^{-\beta p^{2} / 2 m} d p}{\int_{0}^{\infty} p^{2} e^{-\beta p^{2} / 2 m} d p} \tag{11.103}
\end{equation*}
$$

for the average energy per molecule in terms of a continuous distribution of momentum. Obviously, there is no advantage in using this approach, since the partition function integral (Equation 11.97) must be evaluated along with another integral.

Having evaluated an expression for the total internal energy (Equation 11.101), it is relative easy to obtain expressions for the thermal capacity and entropy. From general physics thermal capacity for an isometric process is given by the partial derivative of $U$ with respect to $T$ (see also Equations 11.146 to 11.149),

$$
C_{V}=\left(\frac{\partial U}{\partial T}\right)_{V}
$$

so we immediately obtain

$$
C_{V}=\frac{3}{2} N k_{\mathrm{B}}
$$

(11.104) Thermal Capacity
for the thermal capacity of a monatomic ideal gas. Also, the entropy can be evaluated using Equation 11.75,

$$
S_{\mathrm{M}-\mathrm{B}}=\frac{U}{T}+N k_{\mathrm{B}} \ln \mathrm{Z}
$$

upon substitution of the expressions for $U$ from Equation 11.101 and $Z$ from Equation 11.100. That is,

$$
S_{\mathrm{M}-\mathrm{B}}=\frac{(3 / 2) N k_{\mathrm{B}} T}{T}+N k_{\mathrm{B}} \ln \left[V\left(\frac{2 \pi m}{h^{2}}\right)^{3 / 2} \beta^{-3 / 2}\right],
$$

which becomes

$$
\begin{equation*}
S_{\mathrm{M}-\mathrm{B}}=N k_{B}\left\{\frac{3}{2}+\ln \left[V\left(\frac{2 \pi m k_{B} T}{h^{2}}\right)^{3 / 2}\right]\right\} \tag{11.105}
\end{equation*}
$$

after the obvious cancellation of $T$ and substitution for $\beta$. If the ideal gas is fairly dense, where the molecules must be considered as essentially indistinguishable, then Equations 11.77 must be used to evaluate the entropy $S_{\mathrm{C}}$. In either case, it is interesting to note that in classical thermodynamics we obtain differences in entropy, while relations for entropy contain an undetermined constant. When statistical mechanics is applied to different problems, however, we obtain exact expressions for entropy without any undetermined constants.

The central role of the statistical partition function is analyzing the monatomic ideal gas should be obvious from the above evaluations of energy and entropy formulae. It can also be employed to obtain the equation of state for the ideal gas molecules, by direct substitution into Equation 11.86. That is, with

$$
p=N k_{\mathrm{B}} T\left(\frac{\partial \ln Z}{\partial V}\right)_{N, T}
$$

from Equation 11.86 and

$$
Z=V\left(\frac{2 \pi m}{h^{2}}\right)^{3 / 2} \beta^{-3 / 2}
$$

from Equation 11.100, we immediately obtain

$$
p=\frac{N k_{B} T}{V}
$$

or, as it is customarily written

Ideal Gas
Equation of State

$$
\begin{equation*}
p V=N k_{\mathrm{B}} T . \tag{11.106}
\end{equation*}
$$

An interesting and fundamental relationship can now be realized by comparing this result with that predicted by general classical physics. Elementary classical thermodynamics gives the ideal gas equation of state in the form

$$
\begin{equation*}
p V=n R T, \tag{11.107a}
\end{equation*}
$$

Ideal Gas
Equation of State

Number of Moles

$$
\begin{equation*}
p V=N \frac{R}{N_{o}} T \tag{11.107b}
\end{equation*}
$$

then Equation 11.107a can be expressed as

A comparison of this equation from classical thermodynamics with Equation 11.106 from statistical mechanics gives

$$
\begin{equation*}
k_{\mathrm{B}} \equiv \frac{R}{N_{o}}=1.38066 \times 10^{-23} \frac{\mathrm{~J}}{\mathrm{~K}} . \tag{11.108}
\end{equation*}
$$

This result can also be obtained by comparing our result for $U$ (see Equation 11.101) with that predicted by kinetic theory, that is, $U=(3 / 2) n R T=$ $(3 / 2) N\left(R / N_{\mathrm{o}}\right) T$. The important point, however, is that although $k_{\mathrm{B}}$ in statistics was simply an unknown constant for Equation 11.28, it is now recognized as necessarily being identical to $R / N_{0}$ and called the Boltzmann constant, if classical statistical mechanics is to agree with classical thermodynamics and kinetic theory.

## Energy, Momentum, and Speed Distribution Formulae

Now that the cell degeneracy and partition function have been evaluated for the monatomic ideal gas, we can obtain an expression for the Boltzmann distribution,

$$
n_{i}=\frac{N}{Z} g_{i} e^{-\beta \epsilon_{i}},
$$

in terms of a continuous distribution of molecular momenta. In this case $n_{i}$ is replaced by $n(p) d p, g_{i}$ by $g(p) d p$, and $\epsilon_{i}$ by $\boldsymbol{\epsilon}=p^{2} / 2 m$ to obtain

$$
\begin{equation*}
n(p) d p=\frac{N}{Z} g(p) e^{-\beta p^{2} / 2 m} d p \tag{11.109}
\end{equation*}
$$

Substitution for $g(p) d p$ and $Z$ from equations 11.95 and 11.100 gives

$$
n(p) d p=\frac{N\left(4 \pi V / h^{3}\right) p^{2} e^{-\beta p^{2} / 2 m} d p}{V\left(2 \pi m / h^{2}\right)^{3 / 2} \beta^{-3 / 2}},
$$

which with the algebra of exponents reduces to

Boltzmann Distribution of Momenta

$$
\begin{equation*}
n(p) d p=4 \pi N\left(\frac{\beta}{2 \pi m}\right)^{3 / 2} p^{2} e^{-\beta p^{2} / 2 m} d p . \tag{11.110}
\end{equation*}
$$

This result, called the Boltzmann distribution of momenta, represents the number of ideal gas molecules having momenta between $p$ and $p+d p$, where $\beta$ is related to the absolute temperature of the system by Equation 11.63. The Boltzmann distribution of an ideal gas can also be expressed in terms of molecular energies and speeds by fundamental substitutions into Equation 11.110. That is, with

$$
\begin{align*}
p & =(2 m \epsilon)^{1 / 2},  \tag{11.111}\\
d p & =m(2 m \epsilon)^{-1 / 2} d \epsilon, \tag{11.112}
\end{align*}
$$

Equation 11.110 becomes

$$
n(\epsilon) d \epsilon=4 \pi N\left(\frac{\beta}{2 \pi m}\right)^{3 / 2} 2 m \epsilon e^{-\beta \epsilon} m(2 m \epsilon)^{-1 / 2} d \epsilon,
$$

which with a little effort reduces to the Boltzmann distribution of energies

Boltzmann Distribution of Energies

$$
\begin{equation*}
n(\epsilon) d \epsilon=2 \pi N\left(\frac{\beta}{\pi}\right)^{3 / 2} \epsilon^{1 / 2} e^{-\beta \epsilon} d \epsilon \tag{11.113}
\end{equation*}
$$

for the number of gas molecules having energies between $\epsilon$ and $\epsilon+d \epsilon$. In a similar manner, substituting

$$
\begin{aligned}
p & =m v, \\
d p & =m d v
\end{aligned}
$$

into the right-hand side of Equation 11.110 yields

$$
\begin{equation*}
n(v) d v=4 \pi N\left(\frac{\beta m}{2 \pi}\right)^{3 / 2} v^{2} e^{-\beta m v^{2} / 2} d v \tag{11.114}
\end{equation*}
$$

Boltzmann Distribution of Speeds

for the Boltzmann distribution of speeds. This result, originally obtained by Maxwell in 1859, represents the distribution of speeds between $v$ and $v+d v$ for the molecules of an ideal gas. Although it was directly obtained from the Boltzmann distribution of momenta (Equation 11.110), it can also be easily derived from the energy distribution formula given by Equation 11.113 (see Problem 11.17).

It should be obvious from the above discussion that starting with any one of the three distribution formulae (Equations 11.110, 11.113, or 11.114) allows for the direct derivation of the other two distribution functions. In this sense the distribution formulae are redundant, even though each one has its particular usefulness in statistical applications for an ideal gas. For example, by analogy with the definition for the ensemble average (Equation 11.19) and the quantum mechanical expectation value (Equation 10.25), it seems appropriate to define the statistical average of any physical variable $A$ by the general equation

$$
\begin{equation*}
\bar{A} \equiv \frac{\int_{0}^{\infty} A n(q) d q}{\int_{0}^{\infty} n(q) d q}, \tag{11.115}
\end{equation*}
$$

where $q$ is a generalized coordinate that can be replaced by $p, v, \boldsymbol{\epsilon}$, and so forth. Clearly, the distribution formulae are redundant, since the average value of any physical variable (e.g., $\bar{A} \rightarrow \bar{v}, \bar{p}, \bar{\epsilon}$, etc.) can be obtained in any one of three different ways corresponding to $q=v, q=p$, or $q=\epsilon$. It is also interesting to note that unlike the quantum mechanical expectation value defined by Equation 10.29, the integral in the denominator of Equation 11.115 is not normalized to unity. Instead, conservation of particles must be required in statistical mechanics, which means that

$$
\begin{equation*}
\int_{0}^{\infty} n(q) d q=N, \quad q=p, v, \epsilon, \cdots . \tag{11.116}
\end{equation*}
$$

As an example of the validity of this equation, for an ideal gas with $q=p$ we have

$$
\begin{align*}
\int_{0}^{\infty} n(p) d p & =4 \pi N\left(\frac{\beta}{2 \pi m}\right)^{3 / 2} \int_{0}^{\infty} p^{2} e^{-\beta p^{2} / 2 m} d p \\
& =4 \pi N\left(\frac{\beta}{2 \pi m}\right)^{3 / 2}\left[\frac{1}{4}\left(\frac{2 \pi m}{\beta}\right)^{1 / 2}\left(\frac{2 m}{\beta}\right)\right] \\
& =N \tag{11.117}
\end{align*}
$$

where the integral was evaluated using Equation 11.99. This same result is certainly obtained for an ideal gas with $q=v$ and $q=\epsilon$ (see Problems 11.18 and 11.19). Hence, the generalized equation defining a statistical average for a continuous distribution can be expressed as

$$
\begin{equation*}
\bar{A}=\frac{1}{N} \int_{0}^{\infty} A n(q) d q, \quad q=p, v, \boldsymbol{\epsilon}, \cdots . \tag{11.118}
\end{equation*}
$$

Further, it should be clear that in general the number of particles with values between $q$ and $q+d q$ can always be expressed in the form

$$
\begin{equation*}
n(q) d q=d n_{q}, \quad q=p, v, \epsilon, \cdots . \tag{11.119}
\end{equation*}
$$

With this relation, the result expressed in Equation 11.117 is obvious for $q=p$ and likewise for $q=v$ or $q=\epsilon$.

The defining equation for the statistical average of a physical variable is extremely useful in a number of physical applications. For example, the average energy of an ideal gas molecule given by Equation 11.102 can be obtained using Equation 11.118 by replacing $A$ with $\epsilon$ and $q$ with $\epsilon$. Accordingly,

$$
\begin{align*}
\bar{\epsilon} & =\frac{1}{N} \int_{0}^{\infty} \epsilon n(\epsilon) d \epsilon \\
& =2 \pi\left(\frac{\beta}{\pi}\right)^{3 / 2} \int_{0}^{\infty} \epsilon^{3 / 2} e^{-\beta \epsilon} d \epsilon, \tag{11.20}
\end{align*}
$$

where the energy distribution of Equation 11.113 has been used in obtaining the second equality. With a new variable of integration defined by

$$
\begin{align*}
\alpha & =\epsilon^{1 / 2}  \tag{11.121a}\\
d \epsilon & =2 \alpha d \alpha, \tag{11.121b}
\end{align*}
$$

Equation 11.120 can be expressed in a form that is amenable to integration using Equation 11.99. That is, combining the last three equations results in

$$
\begin{align*}
\bar{\epsilon} & =2 \pi\left(\frac{\beta}{\pi}\right)^{3 / 2}\left(2 \int_{0}^{\infty} \alpha^{4} e^{-\beta \alpha^{2}} d \alpha\right)  \tag{11.122}\\
& =2 \pi\left(\frac{\beta}{\pi}\right)^{3 / 2}\left[2 \frac{1}{2}\left(\frac{\pi}{\beta}\right)^{1 / 2} \frac{1}{2} \frac{3}{2}\left(\frac{1}{\beta}\right)^{2}\right] \\
& =\frac{3}{2 \beta}=\frac{3}{2} k_{\mathrm{B}} T, \tag{11.102}
\end{align*}
$$

which is identical to our previously derived result of Equation 11.102. Of course, because of the redundancy of the distribution formulae, this result could be obtained from Equation 11.118 for the momentum distribution (Equation 11.110) or speed distribution (Equation 11.114), that is,

$$
\begin{align*}
& \overline{\boldsymbol{\epsilon}}=\frac{1}{N} \int_{0}^{\infty} \epsilon n(p) d p  \tag{11.123}\\
& \bar{\epsilon}=\frac{1}{N} \int_{0}^{\infty} \epsilon n(v) d v, \tag{11.124}
\end{align*}
$$

by using $\epsilon=p^{2} / 2 m$ and $\epsilon=\frac{1}{2} m v^{2}$, respectively, in the integrals. The verification of these two equations for an ideal gas molecule is left as an exercise in the problem set.

By capitalizing on the result for the average molecular energy $\bar{\epsilon}$, it is simple to obtain an expression for the average speed squared $\overline{v^{2}}$ and the root-mean-square speed $v_{\text {rms }}$. That is, since $\epsilon=\frac{1}{2} m v^{2}$ we have

$$
\begin{equation*}
\bar{\epsilon}=\frac{1}{2} m \overline{v^{2}}, \tag{11.125}
\end{equation*}
$$

which when compared with Equation 11.102 gives

$$
\frac{3}{2} k_{\mathrm{B}} T=\frac{1}{2} m \overline{v^{2}} .
$$

Thus, $\overline{v^{2}}$ is given by

$$
\begin{equation*}
\overline{v^{2}}=\frac{3 k_{\mathrm{B}} T}{m} \tag{11.126}
\end{equation*}
$$

Root-Mean-Square
Speed
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Most Probable Speed
from which the root-mean-square speed, is defined by

$$
\begin{equation*}
v \equiv \sqrt{\overline{v^{2}}} \tag{11.127}
\end{equation*}
$$

is simply given by

$$
\begin{equation*}
v_{\mathrm{rms}}=\sqrt{\frac{3 k_{\mathrm{B}} T}{m}} . \tag{11.128}
\end{equation*}
$$

Had we not first evaluated $\bar{\epsilon}$, the result for $\overline{v^{2}}$ could be easily derived from Equation 11.118. The important point above, however, is that once an expression for $\overline{v^{2}}$ is obtained, the result for $v_{\mathrm{rms}}$ is immediate from its defining equation. It is also important to emphasize that $v_{\mathrm{rms}}$ is not the same as $\bar{v}$. For an ideal gas obeying the Boltzmann distribution, $\bar{v}$ is given by (see Problem 11.23)
so the relationship between $v_{\mathrm{rms}}$ and $\bar{v}$ is

$$
\begin{equation*}
v_{\text {rms }}=\sqrt{\frac{3 \pi}{8}} \bar{v} \tag{11.130}
\end{equation*}
$$

The results for $v_{\text {rms }}$ and $\bar{v}$ can also be compared with the most probable speed $v$, where $v$ is obtained by maximizing $n(v)$, that is,

$$
\begin{equation*}
\frac{d n(v)}{d v}=0, \tag{11.131}
\end{equation*}
$$

and solving the resulting equation for $v$. For the Boltzmann distribution of speeds (Equation 11.114) substituted into this equation (see Problem 11.25) we obtain

$$
\begin{equation*}
v=\sqrt{\frac{2 k_{\mathrm{B}} T}{m}} . \tag{11.132}
\end{equation*}
$$



Clearly, from the above results we have

$$
\begin{equation*}
v=\sqrt{\frac{\pi}{4}} \bar{v}=\sqrt{\frac{2}{3}} v_{\text {rms }} \tag{11.133}
\end{equation*}
$$

and $v<\bar{v}<v_{\text {rms. }}$. This relationship between $v, \bar{v}$, and $v_{\text {rms }}$ is indicated in Figure 11.5, where the Boltzmann distribution of speeds (Equation 11.114) is plotted.

## II. 8 Equipartition of Energy

Consider the energy of a molecule to be expressed in terms of generalized parameters in the form $\epsilon=\epsilon\left(x_{1}, x_{2}, \cdots, x\right.$ 's $)$, where the $x$ 's represent the various position, linear momenta, and angular momenta coordinates of the molecule. If this energy can be written in terms of a quadratic term as

$$
\begin{equation*}
\epsilon=a x_{1}^{2}+\epsilon_{0}\left(x_{2}, x_{3}, \cdots, x_{n}\right) \equiv \epsilon_{q}+\epsilon_{0}, \tag{11.134}
\end{equation*}
$$

then the mean energy associated with the quadratic term is

Mean Energy

$$
\begin{align*}
\bar{\epsilon}_{q} & =\frac{\sum_{i}\left(\epsilon_{q}\right)_{i} n_{i}}{\sum_{i} n_{i}}  \tag{11.135}\\
= & \frac{\sum_{i}\left(\epsilon_{q}\right)_{i} g_{i} e^{-\beta \epsilon_{i}}}{\sum_{i} g_{i} e^{-\beta \epsilon_{i}}} \tag{11.136}
\end{align*}
$$

In the limit of a continuous distribution of energy states, this equation becomes

$$
\begin{equation*}
\bar{\epsilon}_{q}=\frac{\int_{-\infty}^{+\infty} \epsilon_{q} e^{-\beta \epsilon} d x_{1} \cdots d x_{n}}{\int_{-\infty}^{+\infty} e^{-\beta \epsilon} d x_{1} \cdots d x_{n}} \tag{11.137}
\end{equation*}
$$

where $\epsilon=\epsilon\left(x_{1}, x_{2}, \cdots, x_{n}\right)$ and the degeneracy has been thought of as (see Equations 11.89 and 11.93)

$$
\begin{equation*}
g=\frac{\int_{-\infty}^{+\infty} d x_{1} d x_{2} \cdots d x_{n}}{\tau_{0}} \tag{11.138}
\end{equation*}
$$

Expressing the exponentials in Equation 11.137 as (see Equation 11.134)

$$
e^{-\beta \epsilon\left(x_{1}, x_{2}, \cdots, x_{n}\right)}=e^{-\beta \epsilon_{q}} e^{-\beta \epsilon_{0}\left(x_{2}, x_{3}, \cdots, x_{n}\right)},
$$

the expression for $\bar{\epsilon}_{\mathrm{q}}$ simplifies to

$$
\begin{equation*}
\bar{\epsilon}_{q}=\frac{\int_{-\infty}^{+\infty} a x_{1}^{2} e^{-\beta a x_{1}^{2}} d x_{1}}{\int_{-\infty}^{+\infty} e^{-\beta a x_{1}^{2}} d x_{1}} \tag{11.139}
\end{equation*}
$$

as the coefficient

$$
\int_{-\infty}^{+\infty} e^{-\beta \epsilon_{0}\left(x_{2}, x_{3}, \cdots, x_{n}\right)} d x_{2} d x_{3} \cdots d x_{n}
$$

cancels from the numerator and the denominator. Now, employing the transformation

$$
\begin{equation*}
y=a x_{1}^{2} \rightarrow d y=2 a x_{1} d x_{1} \tag{11.140}
\end{equation*}
$$

Equation 11.139 becomes

$$
\begin{equation*}
\overline{\boldsymbol{\epsilon}}_{q}=\frac{\int_{0}^{\infty} y^{2} e^{-\beta y^{2}} d y}{\int_{0}^{\infty} e^{-\beta y^{2}} d y} \tag{11.141}
\end{equation*}
$$

where Equation 11.98 has been used. The integrals of this equation are evaluated using Equation 11.99 for the numerator and Equation 10.67 for the denominator (see also Appendix A, Section A.10) to obtain

$$
\bar{\epsilon}_{q}=\frac{(1 / 2)(\pi / \beta)^{1 / 2}(1 / 2)(1 / \beta)}{(1 / 2)(\pi / \beta)^{1 / 2}}
$$

which reduces to

$$
\begin{equation*}
\bar{\epsilon}_{q}=\frac{1}{2 \beta}=\frac{1}{2} k_{\mathrm{B}} T . \tag{11.142}
\end{equation*}
$$

Energy Per
Degree of Freedom

The result shows that each quadratic term in an expression for the total energy of a particle has associated with it a mean energy of $\frac{1}{2} k_{\mathrm{B}} T$. We can think of each parameter associated with the energy of a particle as representing a degree of freedom. Consequently, for each degree of freedom that is consistent with the above requirements, its contribution to the total energy of a particle in an assembly in thermodynamic equilibrium is given by Equation 11.142. From these observations, we can state that the energy of a particle depends only on temperature and is equally distributed among its independent degrees of freedom. This statement represents the equipartition of energy principle of thermal physics.

The quadratic conditions discussed above are certainly fulfilled for an essentially free particle of an ideal gas, since the energy is the sum of quadratic momenta terms $p_{x}^{2} / 2 m, p_{y}^{2} / 2 m$, and $p_{z}^{2} / 2 m$. They are also satisfied by a linear harmonic oscillator, since its maximum potential energy given by $\frac{1}{2} k x_{m}^{2}$, in terms of its maximum displacement $x_{m}$, is equivalent to its maximum kinetic energy $\frac{1}{2} \mathrm{~m} v_{m}^{2}$ (see Equation 7.89). The conditions are not satisfied for particles in a gravitational field, however, because the gravitational potential energy given by $m g y$ (Equation 1.23) is not quadratic in the $y$-coordinate. Further, it should be clear that the principle is not valid for the quantized energies predicted by quantum mechanics, as the discrete energy values cannot be expressed as a continuous function of
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Equipartition of Internal Energy
coordinates. Consequently, for classical systems obeying the equipartition of energy principle, we can consider the total energy per particle to be given by
where $N_{f}$ represents the total number of degrees of freedom. Thus, for a system of $N$ particles, the total internal energy is

$$
\begin{equation*}
U=\frac{N_{f}}{2} N k_{\mathrm{B}} T, \tag{11.144}
\end{equation*}
$$

which can be expressed as

$$
\begin{equation*}
U=\frac{N_{f}}{2} n R T, \tag{11.145}
\end{equation*}
$$

because of Equations 11.108 and 5.69.

## Classical Specific Heat

The above results are particularly useful in applications to specific heat problems. To fully appreciate this application, we will derive an expression for specific heat in terms of a particle's number of degrees of freedom $N_{f}$.
To begin, thermal capacity, often called specific heat, is defined in thermofor specific heat in terms of a particle's number of degrees of freedom $N_{f}$.
To begin, thermal capacity, often called specific heat, is defined in thermodynamics as

$$
\begin{equation*}
C \equiv \frac{d Q}{d T}, \tag{11.146}
\end{equation*}
$$

where $Q$ is the heat energy and $T$ is the absolute temperature. From the first law of thermodynamics,
First Law of
Thermodynamics

$$
\begin{equation*}
\bar{\epsilon}=\frac{N_{f}}{2} k_{B} T, \tag{11.143}
\end{equation*}
$$

(

$$
\begin{equation*}
d U=d Q-p d V, \tag{11.147}
\end{equation*}
$$

we have for an isometric process

$$
\begin{equation*}
\left(\frac{\partial U}{\partial T}\right)_{V}=\left(\frac{\partial Q}{\partial T}\right)_{V} \tag{11.148}
\end{equation*}
$$

Thus, thermal capacity at a constant volume is obtained from Equations 11.146 and 11.148 as

$$
\begin{equation*}
C_{V}=\left(\frac{\partial U}{\partial T}\right)_{V} \tag{11.149}
\end{equation*}
$$

Dividing both by sides of this equation by the number of moles $n$ of a system gives

$$
\begin{equation*}
c_{v}=\left(\frac{\partial u}{\partial T}\right)_{v} \tag{11.150}
\end{equation*}
$$

which identifies the molal specific thermal capacity,

$$
\begin{equation*}
c_{v} \equiv \frac{C_{V}}{n} \tag{11.151}
\end{equation*}
$$

as equal to the partial derivative of the molal specific internal energy,

$$
\begin{equation*}
u \equiv \frac{U}{n} \tag{11.152}
\end{equation*}
$$

Molal Specific Internal Energy
with respect to absolute temperature. The subscript denotes that the molal specific volume,

$$
\begin{equation*}
v \equiv \frac{V}{n} \tag{11.153}
\end{equation*}
$$

## Molal Specific

 Volumeis constant with respect to the derivative. In terms of the molal specific internal energy (defined by Equation 11.152), the total internal energy of a system obeying the equipartition of energy principle, as given by Equation 11.145, can be expressed as

$$
\begin{equation*}
u=\frac{N_{f}}{2} R T \tag{11.154}
\end{equation*}
$$

Now, substituting this equation into Equation 11.150 and performing the partial differential gives

$$
\begin{equation*}
c_{v}=\frac{N_{f}}{2} R \tag{11.155}
\end{equation*}
$$

Molal Specific Heat

Monatomic Ideal Gas
for the molal specific thermal capacity or molal specific heat in terms of the number of degrees of freedom $N_{f}$.

As a particular example of the usefulness of Equation 11.155, consider a monatomic ideal gas, where the molecules are thought of as being spherical in shape. The number of degrees of freedom $N_{f}$ for each molecule is three, arising from each of the three translational terms in Equation 11.90. Thus, Equation 11.155 gives

$$
\begin{align*}
c_{v} & =\frac{3}{2} R  \tag{11.156}\\
& \approx 3 \frac{\mathrm{cal}}{\mathrm{~mole} \cdot \mathrm{~K}} .
\end{align*}
$$

This result is also predicted by Equation 11.104 when the definition for the Boltzmann constant $k_{\mathrm{B}}$ (Equation 11.108) and the number of moles n (Equation 5.69) are taken into account.

For a diatomic ideal gas, we may imagine the molecules as dumbbelllike consisting of two spatially separated atoms aligned on the X -axis. There are still three translational degrees of freedom and, in addition, two relational degrees of freedom exist. The latter originate from a rotation of the dumbbell-like molecule in the $x-y$ plane and a rotation in the $x-z$ plane. Rotation in the $y-z$ plane, which is rotation about the imaginary line connecting the two atoms, is considered to be insignificant by comparison with the other two rotation modes. Thus, there are a total of five degrees of freedom, $N_{f}=5$, and the molal specific heat from Equation 11.155 is

$$
\begin{align*}
c_{v} & =\frac{5}{2} R  \tag{11.157}\\
& \approx 5 \frac{\mathrm{cal}}{\mathrm{~mole} \cdot \mathrm{~K}} .
\end{align*}
$$

For a polyatomic ideal gas, each molecule consists of three or more atoms having a finite separation. Consequently, there are three translational and three rotational degrees of freedom, $N_{f}=6$, giving rise to a molal specific heat of

Polyatomic Ideal Gas

$$
\begin{align*}
c_{v} & =3 R  \tag{11.158}\\
& \approx 6 \frac{\mathrm{cal}}{\mathrm{~mole} \cdot \mathrm{~K}} .
\end{align*}
$$

Coincidentally, this result for polyatomic molecules is identical to the Dulong-Petit law (see Problem 11.30) of solid state physics, where the
atoms in a simple cubic lattice of a solid are considered to be a series of identical harmonic oscillators.

## Review of Fundamental and Derived Equations

A listing of the fundamental and derived equations of this chapter is presented below. The derivations of classical statistical mechanics are presented in a logical listing that parallels their development in each section of this chapter.

FUNDAMENTAL EQUATIONS—CLASSICAL PHYSICS

$$
\begin{array}{ll}
\epsilon=\frac{1}{2} m v^{2}=\frac{p^{2}}{2 m} & \text { Free Particle Kinetic Energy } \\
\bar{\epsilon}=\frac{E}{N} & \text { Average Particle Energy } \\
n=\frac{N}{N_{o}} & \text { Number of Moles } \\
v \equiv \frac{V}{n} & \text { Molal Specific Volume } \\
u \equiv \frac{U}{n} & \text { Molal Specific Internal Energy } \\
C \equiv \frac{d Q}{d T} & \text { Thermal Capacity } \\
c \equiv \frac{C}{n} & \text { Molal Specific Thermal Capacity } \\
d U=d Q-p d V+\mu d N & \text { First Law of Thermodynamics } \\
d Q=T d S & \text { Second Law of Thermodynamics } \\
F \equiv U-T S & \text { Helmholtz Function }
\end{array}
$$

## BASIC EQUATIONS—CLASSICAL STATISTICAL MECHANICS

$$
\begin{array}{ll}
\tau \equiv d x d y d z d p_{x} d p_{y} d p_{z} & \text { Cell Volume in } \mu \text {-Space } \\
\tau_{0}=h^{3} & \text { Minimum Volume Per Cel } \\
N=\sum_{i} n_{i} & \text { Conservation of Particles } \\
E=\sum_{i} n_{i} \epsilon_{i}, E \equiv U \text { for } V=0 & \text { Conservation of Energy }
\end{array}
$$

$$
\begin{array}{ll}
W_{k} \equiv \Pi_{i} w_{i} & \text { Total Microstates for } k \text { th Macrostate } \\
W_{\mathrm{M}-\mathrm{B}}=W_{k}=\frac{N!\Pi_{i} g_{i}^{n_{i}}}{\Pi_{i} n_{i}!} & \text { M-B Thermodynamic Probability } \\
W_{\mathrm{C}}=W_{k}=\frac{\Pi_{i} g_{i}^{n_{i}}}{\Pi_{i} n_{i}!} & \text { Classical Thermodynamic Probability } \\
\Omega \equiv \sum_{k} W_{k} & \text { Total Microstates } \\
\Omega_{\mathrm{M}-\mathrm{B}}=\left(\sum_{i} g_{i}\right)^{N} & \text { Total Microstates for M-B Statistics } \\
\sum_{k} A_{i k} W_{k} & \text { Ensemble Average } \\
\bar{A}_{i}=\frac{}{\Omega} & \text { Statistical Average-Discrete Case } \\
\bar{A}_{i}=\frac{1}{N} \sum_{i} A_{i} n_{i} & \\
\bar{A}=\frac{1}{N} \int_{0}^{\infty} A n(q) d q, q=v, p, \epsilon & \text { Statistical Average-Continuous Case } \\
Z \equiv \sum_{i} g_{i} e^{-\beta \epsilon_{i}} & \text { Partition Function } \\
\text { DERIVED EQUATIONS } & \\
\text { Entropy and Thermodynamic Probability-Two Systems in Equilibrium } \\
W_{T}=W_{1} W_{2} & \text { Total Thermodynamic Probability } \\
S_{T}\left(W_{1}, W_{2}\right)=S_{1}\left(W_{1}\right)+S_{2}\left(W_{2}\right) & \text { Total Entropy } \\
S=k_{\mathrm{B}} \ln W & \text { Entropy in Statistical Mechanics }
\end{array}
$$

## Most Probable Distribution

$$
\begin{array}{ll}
\ln A!\approx A \ln A-A, A \gg 1 & \text { Stirling's Formula } \\
\ln W_{\mathrm{M}-\mathrm{B}}=N \ln N+\sum_{i} n_{i} \ln \frac{g_{i}}{n_{i}} \\
\ln W_{C}=N+\sum_{i} n_{i} \ln \frac{g_{i}}{n_{i}} & \\
\delta \ln W_{\mathrm{M}-\mathrm{B}}=\delta \ln W_{C}=0 & \begin{array}{l}
\text { Condition for Most Probable } \\
\text { Distribution }
\end{array} \\
\delta \ln W=\sum_{i} \ln \frac{g_{i}}{n_{i}} \delta n_{i} & \text { Maxwell-Boltzmann Distribution } \\
n_{i}=g_{i} e^{-\alpha} e^{-\beta \epsilon_{i}} & \text { Boltzmann Distribution } \\
n_{i}=\frac{N}{Z} g_{i} e^{-\beta \epsilon_{i}} &
\end{array}
$$

## Evaluation of $\beta$

$$
\begin{aligned}
d S & =k_{\mathrm{B}} d \ln W & & \\
& =k_{\mathrm{B}} \ln \frac{Z}{N} d N+k_{\mathrm{B}} \beta d U & & \text { Differential Entropy } \\
d U & =T d S-p d V+\mu d N & & \begin{array}{l}
\text { Combined First and Second Laws } \\
\text { of Thermodynamics }
\end{array} \\
\beta & =\frac{1}{k_{\mathrm{B}} T} & & \text { Lagrange Multiplier } \\
\mu_{\mathrm{C}} & =-k_{\mathrm{B}} T \ln \frac{Z}{N} & & \text { Classical Chemical Potential } \\
n_{i} & =g_{i} e^{\beta\left(\mu_{c}-\epsilon_{i}\right)} & & \text { Classical Distribution }
\end{aligned}
$$

Significance of the Partition Function

$$
\begin{array}{rlrl}
E & =-N \frac{\partial \ln Z}{\partial \beta} & & \\
& =N k_{\mathrm{B}} T^{2} \frac{\partial \ln Z}{\partial T} & & \text { Total Particle Energy } \\
n_{j} & =-\frac{N}{\beta} \frac{\partial \ln Z}{\partial \epsilon_{j}} & & \\
& =-N k_{\mathrm{B}} T \frac{\partial \ln Z}{\partial \epsilon_{j}} & & \text { Occupation Number } \\
S_{\mathrm{M}-\mathrm{B}} & =\frac{U}{T}+N k_{\mathrm{B}} \ln Z & & \text { M-B Entropy } \\
S_{C} & =\frac{U}{T}+N k_{\mathrm{B}}\left(\ln \frac{Z}{N}+1\right) & & \text { Classical Entropy } \\
F_{\mathrm{M}-\mathrm{B}}=-N k_{\mathrm{B}} T \ln Z & & \text { M-B Helmholtz Function } \\
F_{C} & =-N k_{\mathrm{B}} T\left(\ln \frac{Z}{N}+1\right) & & \text { Classical Helmholtz Function } \\
d F & =d U-T d S-S d T & & \text { Differential Helmholtz Function } \\
\left(\frac{\partial F}{\partial V}\right)_{N, T}=-p & & \text { Pressure } \\
\left(\frac{\partial F}{\partial N}\right)_{V, T}=\mu & & \text { Chemical Potential } \\
\left(\frac{\partial F}{\partial T}\right)_{V, N}=-S & & \text { Entropy } \\
p=N k_{\mathrm{B}} T\left(\frac{\partial \ln Z}{\partial V}\right)_{N, T} & & \text { Thermodynamic Pressure }
\end{array}
$$

$$
\begin{aligned}
& \mu_{\mathrm{M}-\mathrm{B}}=-k_{\mathrm{B}} T \ln Z \\
& \mu_{C}=-k_{\mathrm{B}} T \ln \frac{Z}{N} \\
& n_{i}=N g_{i} e^{\beta\left(\mu_{\mathrm{M}-\mathrm{B}}-\epsilon_{i}\right)}
\end{aligned}
$$

## Monatomic Ideal Gas

$$
\begin{aligned}
& \begin{aligned}
& g(p) d p=\frac{1}{\tau_{0}} \iiint d x d y d z d V_{p} \\
&=\frac{4 \pi V}{h^{3}} p^{2} d p \\
& Z=\int_{0}^{\infty} g(p) e^{-\beta p^{2} / 2 m} d p \\
&=V\left(\frac{2 \pi m}{h^{2}}\right)^{3 / 2} \beta^{-3 / 2} \\
& U=-N \frac{\partial \ln Z}{\partial \beta} \\
&=\frac{3}{2} N k_{\mathrm{B}} T \\
& C_{V}=\frac{3}{2} N k_{\mathrm{B}} \\
& p=N k_{\mathrm{B}} T\left(\frac{\partial \ln Z}{\partial V}\right)_{N, T} \\
&=\frac{N k_{\mathrm{B}} T}{V} \\
& k_{\mathrm{B}}=\frac{R}{N_{0}}
\end{aligned}
\end{aligned}
$$

## M-B Chemical Potential

Classical Chemical Potential
Boltzmann Distribution

Degeneracy-Continuous Case

## Partition Function-Continuous Case

## Internal Energy

Thermal Capacity

Pressure-Equation of State Boltzmann Constant

## Boltzmann Distribution Formulae

$$
\begin{array}{ll}
n(p) d p=4 \pi N\left(\frac{\beta}{2 \pi m}\right)^{3 / 2} p^{2} e^{-\beta p^{2} / 2 m} d p & \text { Distribution of Momenta } \\
n(\epsilon) d \boldsymbol{\epsilon}=2 \pi N\left(\frac{\beta}{\pi}\right)^{3 / 2} \epsilon^{1 / 2} e^{-\beta \epsilon} d \epsilon & \text { Distribution of Energies } \\
n(v) d v=4 \pi N\left(\frac{\beta m}{2 \pi}\right)^{3 / 2} v^{2} e^{-\beta m v^{2} / 2} d v & \text { Distribution of Speeds } \\
v_{\mathrm{rms}} \equiv \sqrt{v^{2}} &
\end{array}
$$

$$
=\sqrt{\frac{3 k_{\mathrm{B}} T}{m}} \quad \text { Root-Mean-Square Speed }
$$

$$
\bar{v}=2 \sqrt{\frac{2 k_{\mathrm{B}} T}{\pi m}}
$$

Average Speed

$$
v=\sqrt{\frac{2 k_{\mathrm{B}} T}{m}}
$$

Most Probable Speed

## Equipartition of Energy

$$
\begin{aligned}
\epsilon & =a x_{1}^{2}+\epsilon_{0}\left(x_{2}, x_{3}, \cdots, x_{n}\right) \\
& \equiv \epsilon_{q}+\epsilon_{0} \\
\bar{\epsilon}_{q} & =\frac{\sum\left(\epsilon_{q}\right)_{i} n_{i}}{\sum n_{i}} \\
& =\frac{\int_{-\infty}^{+\infty} \epsilon_{q} e^{-\beta \epsilon} d x_{1} \cdots d x_{n}}{\int_{-\infty}^{+\infty} e^{-\beta \epsilon} d x_{1} \cdots d x_{n}} \\
& =\frac{1}{2} k_{\mathrm{B}} T \\
U & =\frac{N_{f}}{2} n R T \\
c_{v} & =\frac{N_{f}}{2} R
\end{aligned}
$$

# Energy Per Degree of Freedom 

## Equipartition of Internal Energy

Molal Specific Thermal Capacity

## Problems

11.1 Consider a system of six particles being represented in a two-cell $\mu$-space. Enumerate the number of macrostates associated with this system and calculate the number of microstates corresponding to each macrostate.

## Solution:

The distribution of six particles in two cells can be accomplished in seven different ways as given by

$$
\left(n_{1}, n_{2}\right) \rightarrow(6,0),(5,1),(4,2),(3,3),(2,4),(1,5),(0,6) .
$$

The number of microstates corresponding to each of these macrostates is given by equation 11.7,

$$
W_{K}=\frac{N!}{n_{1}!n_{2}!},
$$

to be

$$
\begin{aligned}
& W(6,0)=\frac{6!}{6!0!}=1, \\
& W(5,1)=\frac{6!}{5!1!}=6, \\
& W(4,2)=\frac{6!}{4!2!}=15, \\
& W(3,3)=\frac{6!}{3!3!}=20, \\
& W(2,4)=\frac{6!}{2!4!}=15, \\
& W(1,5)=\frac{6!}{1!5!}=6, \\
& W(0,6)=\frac{6!}{0!6!}=1 .
\end{aligned}
$$

11.2 Consider a system of four particles being represented in a three-cell $\mu$-space. Find (a) the number of different macrostates, (b) the total number of microstates, and (c) the most probable macrostates.
Answer:
(a) 15 , (b)
) 81 , (c) $W(2,1,1)=W(1,2,1)=W(1,1,2)$
11.3 Find the total number of microstates and the most probable distribution for $\mathrm{N}=5$ distinguishable particles distributed among three degenerate cells having $g_{1}=g_{2}=g_{3}=2$.

Solution:
The total number of macrostates is easily obtained from Equation 11.18 as

$$
\begin{aligned}
\Omega_{\mathrm{M}-\mathrm{B}} & =\left(\sum_{i} g_{i}\right)^{N}, \\
& =\left(g_{1}+g_{2}+g_{3}\right)^{N} \\
& =(2+2+2)^{5}=7776 .
\end{aligned}
$$

The most probable distribution of $n_{1}, n_{2}$, and $n_{3}$ is that for which Equation 11.15,

$$
W_{\mathrm{M}-\mathrm{B}}=W_{K}=\frac{N!\Pi_{i} g_{i}^{n_{i}}}{\Pi_{i} n_{i}!},
$$

is a maximum. Because the interchange of particles in any two cells results in the same value for $W_{\mathrm{k}}$, there is only the need to calculate $W_{\mathrm{k}}$ for the cases where $n_{1} \geq n_{2} \geq n_{3}$. Thus, with $W_{\mathrm{k}}$ denoted as $W\left(n_{1}, n_{2}, n_{3}\right)$ we have

$$
\begin{aligned}
& W(5,0,0)=\frac{5!2^{5} 2^{0} 2^{0}}{5!0!0!}=32, \\
& W(4,1,0)=\frac{5!2^{4} 2^{1} 2^{0}}{4!1!0!}=160, \\
& W(3,2,0)=\frac{5!2^{3} 2^{2} 2^{0}}{3!2!0!}=320, \\
& W(3,1,1)=\frac{5!2^{3} 2^{1} 2^{1}}{3!1!1!}=640, \\
& W(2,2,1)=\frac{5!2^{2} 2^{2} 2^{1}}{2!2!1!}=960,
\end{aligned}
$$

Which shows the most probable distribution is given by

$$
W\left(n_{1}, n_{2}, n_{3}\right)=W(2,2,1)=W(2,1,2)=W(1,2,2) .
$$

11.4 Use the basic equation for an ensemble average defined by Equation 11.19 to calculate $\bar{n}_{i}$ for $i=1,2,3$ for the distribution of particles described in Problem 11.2.

Answer: $\frac{4}{3}$
11.5 Find the most probable distribution for a system of $N=10^{4}$ distinguishable particles distributed among three degenerate cells having $g_{1}=1$, $g_{2}=2, g_{3}=3$. Assume the system is at a temperature such that $\epsilon_{2}-\epsilon_{1}=\epsilon_{3}-\epsilon_{2}=k_{B} T$.

## Solution:

From the description of this system the choice of $\epsilon_{1}$ is arbitrary. Thus, with $\epsilon_{1}=0$, the partition function (Equation 11.48) is easily evaluated for $i=1,2,3$ as

$$
\begin{aligned}
Z & \equiv \sum_{i} g_{i} e^{-\beta \epsilon_{i}} \\
& =g_{1} e^{-\beta \epsilon_{1}}+g_{2} e^{-\beta \epsilon_{2}}+g_{3} e^{-\beta \epsilon_{3}} \\
& =1 \cdot e^{0}+2 \cdot e^{-1}+3 \cdot e^{-2} \\
& =1.0000+0.7358+0.2707=2.0065 .
\end{aligned}
$$

Therefore, the most probable set of occupation numbers is given by the Boltzmann distribution (Equation 11.47) as

$$
n_{1}=\frac{N g_{1} e^{-\beta \epsilon_{1}}}{Z}=\frac{10^{4} \cdot 1 \cdot e^{-0}}{2.0065}=4984,
$$

$$
\begin{aligned}
& n_{2}=\frac{N g_{2} e^{-\beta \epsilon_{2}}}{Z}=\frac{10^{4} \cdot 2 \cdot e^{-1}}{2.0065}=3667 \\
& n_{3}=\frac{N g_{3} e^{-\beta \epsilon_{3}}}{Z}=\frac{10^{4} \cdot 3 \cdot e^{-2}}{2.0065}=2023
\end{aligned}
$$

11.6 Find the most probable set of occupation numbers for a system of $N=10^{5}$ distinguishable particles distributed among three cells having degeneracies $g_{1}=1, g_{2}=2$ and $g_{3}=3$. Assume the system is at a temperature such that $\epsilon_{2}-\epsilon_{1}=2 / \beta$ and $\epsilon_{3}-\epsilon_{2}=1 / \beta$.

Answer: $\quad n_{1}=70421, n_{2}=19061, n_{3}=10518$
11.7 Verify that the total number of microstates $W\left(n_{1}, n_{2}, n_{3}\right)$ is a maximum number for the set of $n_{1}$ obtained in Problem 11.5, by varying the set of occupation numbers such that the conservation requirements (energy and particles) are maintained.

## Solution:

For $W\left(n_{1}, n_{2}, n_{3}\right)$ to be a maximum for the set of $n_{i}$ calculated in Problem 11.5, any slight variation in the values of $n_{1}, n_{2}, n_{3}$ should result in a new set of $n_{1}^{\prime}, n_{2}^{\prime}, n_{3}^{\prime}$ such that $W^{\prime}\left(n_{1}^{\prime}, n_{2}^{\prime}, n_{3}^{\prime}\right)<W\left(n_{1}, n_{2}, n_{3}\right)$. Consequently, the ratio of

$$
W=\frac{N!g_{1}^{n_{1}} g_{2}^{n_{2}} g_{3}^{n_{3}}}{n_{1}!n_{2}!n_{3}!}
$$

for the most probable set of $n_{i}$ to

$$
W^{\prime}=\frac{N!g_{1}^{n_{1}^{\prime}} g_{2}^{n_{2}^{\prime}} g_{3}^{n_{3}^{\prime}}}{n_{1}^{\prime}!n_{2}^{\prime}!n_{3}^{\prime}!}
$$

for the slightly varied set of $\mathrm{n}_{i}^{\prime}$, as given by

$$
\frac{W}{W^{\prime}}=g_{1}^{n_{1}-n_{1}^{\prime}} g_{2}^{n_{2}-n_{2}^{\prime}} g_{3}^{n_{3}-n_{3}^{\prime}} \frac{n_{1}^{\prime}!}{n_{1}!} \frac{n_{2}^{\prime}!}{n_{2}!} \frac{n_{3}^{\prime}!}{n_{3}!},
$$

should be greater than one. This observation can be tested by allowing $\delta n_{1}$ to vary by +1 or -1 and generating values for $\delta n_{2}$ and $\delta n_{3}$ such that the conservation requirements are maintained. For $\delta n_{1}=+1$ the conservation of total energy requires that $\delta n_{3}=+1$ and $\delta n_{2}=-2$, since then $\delta E=1 \cdot \epsilon_{1}-2 \cdot \epsilon_{2}+1 \cdot \epsilon_{3}=1 \cdot 0-2 \cdot k_{\mathrm{B}} T+1 \cdot 2 k_{\mathrm{B}} T=0$. Maintaining the conservation of total energy in this case also results in the conservation particles being preserved (i.e., $\delta N=\delta n_{1}+\delta n_{2}+\delta n_{3}=1-$ $2+1=0$ ), and the result can be generalized to $\delta n_{1}=\delta n_{3}=-\delta n_{2} / 2$. Consequently, the new set of numbers for the case $\delta n_{1}=1$ is given by

$$
\delta n_{1}=+1 \rightarrow n_{1}^{\prime}=n_{1}+1, \quad n_{2}^{\prime}=n_{2}-2, \quad n_{3}^{\prime}=n_{3}+1,
$$

from which we obtain

$$
\begin{aligned}
\frac{W}{W^{\prime}} & =g_{1}^{-1} g_{2}^{2} g_{3}^{-1}\left(n_{1}+1\right)\left[\frac{1}{\left(n_{2}-1\right) n_{2}}\right]\left(n_{3}+1\right) \\
& =1^{-1} 2^{2} 3^{-1}(4985)\left[\frac{1}{(3666)(3667)}\right](2024) \\
& =1.0007
\end{aligned}
$$

Applying similar arguments for $\delta n_{1}=-1$ gives

$$
\delta n_{1}=-1 \rightarrow n_{1}^{\prime}=n_{1}-1, \quad n_{2}^{\prime}=n_{2}+2, \quad n_{3}^{\prime}=n_{3}-1,
$$

with the result for $W / W^{\prime}$ being

$$
\begin{aligned}
\frac{W}{W^{\prime}} & =g_{1}^{1} g_{2}^{-2} g_{3}^{1}\left(\frac{1}{n_{1}}\right)\left[\left(n_{2}+1\right)\left(n_{2}+2\right)\right]\left(\frac{1}{n_{3}}\right) \\
& =1^{1} 2^{-2} 3^{1}\left(\frac{1}{4984}\right)[(3668)(3669)]\left(\frac{1}{2023}\right) \\
& =1.0011 .
\end{aligned}
$$

Since $W / W^{\prime}>1$ for an increase or decrease in $n_{1}, W^{\prime}$ is smaller than $W$ and the original distribution for $n_{1}, n_{2}$, and $n_{3}$ must be the most probable.
11.8 While maintaining conservation requirements consider $\delta n_{1}= \pm 1$ and generate the set of $n_{i}^{\prime}$ for each case from the most probable set of $n_{i}$ calculated in Problem 11.6. Now, verify that $W\left(n_{i}\right)$ is a maximum by showing that $W\left(n_{i}\right) / W^{\prime}\left(n_{i}^{\prime}\right)>1$.

$$
\text { Answer: } \quad \delta n_{1}=+1 \rightarrow \frac{W}{W^{\prime}}=1.0004, \quad \delta n_{1}=-1 \rightarrow \frac{W}{W^{\prime}}=1.0005
$$

11.9 An ideal gas consisting of atomic hydrogen is at a temperature of 300 K . Find (a) the ration of the number of atoms in the first excited state to the number in the ground state and (b) the temperature at which 20.0 percent of the atoms are in the first excited state.

## Solution:

Using the Boltzmann distribution (Equation 11.47)

$$
n_{i}=\frac{N}{Z} g_{i} e^{-\beta \epsilon_{i}}
$$

we obtain

$$
\frac{n_{2}}{n_{1}}=\frac{g_{2}}{g_{1}} e^{\beta\left(\epsilon_{1}-\epsilon_{2}\right)}
$$

for the relative population of the first excited state to that of the ground state. Recalling that the maximum number of electrons allowed in a shell is given in terms of the principal quantum number $n$ by Equation 7.104,

$$
N_{n}=2 n^{2},
$$

then the degeneracy of the ground state $(n=1)$ is $g_{1}=2$ and the first excited state ( $n=2$ ) has a degeneracy of $g_{2}=8$. Of course the energies associated with these electron states are $\epsilon_{1}=-13.6 \mathrm{eV}$ and $\epsilon_{2}=-3.4$ eV , which are obvious from Equations 7.39 and 7.41 , so the expression for the relative population becomes

$$
\frac{n_{2}}{n_{1}}=4 e^{\beta(-10.2 \mathrm{eV})}
$$

With $\beta=1 / k_{\mathrm{B}} T, k_{\mathrm{B}}=1.38 \times 10^{-23} \mathrm{~J} / \mathrm{K}$ (Equation 11.108), and $T=$ 300 K , we obtain

$$
\begin{aligned}
\beta & =\frac{1}{\left(1.38 \times 10^{-23} \mathrm{~J} / \mathrm{K}\right)(300 \mathrm{~K})} \\
& =\frac{1}{4.14 \times 10^{-21} \mathrm{~J}}=\frac{1}{0.0259 \mathrm{eV}}
\end{aligned}
$$

and

$$
\begin{aligned}
\frac{n_{2}}{n_{1}} & =4 e^{-(10.2 \mathrm{ev}) /(0.0259 \mathrm{ev})} \\
& =4 e^{-394}=\frac{4}{1.29 \times 10^{171}}=3.1 \times 10^{-171} .
\end{aligned}
$$

We see that few atoms are in the first excited state, because the energy difference $\epsilon_{1}-\epsilon_{2}$ is so large compared with $k_{\mathrm{B}} T$. In fact, for one atom to be in the first excited state, the gas would have to contain approximately $0.32 \times 10^{171}$ atoms of hydrogen, which is physically impossible, since the mass of the gas would exceed the mass of the universe.

To find the temperature at which 20.0 percent of the atoms are in the first excited state, we require $n_{2} / n_{1}=0.200 / 0.800=0.250$ and solve for $T$. That is,

$$
0.250=4 e^{\beta(-10.2 \mathrm{eV})} \rightarrow \frac{10.2 \mathrm{eV}}{k_{\mathrm{B}} T}=\ln 16,
$$

from which we obtain

$$
\begin{aligned}
T & =\frac{10.2 \mathrm{eV}}{(2.77)\left(1.38 \times 10^{-23} \mathrm{~J} / \mathrm{K}\right)} \\
& =\frac{5.89 \times 10^{-19} \mathrm{~J}}{1.38 \times 10^{-23} \mathrm{~J} / \mathrm{K}} \\
& =4.27 \times 10^{4} \mathrm{~K} .
\end{aligned}
$$

11.10 Find the average energy per molecule of polarized HCL molecules, if they are in a uniform external electric field of $E=1.38 \times 10^{7} \mathrm{~N} / \mathrm{C}$ at a
temperature of 344 K . Imagine each molecule to have a charge distribution of $+q$ separated from a charge of $-q$ by a distance of $r$, such that its dipole moment is given by $\mu=q r=3.44 \times 10^{-30} \mathrm{C} \cdot \mathrm{m}$ and its potential energy is given by $-\mu E$ if aligned parallel to the $\mathbf{E}$ field or $+\mu E$ if aligned antiparallel.

Answer: $\quad \bar{E}=-4.75 \times 10^{-25} \mathrm{~J}$
11.11 Starting with the expression of Equation 11.16 for $W_{C}$, derive an equation for $\delta \ln W_{\mathrm{C}}$ using Stirling's formula and conservation of particles and energy requirements.

## Solution:

Taking the logarithm of Equation 11.16,

$$
W_{\mathrm{C}}=\Pi_{i} \frac{g_{i}^{n_{i}}}{n_{i}!}
$$

immediately yields

$$
\begin{aligned}
\ln W_{\mathrm{C}} & =\sum_{i} \ln \frac{g_{i}^{n_{i}}}{n_{i}!} \\
& =\sum_{i}\left(\ln g_{i}^{n_{i}}-\ln n_{i}!\right) \\
& =\sum_{i}\left(n_{i} \ln g_{i}-n_{i} \ln n_{i}+n_{i}\right) \\
& =N+\sum_{i} n_{i} \ln g_{i}-\sum_{i} n_{i} \ln n_{i},
\end{aligned}
$$

where Stirling's approximation and conservation of particles have been used. Now, $\delta 1 \mathrm{n} W_{\mathrm{C}}$ is given by

$$
\begin{aligned}
\delta \ln W_{\mathrm{C}}= & \delta N+\sum_{i}\left(\ln g_{i} \delta n_{i}+n_{i} \frac{1}{g_{i}} \delta \hat{g_{i}}\right) \\
& -\sum_{i}\left(\ln n_{i} \delta n_{i}+n_{i} \frac{1}{n_{i}} \delta n_{i}\right) \\
= & \delta N+\sum_{i} \ln \frac{g_{i}}{n_{i}} \delta n_{i}-\sum_{i} \delta n_{i} \\
= & \delta N+\sum_{i} \ln \frac{g_{i}}{n_{i}} \delta n_{i}-\delta \sum_{i} n_{i} \\
= & \delta N+\sum_{i} \ln \frac{g_{i}}{n_{i}} \delta n_{i}-\delta N \\
= & \sum_{i} \ln \frac{g_{i}}{n_{i}} \delta n_{i},
\end{aligned}
$$

which is identical to the expression obtained for $\delta \ln W_{\mathrm{M}-\mathrm{B}}$ (see Equation 11.40).
11.12 Starting with the fundamental equation defining the average energy per particle (i.e., $\bar{\epsilon} \equiv E / N$ ) and using the equations for conservation of particles and energy, derive an equation of the form $\bar{\epsilon}=\bar{\epsilon}(Z)$ for (a) the Maxwell-Boltzmann distribution, and (b) the classical distribution.

$$
\text { Answer: } \quad \bar{\epsilon}=-\frac{\partial \ln Z}{\partial \beta}
$$

11.13 By considering the partial derivative of $Z$ with respect to $\epsilon_{j}$, derive Equation 11.73 for (a) the Maxwell-Boltzmann distribution and (b) the classical distribution.

## Solution:

Performing the indicated partial derivative on $Z$ gives

$$
\begin{aligned}
\frac{\partial Z}{\partial \epsilon_{j}} & =\frac{\partial}{\partial \epsilon_{j}} \sum_{i} g_{i} e^{-\beta \epsilon_{i}} \\
& =-\beta g_{j} e^{-\beta \epsilon_{j}},
\end{aligned}
$$

which can be rewritten in the form

$$
g_{j} e^{-\beta \epsilon_{j}}=-\frac{1}{\beta} \frac{\partial Z}{\partial \epsilon_{j}} .
$$

If we multiply this equation by $e^{-\alpha}$, the left-hand side becomes identical to the Maxwell-Boltzmann distribution (Equation 11.45) in the form

$$
n_{j}=g_{j} e^{-\alpha} e^{-\beta \epsilon_{j}}
$$

Thus, we obtain

$$
n_{j}=-e^{-\alpha} \frac{1}{\beta} \frac{\partial Z}{\partial \epsilon_{j}} .
$$

But, from Equation 11.46

$$
e^{-\alpha}=\frac{N}{Z},
$$

so our equation for $n_{j}$ becomes

$$
\begin{aligned}
n_{j} & =-\frac{N}{Z} \frac{1}{\beta} \frac{\partial Z}{\partial \epsilon_{j}} \\
& =-\frac{N}{\beta} \frac{\partial \ln Z}{\partial \epsilon_{j}} .
\end{aligned}
$$

Similarly, after multiplying

$$
g_{j} e^{-\beta \epsilon_{j}}=-\frac{1}{\beta} \frac{\partial Z}{\partial \epsilon_{j}}
$$

by $e^{\beta \mu}{ }^{C}$, the left-hand side is recognized as the classical distribution

$$
n_{j}=g_{j} e^{\beta \mu_{C}} e^{-\beta \epsilon_{j}}=-e^{\beta \mu_{\mathrm{C}}} \frac{1}{\beta} \frac{\partial Z}{\partial \epsilon_{j}} .
$$

But, from Equation 11.64 we have

$$
e^{\beta \mu_{C}}=\frac{N}{Z},
$$

so again we obtain

$$
n_{j}=-\frac{N}{\beta} \frac{\partial \ln Z}{\partial \epsilon_{j}} .
$$

11.14 Starting with $S=k_{\mathrm{B}} 1 \mathrm{n} W$ and using 1n $W_{\mathrm{C}}$ given by Equation 11.35, derive an expression for entropy $S_{\mathrm{C}}$ that is appropriate for classical statistical mechanics.

Answer: $\quad S_{\mathrm{C}}=\frac{U}{T}+N k_{\mathrm{B}}\left(\ln \frac{Z}{N}+1\right)$
11.15 By starting with the equation $p=-(\partial F / \partial V)_{N, T}$, derive an equation for pressure in terms of the partition function for (a) Maxwell-Boltzmann statistics and (b) classical statistics.

## Solution:

Substituting the Helmholtz function $F_{\mathrm{M}-\mathrm{B}}$ from Equation 11.80,

$$
F_{\mathrm{M}-\mathrm{B}}=-N k_{\mathrm{B}} T \ln \mathrm{Z},
$$

into the above expression for pressure gives

$$
\begin{aligned}
p & =-\left(\frac{\partial\left[-N k_{\mathrm{B}} T \ln Z\right]}{\partial V}\right)_{N, T} \\
& =N k_{\mathrm{B}} T\left(\frac{\partial \ln Z}{\partial V}\right)_{N, T} .
\end{aligned}
$$

Similarly, using

$$
F_{\mathrm{C}}=-N k_{\mathrm{B}} T\left(\ln \frac{Z}{N}+1\right)
$$

for classical statistics, we obtain

$$
\begin{aligned}
p & =-\left(\frac{\partial F_{\mathrm{C}}}{\partial V}\right)_{N, T} \\
& =N k_{\mathrm{B}} T\left(\frac{N}{Z}\right)\left(\frac{1}{N}\right)\left(\frac{\partial Z}{\partial V}\right)_{N, T} \\
& =N k_{\mathrm{B}} T\left(\frac{\partial \ln Z}{\partial V}\right)_{N, T}
\end{aligned}
$$

11.16 Starting with the equation $\mu=(\partial F / \partial N)_{V, T}$, derive an equation for the classical chemical potential $\mu_{\mathrm{C}}$, in terms of the partition function.

Answer: $\quad \mu_{\mathrm{C}}=-k_{\mathrm{B}} T \ln \frac{Z}{N}$
11.17 Starting with the ideal gas distribution of energies formula (Equation 11.113), derive Equation 11.114 for the Boltzmann distribution of speeds.

## Solution:

Starting with the Boltzmann distribution of energies,

$$
n(\epsilon) d \epsilon=2 \pi N\left(\frac{\beta}{\pi}\right)^{3 / 2} \epsilon^{1 / 2} e^{-\beta \epsilon} d \epsilon
$$

and substituting

$$
\begin{aligned}
\epsilon & =\frac{1}{2} m v^{2} \\
d \epsilon & =m v d v
\end{aligned}
$$

yields

$$
n(v) d v=2 \pi N\left(\frac{\beta}{\pi}\right)^{3 / 2}\left(\frac{m}{2}\right)^{1 / 2} v e^{-\beta m v^{2} / 2} m v d v
$$

which reduces to the Boltzmann distribution of speeds in the form

$$
n(v) d v=4 \pi N\left(\frac{\beta m}{2 \pi}\right)^{3 / 2} v^{2} e^{-\beta m v^{2} / 2} d v
$$

11.18 Verify the normalization condition of statistical mechanics (Equation 11.116) for an ideal gas with $q=v$.

Answer: $\quad \int_{0}^{\infty} n(v) d v=N$
11.19 Verify that the Boltzmann distribution of energies is normalized to $N$ for an ideal gas.

## Solution:

From the normalization condition (Equation 11.116) with $q=\epsilon$ and the energy distribution for an ideal gas (Equation 11.113) we have

$$
\int_{0}^{\infty} n(\epsilon) d \epsilon=2 \pi N\left(\frac{\beta}{\pi}\right)^{3 / 2} \int_{0}^{\infty} \epsilon^{1 / 2} e^{-\beta \epsilon} d \epsilon
$$

By changing the variable of integration, the integral on the righthand side can be evaluated using Equation 11.99. That is, with

$$
\begin{aligned}
& \epsilon^{1 / 2}=\alpha \\
& d \epsilon=2 \alpha d \alpha,
\end{aligned}
$$

we have

$$
\begin{aligned}
\int_{0}^{\infty} n(\epsilon) d \epsilon & =2 \pi N\left(\frac{\beta}{\pi}\right)^{3 / 2}\left(2 \int_{0}^{\infty} \alpha^{2} e^{-\beta \alpha^{2}} d \alpha\right) \\
& =2 \pi N\left(\frac{\beta}{\pi}\right)^{3 / 2}\left[2 \frac{1}{4}\left(\frac{\pi}{\beta}\right)^{1 / 2}\left(\frac{1}{\beta}\right)\right] \\
& =N .
\end{aligned}
$$

11.20 Starting with Equation 11.123, find the average energy $\bar{\epsilon}$ of an ideal molecule predicted by Maxwell-Boltzmann statistics.

Answer: $\quad \bar{\epsilon}=\frac{3}{2} k_{\mathrm{B}} T$
11.21 Starting with Equation 11.124, show that $\bar{\epsilon}=(3 / 2) k_{\mathrm{B}} T$ for an ideal gas molecule obeying Maxwell-Boltzmann statistics.

## Solution:

Substituting the Boltzmann distribution of speeds (Equation 11.114) and $\epsilon=\frac{1}{2} m v^{2}$ into Equation 11.124 gives

$$
\begin{aligned}
\bar{\epsilon} & =4 \pi\left(\frac{\beta m}{2 \pi}\right)^{3 / 2} \int_{0}^{\infty} \frac{1}{2} m v^{4} e^{-\beta m v^{2} / 2} d v \\
& =4 \pi\left(\frac{\beta m}{2 \pi}\right)^{3 / 2}\left(\frac{m}{2}\right)\left[\frac{1}{2}\left(\frac{2 \pi}{\beta m}\right)^{1 / 2} \frac{1}{2} \frac{3}{2}\left(\frac{2}{\beta m}\right)^{2}\right] \\
& =\left(\frac{m}{2}\right)\left(\frac{3}{2}\right)\left(\frac{2}{\beta m}\right) \\
& =\frac{3}{2} k_{\mathrm{B}} T
\end{aligned}
$$

where the integral has been evaluated using Equation 11.99.
11.22 Starting with Equation 11.118 and using the Boltzmann distribution of speeds, find the average speed squared for a monatomic ideal gas molecule.

Answer: $\quad \overline{v^{2}}=\frac{3 k_{\mathrm{B}} T}{m}$.
11.23 For an ideal gas governed by Maxwell-Boltzmann statistics, find an expression for the average molecular speed $\bar{v}$.

## Solution:

From Equation 11.118, with $A=v$ and $q=v$, and the Boltzmann distribution of speeds (Equation 11.114), we have

$$
\bar{v}=4 \pi\left(\frac{\beta m}{2 \pi}\right)^{3 / 2} \int_{0}^{\infty} v^{3} e^{-\beta m v^{2 / 2}} d v .
$$

The integral is of the form

$$
\mathrm{I}_{n}(a) \equiv \int_{0}^{\infty} u^{n} e^{-a u^{2}} d u
$$

given in Appendix A, Section A.10. With $n=3$ and $a=\beta m / 2$, we have

$$
\int_{0}^{\infty} v^{3} e^{-a v^{2}} d v=\frac{1}{2 a^{2}}
$$

Thus, the equation for $\bar{v}$ reduces to

$$
\begin{aligned}
\bar{v} & =4 \pi\left(\frac{\beta m}{2 \pi}\right)^{3 / 2}\left[\frac{1}{2}\left(\frac{2}{\beta m}\right)^{2}\right] \\
& =2 \frac{1}{\pi}\left(\frac{2 \pi}{\beta m}\right)^{1 / 2} \\
& =2 \sqrt{\frac{2 k_{\mathrm{B}} T}{\pi m}}
\end{aligned}
$$

11.24 Starting with Equation 11.118, find an expression for the average momentum of an ideal gas molecule obeying Maxwell-Boltzmann statistics.

Answer: $\quad \bar{p}=2 \sqrt{\frac{2 m k_{\mathrm{B}} T}{\pi}}$
11.25 Derive an expression for the most probable speed of an ideal gas molecule for a system obeying Maxwell-Boltzmann statistics.

## Solution:

Maximizing the Boltzmann distribution of speeds given by Equation 11.114,

$$
n(v) d v=4 \pi N\left(\frac{\beta m}{2 \pi}\right)^{3 / 2} v^{2} e^{-\beta m v^{2} / 2} d v,
$$

requires the first order derivative of $n(v)$ with respect to $v$ to vanish.
Thus, with $A=4 \pi N(\beta m / 2 \pi)^{3 / 2}$, we have

$$
0=A\left(2 v-\beta m v^{3}\right) e^{-\beta m v^{2} / 2},
$$

which immediately reduces to

$$
2 v-\beta m v^{3}=0 .
$$

Solving for this result for $v$ and using $\beta=1 / k_{\mathrm{B}} T$, gives

$$
v=\sqrt{\frac{2 k_{\mathrm{B}} T}{m}} .
$$

11.26 Derive an expression for the most probable energy of an ideal gas molecule obeying Maxwell-Boltzmann statistics.

Answer: $\quad \epsilon=\frac{1}{2} k_{\mathrm{B}} T$
11.27 The theoretical expression for the speed of sound in a monatomic ideal gas is given in terms of pressure $p$ and mass density $\rho$ by $(5 p / 3 \rho)^{1 / 2}$. By what factor does this differ from the root-mean-square speed $v_{\text {rms }}$ and the most probable speed $v$ ?

## Solution:

With the theoretical speed of sound represented by $v_{s}$, the ideal gas equation of state (Equation 11.107a), and the defining equation for mass density (Equation 5.33), we have

$$
\begin{aligned}
v_{s} & =\left(\frac{5 p}{3 \rho}\right)^{1 / 2} \\
& =\left[\frac{5(n R T / V)}{3(M / V)}\right]^{1 / 2} \\
& =\left[\frac{5\left(N / N_{o}\right) R T}{3 M}\right]^{1 / 2} \\
& =\left(\frac{5 N k_{\mathrm{B}} T}{3 M}\right)^{1 / 2} \\
& =\sqrt{\frac{5 k_{\mathrm{B}} T}{3 m}}
\end{aligned}
$$

where the defining equation $k_{\mathrm{B}}=R / N_{o}$ for the Boltzmann constant and $m=M / N$ have been used in obtaining the last two equalities, respectively. Now, a comparison of this expression for $v_{s}$ with that of

$$
v_{\mathrm{rms}}=\sqrt{\frac{3 k_{\mathrm{B}} T}{m}}
$$

given by Equation 11.128 yields

$$
\begin{aligned}
v_{s} & =\sqrt{\frac{5 k_{\mathrm{B}} T}{3 m}} \\
& =\left(\frac{5}{3}\right)^{1 / 2} 3^{-1 / 2}\left(\frac{3 k_{\mathrm{B}} T}{m}\right)^{1 / 2} \\
& =\sqrt{\frac{5}{9}} v_{\mathrm{rms}} .
\end{aligned}
$$

Likewise, for the most probable speed

$$
v=\sqrt{\frac{2 k_{\mathrm{B}} T}{m}}
$$

we immediately obtain

$$
\begin{aligned}
v_{s} & =\sqrt{\frac{5 k_{\mathrm{B}} T}{3 m}} \\
& =\left(\frac{5}{3}\right)^{1 / 2} 2^{-1 / 2} v \\
& =\sqrt{\frac{5}{6}} v
\end{aligned}
$$

11.28 Find (a) $v_{\mathrm{rms}}$ of a nitrogen molecule at a temperature of $T=$ 273 K , and (b) its translational kinetic energy according to Maxwell-Boltzmann statistics.
Answer:
(a) $v_{\mathrm{rms}}=493 \frac{\mathrm{~m}}{\mathrm{~s}}$,
(b) $\epsilon=3.77 \times 10^{-21} \mathrm{~J}$
11.29 Show that the Boltzmann distribution of speeds can be expressed as $n(v) d v=\left(4 N / \pi^{1 / 2} v_{\mathrm{mp}}\right)\left(v / v_{\mathrm{mp}}\right)^{2} e^{-\left(v / v_{\mathrm{mp}}\right)^{2}} d v$, where $v_{\mathrm{mp}}$ represents the most probable speed. Now, by considering a system of $N_{o}$ (Avogadro's number) molecules and approximating $d v$ by $\Delta v=0.01 v_{\mathrm{mp}}$, find the number of molecules $\Delta n$ with speeds in $d v$ at $v=0, v=v_{\mathrm{mp}}, v=2 v_{\mathrm{mp}}, v=3 v_{\mathrm{mp}}, v=$ $4 v_{\mathrm{mp}}, v=5 v_{\mathrm{mp}}, v=6 v_{\mathrm{mp}}, v=7 v_{\mathrm{mp}}$, and $v=8 v_{\mathrm{mp}}$.

## Solution:

From Equations 11.114 and 11.119 we have

$$
\begin{aligned}
d n_{v} & =4 \pi N\left(\frac{\beta m}{2 \pi}\right)^{3 / 2} v^{2} e^{-\beta m v^{2} / 2} d v \\
& =\frac{4 N}{\pi^{1 / 2}}\left(\frac{m}{2 k_{\mathrm{B}} T}\right)^{3 / 2} v^{2} e^{-v^{2}\left(m / 2 k_{\mathrm{B}} T\right)} d v \\
& =\frac{4 N}{\pi^{1 / 2}} \frac{1}{v_{\mathrm{mp}}^{3}} v^{2} e^{-\left(v / v_{\mathrm{mp}}\right)^{2}} d v \\
& =\frac{4 N}{\pi^{1 / 2} v_{\mathrm{mp}}}\left(\frac{v}{v_{\mathrm{mp}}}\right)^{2} e^{-\left(v / v_{\mathrm{mp}}\right)^{2}} d v
\end{aligned}
$$

where Equation 11.132 has been used in obtaining the third equality. With $d n_{v} \rightarrow \Delta n_{v}$ and $d v \rightarrow \Delta v=0.01 v_{\mathrm{mp}}$ we obtain

$$
\begin{aligned}
\Delta n_{v} & =\frac{4 N_{o}}{\pi^{1 / 2} v_{\mathrm{mp}}}\left(\frac{v}{v_{\mathrm{mp}}}\right)^{2} e^{-\left(v / v_{\mathrm{mp}}\right)^{2}}\left(0.01 v_{\mathrm{mp}}\right) \\
& =1.36 \times 10^{22}\left(\frac{v}{v_{\mathrm{mp}}}\right)^{2} e^{-\left(v / v_{\mathrm{mp}}\right)^{2}}
\end{aligned}
$$

Thus, we obtain the following:

$$
\begin{aligned}
& v=0 \rightarrow \Delta n_{v}=1.36 \times 10^{22}(0)^{2} e^{-0}=0 \\
& v=v_{\mathrm{mp}} \rightarrow \Delta n_{v}=1.36 \times 10^{22}(1)^{2} e^{-1}=5.00 \times 10^{21} \\
& v=2 v_{\mathrm{mp}} \rightarrow \Delta n_{v}=1.36 \times 10^{22}(2)^{2} e^{-4}=9.96 \times 10^{20} \\
& v=3 v_{\mathrm{mp}} \rightarrow \Delta n_{v}=1.36 \times 10^{22}(3)^{2} e^{-9}=1.51 \times 10^{19} \\
& v=4 v_{\mathrm{mp}} \rightarrow \Delta n_{v}=1.36 \times 10^{22} 4^{2} e^{-16}=2.45 \times 10^{16} \\
& v=5 v_{\mathrm{mp}} \rightarrow \Delta n_{v}=1.36 \times 10^{22} 5^{2} e^{-25}=4.72 \times 10^{12} \\
& v=6 v_{\mathrm{mp}} \rightarrow \Delta n_{v}=1.36 \times 10^{22} 6^{2} e^{-36}=1.14 \times 10^{8} \\
& v=7 v_{\mathrm{mp}} \rightarrow \Delta n_{v}=1.36 \times 10^{22} 7^{2} e^{-49}=3.49 \times 10^{2} \\
& v=8 v_{\mathrm{mp}} \rightarrow \Delta n_{v}=1.36 \times 10^{22} 8^{2} e^{-64}=1.40 \times 10^{-4}
\end{aligned}
$$

11.30 Consider a solid to consist of regularly spaced atoms on a simple cubic lattice connected by springs. Using the equipartition of energy principle, find the molal specific thermal capacity of the solid.

Answer: $\quad c_{v}=3 R$

## Chapter 12

## Quantum Statistical Mechanics



A plot of the wave function of a particle in a two-dimensional rectangular square well (2nd energy level) with brightness indicating magnitude.

## Introduction

In the preceding chapter the development of Maxwell-Boltzmann statistics involved an essentially classical counting procedure, wherein identical particles were explicitly considered to be distinguishable. This assumed distinguishability of particles is applicable in classical physics, especially for the molecules of an ideal rarefied gas or the molecules of a crystal lattice, but it is not valid in quantum mechanics for, say, the description of inherently indistinguishable conduction electrons in a metal. If free conduction electrons are considered as a monatomic ideal gas, classical statistical mechanics predicts a thermal capacity of $(3 / 2) n R$ according to Equation 11.104. But, the observed heat capacity of a metal at high temperatures is given by the Dulong and Petit law as $3 n R$ (recall Equation 11.158 and Problem 11.30), which is due solely to the metal lattice. Since the thermal capacity predicted by classical statistical mechanics is valid for both

Maxwell-Boltzmann (distinguishable particles) and classical (indistinguishable particles) statistics, the difference between classical and quantum statistical mechanics is more than just the indistinguishability of particles. The correct quantum mechanical distribution law for electrons differs significantly from that of classical statistical mechanics in two important, and related, respects. First, in quantum theory electrons are quantized and second, they obey the Pauli exclusion principle where no quantum state can be occupied by more than one electron.

We have also seen (Chapter 6) how electromagnetic radiation is quantized in nature, exhibiting particle-like behavior in the photoelectric and Compton effects. If we consider the classical statistical mechanics of an ideal gas consisting of indistinguishable photons, the classical energy distribution formula obtained also predicts the distribution in frequency (or wavelength) because the energy of a photon is directly proportional to its frequency (or inversely proportional to its wavelength). In this case, classical statistical mechanics predicts a frequency dependence for the radiation energy density (energy per unit volume) that is inconsistent with observation and the well-known Planck radiation law. Even though photons do not obey the Pauli exclusion principle, the associated quantum statistics differs significantly from that of classical statistical mechanics in that photons are quantized. This means that the concept of representative phase points being continuously distributed in phase space is no longer valid in quantum theory because the energy of a particle (e.g., electrons, photons, etc.) is restricted to a discrete set of quantized energy states and cannot change in a continuous manner or assume an arbitrary value.

The difficulties arising from employing classical statistical mechanics to describe electrons and photons is completely resolved by quantum statistics. The discussion of this chapter is still restricted to the statistics of a microcanonical ensemble of systems consisting of, essentially, free particles. However, each system will now be treated in a completely quantum mechanical manner, where identical particles are considered to be indistinguishable and quantized. Certainly, because of these requirements, quantum statistics will differ from the classical theory in the counting of the number of microstates associated with a particular macrostate. This difference is illustrated by a simple example where the formulation of quantum statistics is carefully discussed. From this understanding, the thermodynamic probabilities for Bose-Einstein and Fermi-Dirac statistics are developed, which apply, respectively, to quantized indistinguishable particles to which the Pauli exclusion principle is not applicable (e.g., photons) and to the particles that obey the principle (e.g., electrons). Next, the quantum distribution functions for Bose-Einstein and Fermi-Dirac statistics are derived, using the method of the most probable distribution that was detailed for classical statistical mechanics. Then useful insights
are obtained by comparing all four of the distribution functions with one another. Further, after evaluating the Lagrange undetermined multiplier $\beta$ for quantum statistics, the distribution functions for Maxwell-Boltzmann, Bose-Einstein, and Fermi-Dirac statistics are applied to different quantum mechanical examples. In particular, the specific heat of a solid is obtained by applying (a) Maxwell-Boltzmann statistics to quantized harmonic oscillators and (b) Bose-Einstein statistics to quanta of vibrational energy, called phonons, in the respective development of the Einstein theory and the Debye theory. Bose-Einstein statistics is also applied to an ideal gas consisting of photons for the analysis of radiation in a cavity, where the Planck radiation formula, Wien's displacement law, and the Ste-fan-Boltzmann law are derived. Finally, Fermi-Dirac statistics is applied to the conduction electrons in a metal for the determination of the electronic density of states and specific heat.

## I2.I Formulation of Quantum Statistics

Because classical statistical mechanics is not in agreement with observed physical phenomenon involving quantized particles (e.g., electrons, photons, etc.), there must be a fundamental conceptual difficulty with the counting procedure used in obtaining Maxwell-Boltzmann and classical statistics. This is especially true for the discussion presented in Chapter 11, Sections 11.1 and 11.2, where cells in $\mu$-space were considered to be very small compared to the spatial dimensions and range of momenta of the real system, yet large enough to accommodate a number of representative phase points. Usually, the number of particles (or representative phase points) per cell is quite large for a real system described by classical statistical mechanics, as was suggested by several problems at the end of Chapter 11. It is noteworthy, however, that the introduction of the Heisenberg uncertainty principle, predicting a minimum volume per cell of

$$
\begin{equation*}
\tau_{0}=h^{3} \approx 3 \times 10^{-104}(\mathrm{~J} \cdot \mathrm{~s})^{3}, \tag{12.1}
\end{equation*}
$$

## Minimum Volume

Per Cell
suggests that there are considerably more elemental cells in accessible $\mu$ space than particles. Consequently, only a small fraction of the elemental cells in $\mu$-space have a nonzero occupation number. This statement is easily verified for Maxwell-Boltzmann statistics by considering the quantity

$$
\begin{equation*}
f\left(\epsilon_{i}\right) \equiv \frac{n_{i}}{g_{i}}, \tag{12.2}
\end{equation*}
$$

Occupation Index
called the occupation index of a cell energy $\boldsymbol{\epsilon}_{i}$. It represents the average number of particles in each of the $g_{i}$ cells of identical energy $\epsilon_{i}$. Using the Boltzmann distribution (Equation 11.47) in this equation gives

$$
f\left(\epsilon_{i}\right)=\frac{N}{Z} e^{-B \epsilon_{i}},
$$

from which it is obvious that $f\left(\epsilon_{i}\right)$ is a maximum for cells where $\boldsymbol{\epsilon}_{i}=0$. Thus for a monatomic gas with

$$
\begin{equation*}
Z=\frac{V}{h^{3}}\left(2 \pi m k_{\mathrm{B}} T\right)^{3 / 2} \tag{11.100}
\end{equation*}
$$

we have

$$
\begin{equation*}
\left[f\left(\epsilon_{i}\right)\right]_{\max }=\frac{N h^{3}}{V\left(2 \pi m k_{\mathrm{B}} T\right)^{3 / 2}} \tag{12.3}
\end{equation*}
$$

This equation can be evaluated for an ideal monatomic gas by solving the ideal gas equation of state for $V$ (see Equations 11.107a to 11.108),

$$
V=\frac{n R T}{p}=\frac{N}{N_{o}} \frac{R T}{p}=\frac{N k_{\mathrm{B}} T}{p}
$$

and substituting to obtain

$$
\begin{equation*}
\left[f\left(\epsilon_{i}\right)\right]_{\max }=\frac{p h^{3}}{k_{\mathrm{B}} T\left(2 \pi m k_{\mathrm{B}} T\right)^{3 / 2}} \tag{12.4}
\end{equation*}
$$

Considering helium, as the lightest monatomic gas, at standard conditions (i.e., STP $\rightarrow T=273 \mathrm{~K}, p=1.013 \times 10^{5} \mathrm{~N} / \mathrm{m}^{2}$ ), we have, without the inclusion of units,

$$
\begin{aligned}
\left(2 \pi m k_{\mathrm{B}} T\right)^{3 / 2} & =\left[2 \pi\left(6.6466 \times 10^{-27}\right)\left(1.3807 \times 10^{-23}\right)(273)\right]^{3 / 2} \\
& =\left(1.5742 \times 10^{-46}\right)^{3 / 2}=1.975 \times 10^{-69}
\end{aligned}
$$

and Equation 12.4 gives

$$
\begin{aligned}
{\left[f\left(\epsilon_{i}\right)\right]_{\max } } & =\frac{\left(1.013 \times 10^{5}\right)\left(6.626 \times 10^{-34}\right)^{3}}{\left(1.381 \times 10^{-23}\right)(273)\left(1.975 \times 10^{-69}\right)} \\
& =3.958 \times 10^{-6} \approx \frac{1}{252,700}
\end{aligned}
$$

This result means that there is only one particle to every 252,700 cells in the most densely occupied region of $\mu$-space. The occupation index is even smaller for heavier gasses (i.e., $m>m_{\mathrm{He}}$ ) and for real gases, where the kinetic energy per particle is nonzero (i.e., $\epsilon_{i}>0$ ). Clearly, the number of elemental cells in $\mu$-space is prodigiously larger than the number of particles in a real gas and, consequently, only a very small fraction of the cells are occupied.

From the above discussion, it is clear that introducing the fundamental quantum mechanical concept of the Heisenberg uncertainty principle necessitates a fundamental revision of the statistical argument. This revision was, essentially, addressed in Chapter 11, Section 11.3 with the introduction of energy-cell degeneracy and the system configuration given in Table 11.4. We need, however, to restate the statistical argument using purely quantum mechanical concepts and terminology. In quantum mechanics the energy of a particle (e.g., electron, photon, etc.) is quantized to a set of discrete values that are allowed by the principle quantum number. But, because of the existence of three other quantum numbers (i.e., orbital quantum number, magnetic quantum number, and spin quantum number), we have in general the existence of different quantum states having the same energy. Thus, a degeneracy in the energy level, defined by the principle quantum number $n$, is fundamental in quantum theory. For bound electrons, as an example, a unique quantum state is completely defined by specifying all four quantum numbers. The quantum state for a free electron, however, is completely defined by specifying its principle and spin quantum numbers $n$ and $m_{s}$. Again, we have an obvious energy level degeneracy, because of the two values $\left(-\frac{1}{2},+\frac{1}{2}\right)$ allowed for $m_{\mathrm{s}}$. Further, there is an additional degeneracy resulting from the requirement of three principle quantum numbers ( $n_{x}, n_{y}, n_{z}$ ) for the complete specification of each energy level, as was discussed in connection with Equation 10.137. Thus, instead of thinking of cell-energy degeneracy, we need to consider energy level degeneracy in quantum statistics. Accordingly, the occupation number must now be thought of as the number of particles distributed among the allowed quantum states of a degenerate energy level, and a macrostate is specified by enumerating the occupation number $n_{i}$ in each quantum mechanically allowed energy level $\epsilon_{i}$. With this, the configuration of a quantum mechanical system in $\mu$-space can be represented by that illustrated in Table 12.1, where the degeneracy $g_{i}$ refers to the number of unique and allowed quantum states for the energy level $\boldsymbol{\epsilon}_{i}$. The energy level $\epsilon_{0}$, corresponding to the principle quantum number $n=0$, has been included in this configuration to accommodate the zero point energy of quantum mechanics (e.g., recall the quantum mechanical harmonic oscillator of Chapter 10, Section 10.4).

It is also important to note that although the energy levels in quantum

Table 12.1
A quantum system configuration for the allowed degenerate energy levels in $\mu$-space.

| Prinicipal Quantum Number | 0 | 1 | 2 | 3 | $\cdots$ | $i$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Energy Level | $\epsilon_{0}$ | $\epsilon_{1}$ | $\epsilon_{2}$ | $\epsilon_{3}$ | $\cdots$ | $\epsilon_{i}$ |
| $\cdots$ |  |  |  |  |  |  |
| Degeneracy | $g_{0}$ | $g_{1}$ | $g_{2}$ | $g_{3}$ | $\cdots$ | $g_{i}$ |
| $\cdots$ |  |  |  |  |  |  |
| Occupation Number | $n_{0}$ | $n_{1}$ | $n_{2}$ | $n_{3}$ | $\cdots$ | $n_{i}$ |$\cdots$

theory are discrete and not continuous, there are a number of cases in quantum statistics where the energy levels for free particles (e.g., electrons, protons, and photons) are so closely spaced that they form a continuum. In these cases the same arguments that led to Equation 11.95 may be used to obtain a general expression for the degeneracy in the form

$$
\begin{equation*}
g(p) d p=2 \frac{4 \pi V}{h^{3}} p^{2} d p \tag{12.5}
\end{equation*}
$$

This expression differs from Equation 11.95 by only the multiplicative factor 2 , which takes into account the two directions of polarization for photons or the two directions of spin for electrons (see Sections 12.6 and 12.7, respectively). This equation gives the total number of quantum states in $\mu-$ space that have a momentum between $p$ and $p+d p$ and, as will be later illustrated, can be easily transformed into a degeneracy in terms of the energy of the quantum states allowed for free electrons, photons, and even phonons (see Section 12.5).

The above discussion for the configuration of a system in quantum statistics is basically the same as that following Table 11.4, where we modified, somewhat, our interpretation of the classical counting procedure. For an isolated system, we still have the conservation requirements for the total number of particles,

$$
\begin{equation*}
N=\sum_{i} n_{i}, \tag{11.4}
\end{equation*}
$$

and the total energy,
Conservation of Energy

$$
\begin{equation*}
E=\sum_{i} n_{i} \epsilon_{i}, \tag{11.5}
\end{equation*}
$$

of a system, where now the summation extends over all allowed energy levels in $\mu$-space. To be consistent with the notion of energy level degeneracy, we may now imagine an energy level $\epsilon_{i}$ of $\mu$-space to be partitioned into the appropriate number of quantum states that will exactly accommodate the degeneracy $g_{i}$, wherein the $n_{i}$ particles may be distributed. An


Figure I2.I
Representative quantum states associated with degenerate energy levels in $\mu$-space.
example of this scheme is depicted in Figure 12.1, where the energy level $\epsilon_{1}$ has been subdivided by one partition to accommodate $g_{1}=2$ quantum states, $\boldsymbol{\epsilon}_{2}$ has three partitions to subdivide the energy level in $g_{2}=4$ quantum states, and $\epsilon_{i}$ has five partitions for $g_{i}=6$. Of course, the counting of the total number of different distributions of $n_{i}$ particles in each of the $\epsilon_{i}$ energy levels must be done in a manner to ensure the indistinguishability requirement that is fundamental in quantum statistics. This requirement and the appropriate counting procedure for Bose-Einstein and FermiDirac statistics will be discussed in some detail in the next section.

### 12.2 Thermodynamic Probabilities in Quantum Statistics

The method of determining the thermodynamic probability in quantum statistics is rather similar to that presented for Maxwell-Boltzmann and classical statistics. That is, the number of microstates $W_{k}$ corresponding to a particular macrostate requires an assumed set of occupation numbers,

$$
n_{0}, n_{1}, n_{2}, \cdots, n_{i}, \cdots,
$$

for a set of different energy levels,

$$
\epsilon_{0}, \epsilon_{1}, \epsilon_{2}, \cdots, \epsilon_{i}, \cdots .
$$

The total number of microstates $W_{k}$ for the $k$ th macrostate is then obtained by enumerating or calculating the allowed permutations $w$ for the quantities occupying each separate energy level,

$$
w_{0}, w_{1}, w_{2}, \cdots, w_{i}, \cdots,
$$

and multiplying the results, that is,

Thermodynamic Probability

Figure 12.2
The M-B microstates associated with two particles restricted to a $\mu$-space of one quadruply degenerate energy level.

$$
\begin{equation*}
W_{k}=\Pi_{i} w_{i} . \tag{12.6}
\end{equation*}
$$

The product of the $w_{i}$ 's in this equation should be reasonably obvious, since for the permutations $w_{0}$ allowed for the quantities of every level $\epsilon_{0}$, there are $w_{1}$ independent permutations allowed for $\epsilon_{1}, w_{2}$ for $\epsilon_{2}$, and so forth. The actual counting for the various statistics is easily understood by a simple example, like the one discussed in Chapter 11, Section 11.2. More specifically, however, we will consider a very simple example of distributing $N=2$ particles in a $\mu$-space consisting of only one energy level $\epsilon_{1}$ having a degeneracy $g_{1}=4$. Before considering the enumeration of the microstates for Bose-Einstein and Fermi-Dirac statistics, the MaxwellBoltzmann case will be discussed for the purposes of comparison.

## Maxwell-Boltzmann Statistics Revisited

In this example of two particles occupying one energy level, there is only one possible macrostate corresponding to $n_{1}=2$. The allowed microstates associated with this macrostate for Maxwell-Boltzmann statistics are illustrated in Figure 12.2, where two conditions on the distribution of the

Maxwell-Boltzmann Statistics

| QS | Quantum States of $\epsilon_{1}$ |  | $\mathrm{QS}_{4}$ |
| :---: | :---: | :---: | :---: |
|  | QS 2 | $\mathrm{QS}_{3}$ |  |
| $a b$ |  |  |  |
|  | $a b$ |  |  |
|  |  | $a b$ |  |
|  |  |  | $a b$ |
| $a$ | $b$ |  |  |
| $a$ |  | $b$ |  |
| $a$ |  |  | $b$ |
|  | $a$ | $b$ |  |
|  | $a$ |  | $b$ |
|  |  | $a$ | $b$ |
| $b$ | $a$ |  |  |
| $b$ |  | $a$ |  |
| $b$ |  |  | $a$ |
|  | $b$ | $a$ |  |
|  | $b$ |  | $a$ |
|  |  | $b$ | $a$ |

particles have been observed. First, the particles are treated as distinguishable by labeling them as $a$ and $b$ and, second, there are no restrictions on the number of particles that can occupy a given quantum state.

The sixteen microstates illustrated in Figure 12.2 can be predicted by the statistical counting method discussed previously in Chapter 11, Sections 11.2 and 11.3. Generalizing and recapitulating in the terminology of quantum statistics, the first particle can be chosen in $N$ ways and placed in any one of the $g_{1}$ quantum states in energy level $\epsilon_{1}$. So the total number of ways of selecting the first particles and placing it somewhere is $N g_{1}$. For the second particle the number of ways is $(N-1) g_{1}$, for the third particle it is $(N-2) g_{1}$, and so forth for the $n_{1}$ particles occupying energy level $\epsilon_{1}$. Since the last particle for $\epsilon_{1}$ can be chosen in $\left(N-n_{1}+1\right) g_{1}$ ways, then the total number of ways of selecting $n_{1}$ particles to occupy $g_{1}$ quantum states of energy level $\epsilon_{1}$ is simply

$$
\begin{aligned}
w_{1} & =\frac{N g_{1}(N-1) g_{1} \cdots\left(N-n_{1}+1\right) g_{1}}{n_{1}!} \\
& =\frac{N!g_{1}^{n_{1}}}{\left(N-n_{1}\right)!n_{1}!},
\end{aligned}
$$

where the $n_{1}$ ! in the denominator eliminates the irrelevant permutations. This same reasoning is used if there is a second energy level $\epsilon_{2}$ having a degeneracy $g_{2}$ only, now, the first particle may be selected in $\left(N-n_{1}\right) g_{2}$ ways, the second in $\left(N-n_{1}-1\right) g_{2}$ ways, and so forth, until the last of the $n_{2}$ particles is selected in $\left(N-n_{1}-n_{2}+1\right) g_{2}$ ways. Thus, eliminating the $n_{2}$ ! irrelevant permutations we have

$$
\begin{aligned}
w_{2} & =\frac{\left(N-n_{1}\right) g_{2}\left(N-n_{1}-1\right) g_{2} \cdots\left(N-n_{1}-n_{2}+1\right) g_{2}}{n_{2}!} \\
& =\frac{\left(N-n_{1}\right)!g_{2}^{n_{2}}}{\left(N-n_{1}-n_{2}\right)!n_{2}!},
\end{aligned}
$$

and generalizing to the $i$ th energy level gives

$$
w_{i}=\frac{\left(N-n_{1} \cdots-n_{i-1}\right)!g_{i}^{n_{i}}}{\left(N-n_{1} \cdots-n_{i}\right)!n_{i}!} .
$$

In this recapitulation we have reproduced Equations 11.14a through 11.14 c , which upon substitution in Equation 12.6 yields the familiar Maxwell-Boltzmann thermodynamic probability,

Maxwell-Boltzmann
Thermodynamic
Probability

Table 12.2
A partial listing of particles classified as bosons and fermions.

$$
\begin{equation*}
W_{\mathrm{M}-\mathrm{B}}=\frac{N!\Pi_{i} g_{i}^{n_{i}}}{\Pi_{i} n_{i}!} . \tag{12.7}
\end{equation*}
$$

This result is clearly capable of predicting the number of microstates listed in Figure 12.2, since for $N=2, i=1, g_{\mathrm{i}}=4$, and $n_{i}=2$ we have

$$
W_{\mathrm{M}-\mathrm{B}}=\frac{2!4^{2}}{2!}=16 .
$$

An interesting difference between Maxwell-Boltzmann and quantum statistics can be obtained from this example and the definition

$$
\begin{equation*}
\mathcal{N} \equiv \frac{\text { probability of all particles occupying the same quantum state }}{\text { probability of particles occupying different quantum states }} . \tag{12.8}
\end{equation*}
$$

For our simple example

$$
\mathcal{N}_{\mathrm{M}-\mathrm{B}}=\frac{4}{12}=\frac{1}{3},
$$

which will be interesting when compared with the results predicted by quantum statistics.

## Bose-Einstein Statistics

In quantum statistics particles are considered to be inherently indistinguishable. But, in Bose-Einstein (frequently abbreviated as B-E) statistics the Pauli exclusion principle is not obeyed, which means that any number of particles can occupy any one quantum state. Particles with this behavior are collectively called bosons (see Table 12.2 for listing) and represent

|  |  |  |  |
| :---: | :---: | :---: | :---: |
| Bosons | $\underline{\text { Spin }}$ | Fermions | $\frac{\text { Spin }}{1}$ |
| $\alpha$ particle | 0 | Electron | $\frac{1}{2}$ |
| He atom | 0 | Neutron | $\frac{1}{2}$ |
| $\pi$-meson (pion) | 0 | Proton | $\frac{1}{2}$ |
| Phonon | 1 | Positron | $\frac{1}{2}$ |
| Photon | 1 | $\mu$-meson (muon) | $\frac{1}{2}$ |
| Deuteron | 1 | Neutrino | $\frac{1}{2}$ |
|  |  |  |  |

## Bose-Einstein Statistics

| Quantum States of $\epsilon_{1}$ |  |  |  |
| :---: | :---: | :---: | :---: |
| $\mathrm{QS}_{1}$ | $\mathrm{QS}_{2}$ | $\mathrm{QS}_{3}$ | $\mathrm{QS}_{4}$ |
| $a a$ |  |  |  |
|  | $a a$ |  |  |
|  |  | $a a$ |  |
|  |  |  | $a a$ |
| $a$ | $a$ |  |  |
| $a$ |  | $a$ |  |
| $a$ |  |  | $a$ |
|  | $a$ | $a$ |  |
|  | $a$ |  | $a$ |
|  |  | $a$ | $a$ |
|  |  |  |  |

those particles in nature that have an integral $(0,1,2, \cdots)$ total spin angular momentum measured in units of $\hbar$. Since the particles are indistinguishable, both particles in our simple example must be labeled the same, say $a$, and the allowed microstates may be enumerated as illustrated in Figure 12.3. There are $g_{1}=4$ ways of placing all particles in the same quantum state and six ways of placing them in different states, so the total number of microstates is ten. It should be noted that the number of microstates allowed by B-E statistics is less than those allowed by M-B statistics by exactly the number of microstates corresponding to an interchange of particles (i.e., distinguishability) between different quantum states.

To quantify the counting procedure that is appropriate for the B-E distribution of particles, observe that in general $g_{i}-1$ partitions or vertical lines are required to subdivide an energy level $\boldsymbol{\epsilon}_{i}$ into $g_{i}$ quantum states. We have $n_{i}$ particles to place in $g_{i}$ quantum states that are defined by $g_{i}-1$ lines. Thus, there are $n_{i}+g_{i}-1$ quantities to be distributed, and any order in which these quantities are placed will represent a microstate of the ith energy level. The total number of possible ways of distributing $n_{i}+g_{i}-1$ quantities is given by $\left(n_{i}+g_{i}-1\right)$ !. But, of these possible permutations there are $n_{i}!$ and $\left(g_{i}-1\right)!$ irrelevant permutations of the particles and lines, respectively. Consequently, there are

$$
\begin{equation*}
w_{i}=\frac{\left(n_{i}+g_{i}-1\right)!}{\left(g_{i}-1\right)!n_{i}!} \tag{12.9}
\end{equation*}
$$

allowed and unique distributions of the $n_{i}$ indistinguishable particles among the $g_{i}$ quantum states of the $\epsilon_{\mathrm{i}}$ energy level. Clearly, a similar result may

Figure 12.3
The microstates allowed by B-E statistics for two particles restricted to a $\mu$-space of a quadruply degenerate energy level.
be argued for any energy level, so the Bose-Einstein thermodynamic probability for a particular macrostate is obtained from Equations 12.6 and 12.9 as

Bose-Einstein
Thermodynamic Probability

$$
\begin{equation*}
W_{\mathrm{B}-\mathrm{E}}=\Pi_{i} \frac{\left(n_{i}+g_{i}-1\right)!}{\left(g_{i}-1\right)!n_{i}!}, \tag{12.10}
\end{equation*}
$$

where the product extends over all possible energy levels.
It is easy to verify that ten microstates are allowed for our simple example illustrated in Figure 12.3 by direct substitution of $i=1, n_{i}=2$, and $g_{i}=4$ in Equation 12.10, that is,

$$
\begin{aligned}
W_{\mathrm{B}-\mathrm{E}} & =\frac{(2+4-1)!}{(4-1)!2!} \\
& =\frac{5!}{3!2!}=10 .
\end{aligned}
$$

Also, since there are only four ways of placing all the particles in any one quantum state, Equation 12.8 gives

$$
\mathcal{N}_{\mathrm{B}-\mathrm{E}}=\frac{4}{6}=\frac{2}{3} .
$$

Because this result is larger than that obtained for $\mathcal{N}_{\text {M-B }}$, there is a greater relative tendency for bosons to bunch together than particles obeying M-B statistics.

## Fermi-Dirac Statistics

In Fermi-Dirac (frequently abbreviated as F-D) statistics particles are considered to be indistinguishable and to obey the Pauli exclusion principle. Such particles are collectively called fermions (see listing in Table 12.2) and have a total spin angular momentum (measured in units of $\hbar$ ) that is halfintegral $(1 / 2,3 / 2,5 / 2, \cdots)$. The enumeration of allowed microstates in this case for our simple example of two particles distributed among four quantum states is illustrated in Figure 12.4. Because of the Pauli exclusion principle, there are only six distinguishable different ways of placing the two particles in different quantum states.

From the above example we can generalize and obtain the appropriate quantitative expression for the $\mathrm{F}-\mathrm{D}$ distribution of indistinguishable particles. This situation differs from the B-E case in that now a quantum state

## Fermi-Dirac Statistics

| Quantum States of $\epsilon_{1}$ |  |  |  |
| :---: | :---: | :---: | :---: |
| $\mathrm{QS}_{1}$ | $\mathrm{QS}_{2}$ | $\mathrm{QS}_{3}$ | QS $_{4}$ |
| $a$ | $a$ |  |  |
| $a$ |  | $a$ |  |
| $a$ | $a$ | $a$ | $a$ |
|  | $a$ |  | $a$ |
|  |  | $a$ | $a$ |
|  |  |  |  |

can either be vacant or occupied by only one particle. In general then, $g_{i}-n_{i}$ quantum states are vacant and $n_{i}$ quantum states are filled. Thus, there are $g_{i}$ ways of selecting the first quantum state to be occupied by any one of the $n_{i}$ particles, $g_{i}-1$ ways of selecting the second quantum state to be populated, and so forth, and $g_{i}-n_{i}+1$ ways of selecting the $n_{i}$ th quantum state to be occupied with the last of the $n_{i}$ particles. Thus, there are $g_{i} \cdot\left(g_{i}-1\right) \cdots\left(g_{i}-n_{i}+1\right)$ ways of selecting $n_{i}$ of the $g_{i}$ quantum states to be populated by the $n_{i}$ indistinguishable particles, where the order in which the $n_{i}$ quantum states were selected has been counted. But this order should not be counted, so we must divide by the irrelevant permutations $n_{i}!$ of the filled quantum states. Consequently, there are

$$
\begin{align*}
w_{i} & =\frac{g_{i}\left(g_{i}-1\right)\left(g_{i}-2\right) \cdots\left(g_{i}-n_{i}+1\right)}{n_{i}!} \\
& =\frac{g_{i}!}{\left(g_{i}-n_{i}\right)!n_{i}!} \tag{12.11}
\end{align*}
$$

allowed and unique distributions of $n_{i}$ indistinguishable particles among $g_{i}$ quantum states of equal energy $\epsilon_{i}$. Since this result was argued in general for any degenerate energy level being populated by indistinguishable particles obeying the Pauli exclusion principle, then the Fermi-Dirac thermodynamic probability for a particular macrostate of a system is immediately obtained from Equations 12.6 and 12.11 in the form

$$
\begin{equation*}
W_{\mathrm{F}-\mathrm{D}}=\Pi_{i} \frac{g_{i}!}{\left(g_{i}-n_{i}\right)!n_{i}!} . \tag{12.12}
\end{equation*}
$$

Fermi-Dirac
Thermodynamic

As before in the previous cases, this distribution law can be used to predict the number of allowed microstates illustrated in Figure 12.4 for our simple example, that is,

Figure 12.4
The microstates allowed by F-D statistics for two particles restricted to a $\mu$-space of a quadruply degenerate energy level.

$$
W_{\mathrm{F}-\mathrm{D}}=\frac{4!}{(4-2)!2!}=\frac{4!}{2!2!}=6 .
$$

Further, since (see Equation 12.8 and Figure 12.4)

$$
\mathcal{N}_{\text {F-D }}=\frac{0}{6}=0
$$

is less than $\mathcal{N}_{\text {M-B }}=1 / 3$ or $\mathcal{N}_{\text {B-E }}=2 / 3$, there is a greater relative tendency for fermions to be separated in different states than that allowed by either $\mathrm{M}-\mathrm{B}$ or $\mathrm{B}-\mathrm{E}$ statistics.

## I2.3 Most Probable Distribution

The method of the most probable distribution, which was detailed in chapter 11, Section 11.4 for classical statistical mechanics will now be employed to find a distribution law for the form $n_{i}=f\left(\epsilon_{i}\right)$ that gives the most probable occupation number for B-E and F-D statistics. The recipe for these derivations is to fist take the appropriate thermodynamic probability $W_{k}$ for B-E or F-D statistics and find $1 \mathrm{n} W_{k}$, using Stirling's formula,

$$
\begin{equation*}
\ln A!\approx A \ln A-A, \quad A \gg 1 \tag{11.33}
\end{equation*}
$$

to evaluate logarithmic factorials. Second, the relation for $1 \mathrm{n} W_{k}$ is maximized by considering $\delta \ln W_{k}=0$, which gives a relation of the form

$$
\begin{equation*}
\sum_{i} f\left(n_{i}, g_{i}\right) \delta n_{i}=0 \tag{12.13}
\end{equation*}
$$

after judicious application of the requirements $\delta N=\delta g_{i}=0$. Since the $\delta n_{i}$ 's of this equation are not independent then, third, the Lagrange method of undermined multipliers is employed to incorporate the conservation requirement by adding

$$
\begin{align*}
& -\alpha \delta N=0=-\alpha \sum_{i} \delta n_{i},  \tag{12.14}\\
& -\beta \delta E=0=-\beta \sum_{i} \epsilon_{i} \delta n_{i} \tag{12.15}
\end{align*}
$$

to Equation 12.13 to obtain

$$
\begin{equation*}
\sum_{i}\left[f\left(n_{i}, g_{i}\right)-\alpha-\beta \epsilon_{i}\right] \delta n_{i}=0 . \tag{12.16}
\end{equation*}
$$

Since undetermined multipliers $\alpha$ and $\beta$ are independent of the occupation numbers $n_{i}$, this equation is in terms of effectively independent $\delta n_{i}$ 's. Thus, the coefficient in the brackets must vanish for every value in the sum and we have the relation.

$$
\begin{equation*}
f\left(n_{i}, g_{i}\right)-\alpha-\beta \epsilon_{i}=0, \tag{12.17}
\end{equation*}
$$

which can be solved algebraically for the most probable occupation number $n_{i}$ in terms of energy level $\epsilon_{i}$. This three part recipe will now be employed to find the appropriate distribution laws for B-E and F-D statistics.

## Bose-Einstein Distribution

Before taking the logarithm of the Bose-Einstein thermodynamic probability,

$$
W_{\mathrm{B}-\mathrm{E}}=\Pi_{i} \frac{\left(n_{i}+g_{i}-1\right)!}{\left(g_{i}-1\right)!n_{i}!},
$$

let us assume

$$
g_{i} \gg 1,
$$

so that the numerator and the denominator of $W_{\text {B-E }}$ simplifies and

$$
\begin{equation*}
W_{\mathrm{B}-\mathrm{E}}=\Pi_{i} \frac{\left(n_{i}+g_{i}\right)!}{g_{i}!n_{i}!} . \tag{12.18}
\end{equation*}
$$

The logarithm of $W_{\text {B-E }}$ is easily obtained by considering

$$
\begin{align*}
\ln W_{\mathrm{B}-\mathrm{E}} & =\sum_{i}\left[\ln \left(n_{i}+g_{i}\right)!-\ln g_{i}!-\ln n_{i}!\right]  \tag{12.19}\\
& =\sum_{i}\left[\left(n_{i}+g_{i}\right) \ln \left(n_{i}+g_{i}\right)-g_{i} \ln g_{i}-n_{i} \ln n_{i}\right],
\end{align*}
$$

where Stirling's formula has been used. Realizing that $\delta g_{i}=0, \delta \ln W_{\text {B-E }}$ is immediately determined in the form

$$
\delta \ln W_{\mathrm{B}-\mathrm{E}}=\sum_{i}\left[\delta n_{i} \ln \left(n_{i}+g_{i}\right)+\delta n_{i}-\delta n_{i} \ln n_{i}-\delta n_{i}\right],
$$

which obviously reduces to

$$
\begin{equation*}
\delta \ln W_{\mathrm{B}-\mathrm{E}}=\sum_{i}\left[\ln \left(n_{i}+g_{i}\right)-\ln n_{i}\right] \delta n_{i}=0 . \tag{12.20}
\end{equation*}
$$

Introducing the Lagrange multipliers by way of the conservation requirements, as given by Equations 12.14 and 12.15, we obtain

$$
\delta \ln W_{\mathrm{B}-\mathrm{E}}=0=\sum_{i}\left[\ln \left(n_{i}+g_{i}\right)-\ln n_{i}-\alpha-\beta \epsilon_{i}\right] \delta n_{i} .
$$

It is interesting to note that this same result is obtained under the assumption $n_{i}+g_{i} \gg 1$, which reduces to only the numerator of $W_{\mathrm{B}-\mathrm{E}}$ (see Problems 12.3 and 12.4). Since the $\delta n_{i}$ 's are independent in this expression, the coefficient in the brackets must vanish for each and every value in the sum. Thus,

$$
\ln \left(n_{i}+g_{i}\right)-\ln n_{i}-\alpha-\beta \epsilon_{i}=0
$$

which can be rearranged as

$$
\frac{n_{i}+g_{i}}{n_{i}}=e^{\alpha+\beta \epsilon_{i}}
$$

and solved for $n_{i}$ in the form

Bose-Einstein
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$$
\begin{equation*}
n_{i}=\frac{g_{i}}{e^{\alpha} e^{\beta \epsilon_{i}}-1} . \tag{12.21}
\end{equation*}
$$

This result represents the Bose-Einstein distribution for the most probable occupation number for a system consisting of bosons (see Table 12.2).

In this derivation the conservation of particles was explicitly assumed, when Equation 12.14 involving the Lagrange multiplier $\alpha$ was added to Equation 12.20. Such a requirement is not applicable to certain bosons like photons and phonons. For example, the photons of an ideal photon gas enclosed in a container of volume $V$ will be annihilated (absorbed) and created (emitted) by the container walls. For this particular class of bosons, $\alpha$ is not introduced in the above derivation (i.e., particles are not conserved), so the Bose-Einstein distribution (Equation 12.21) reduces to
for the special case of photon (or phonon) statistics. The undetermined multiplier $\beta$ in this equation, as well as in Equation 12.21, is related to the
absolute temperature of the system and, as before, is given by $\beta=1 / k_{\mathrm{B}} T$. The derivation of this identity, however, is postponed to Section 12.4, where it will be demonstrated to be the same for B-E and F-D statistics.

## Fermi-Dirac Distribution

An expression for the most probable occupation number for Fermi-Dirac statistics is easily obtained from the expression for $W_{\mathrm{F}-\mathrm{D}}$

$$
W_{\mathrm{F}-\mathrm{D}}=\Pi_{i} \frac{g_{i}!}{\left(g_{i}-n_{i}\right)!n_{i}!},
$$

given by Equation 12.12. In this case there is no need for any assumption (recall that $g_{i} \gg 1$ was assumed for B-E statistics) before evaluating the logarithm of $W_{\mathrm{F}-\mathrm{D}}$. Using the properties of the logarithm and Stirling's formula, we immediately obtain

$$
\begin{equation*}
\ln W_{\mathrm{F}-\mathrm{D}}=\sum_{i}\left[-\left(g_{i}-n_{i}\right) \ln \left(g_{i}-n_{i}\right)+g_{i} \ln g_{i}-n_{i} \ln n_{i}\right] \tag{12.23}
\end{equation*}
$$

from which

$$
\begin{equation*}
\delta \ln W_{\mathrm{F}-\mathrm{D}}=\sum_{i}\left[\ln \left(g_{i}-n_{i}\right)-\ln n_{i}\right] \delta n_{i}=0 . \tag{12.24}
\end{equation*}
$$

It should be noted that these last two equations are rather similar to the corresponding ones obtained for B-E statistics (i.e., Equations 12.19 and 12.20 , respectively). Now, however, adding the conservation requirements with Lagrange multipliers (Equations 12.14 and 12.15) to the expression for $\delta \ln W_{\text {F-D }}$ gives

$$
\ln \left(g_{i}-n_{i}\right)-\ln n_{i}-\alpha-\beta \epsilon_{i}=0,
$$

from which we obtain

$$
\begin{equation*}
n_{i}=\frac{g_{i}}{e^{\alpha} e^{\beta \epsilon_{i}}+1} . \tag{12.25}
\end{equation*}
$$

[^3]This equation represents the Fermi-Dirac distribution, which gives the most probable occupation number for a system containing fermions (see Table 12.2). It differs only slightly from the B-E distribution, in that the sign in
the denominator is positive instead of negative. One of the most important applications of this distribution law is in the description of the free conduction electrons of a metal, which will be addressed in some detail in Section 12.7.

## Classical Limit of Quantum Distributions

The form of the Maxwell-Boltzmann distribution given by Equation 11.45 lends itself to a comparison with the Bose-Einstein and Fermi-Dirac distributions. The three distributions,
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$$
\begin{gather*}
n_{i}=\frac{g_{i}}{e^{\alpha} e^{\beta \epsilon_{i}}},  \tag{11.45}\\
n_{i}=\frac{g_{i}}{e^{\alpha} e^{\beta \epsilon_{i}}-1},  \tag{12.21}\\
n_{i}=\frac{g_{i}}{e^{\alpha} e^{\beta \epsilon_{i}}+1}, \tag{12.25}
\end{gather*}
$$

can all be represented by the generalized equation

$$
d=0 \rightarrow \mathrm{M}-\mathrm{B}
$$

$$
\begin{align*}
n_{i}=\frac{g_{i}}{e^{\beta\left(\epsilon_{i}-\mu\right)}+d}, & d=-1 \rightarrow \mathrm{~B}-\mathrm{E},  \tag{12.26}\\
& d=+1 \rightarrow \mathrm{~F}-\mathrm{D},
\end{align*}
$$

where $d=0,-1,+1$ corresponds to the M-B, B-E, and F-D distributions, respectively. In writing this general expression, the parameter $\alpha$ was replaced by $-\beta \mu$ that is,

$$
\begin{equation*}
\alpha=-\beta \mu, \tag{12.27}
\end{equation*}
$$

because of a comparison of the classical distribution,
Classical
Distribution

$$
\begin{equation*}
n_{i}=g_{i} e^{\beta\left(\mu_{c}-\epsilon_{i}\right)}, \tag{11.65}
\end{equation*}
$$

with the Maxwell-Boltzmann distribution (see also Section 12.4). Since the classical distribution (indistinguishable particles) is derivable from the Maxwell-Boltzmann distribution (distinguishable particles) or vice versa, then the distribution given by Equation 12.26 is perfectly general for clas-
sical and quantum statistical mechanics. Further, if the system of interest contains a fixed number of particles $N$, the quantity $\mu($ or $\alpha)$ is in principle always determined by the conservation of particles condition

$$
\begin{equation*}
N=\sum_{i} n_{i}=\sum_{i} \frac{g_{i}}{e^{\beta\left(\epsilon_{i}-\mu\right)}+d} \tag{12.28}
\end{equation*}
$$

where the sum extends over all energy levels of the system.
From the generalized form of Equation 12.26, it is obvious that B-E and F-D statistics $(d=-1,+1)$ tend toward M-B statistics $(d=0)$ under the condition

$$
\begin{equation*}
e^{\beta\left(\epsilon_{i}-\mu\right)} \gg 1, \tag{12.29}
\end{equation*}
$$

which will be referred to as the classical limit. Alternatively, the condition for the classical limit may be expressed in terms of the occupation index (see Equation 12.2) as

$$
\begin{equation*}
f\left(\epsilon_{i}\right)=\frac{n_{i}}{g_{i}} \ll 1 \tag{12.30}
\end{equation*}
$$

since for $n_{i} / g_{i} \ll 1$ the relation given by Equation 12.29 is necessarily required by both Equations 12.26 and 12.28. Thus, the classical limit corresponds to a small number of particles for the available quantum states, which is in total agreement with the discussion and example of Section 12.1.

Another interesting interpretation of the classical limit is directly obtainable from Equation 12.29 for bosons that do not obey the conservation of particles requirement. This case corresponds to photon or phonon statistics, where $\alpha=0$ and, consequently, $\mu=0$ from Equation 12.27. Accordingly, the classical limit expressed by Equation 12.29 becomes

$$
\begin{equation*}
e^{\beta \epsilon_{i}}=e^{\epsilon_{i} / k_{\mathrm{B}} T} \gg 1 \tag{12.31}
\end{equation*}
$$

which is clearly valid at energies $\epsilon_{i}$ that are large compared to $k_{\mathrm{B}} T$. To be more specific, consider a photon gas in the visible portion of the electromagnetic spectrum, where the wavelength of photons (see Table 6.1) is roughly on the order of $5 \times 10^{-7} \mathrm{~m}$. With the energy of the photon given by

## Classical Limit

Classical Limit

$$
\begin{aligned}
\epsilon_{i} & =h v=\frac{h c}{\lambda} \\
& =\frac{\left(6.6 \times 10^{-34} \mathrm{~J} \cdot \mathrm{~s}\right)\left(3 \times 10^{8} \mathrm{~m} / \mathrm{s}\right)}{5 \times 10^{-7} \mathrm{~m}} \\
& \approx 4 \times 10^{-19} \mathrm{~J}
\end{aligned}
$$

and $\beta$ evaluated as

$$
\begin{aligned}
\beta & =\frac{1}{k_{\mathrm{B}} T} \\
& =\frac{1}{\left(1.4 \times 10^{-23} \mathrm{~J} / \mathrm{K}\right) T} \\
& \approx \frac{7 \times 10^{22} \mathrm{~K} / \mathrm{J},}{T},
\end{aligned}
$$

the classical limit expressed by Equation 12.31 becomes

$$
\begin{equation*}
e^{\epsilon_{i} / k_{\mathrm{B}} T} \approx e^{\left(3 \times 10^{4} \mathrm{~K}\right) / T} \gg 1 . \tag{12.32}
\end{equation*}
$$

This result for photon statistics is certainly valid at low and indeterminate temperatures. From this example it should be rather obvious that at low temperatures Equation 12.31 is easily satisfied for photons ranging from gamma to infrared radiation.

Additional insight on the essential features of the statistical distribution is obtainable from the occupation index. For example, at all temperatures when $\epsilon_{i}=\mu$ the occupation index (Equation 12.2) can be obtained from Equation 12.26 as

$$
\epsilon_{i}=\mu \rightarrow f(\epsilon)=\frac{1}{1+d}=\begin{array}{cc}
1 & \text { for M-B },  \tag{12.33}\\
\infty & \text { for B-E }, \\
\frac{1}{2} & \text { for } \mathrm{F}-\mathrm{D},
\end{array}
$$

while sufficiently low temperatures (in the limit as $T=0 \mathrm{~K}$ ) we have results

$$
\begin{align*}
& \epsilon_{i}<\mu \rightarrow f(\epsilon)=\frac{1}{d}=\begin{aligned}
\infty & \text { for M-B }, \\
-1 & \text { for B-E }, \\
1 & \text { for F-D },
\end{aligned}  \tag{12.34}\\
& \epsilon_{i}>\mu \rightarrow f(\epsilon)=0 \quad \text { for M-B. B-E, F-D. } \tag{12.35}
\end{align*}
$$

Thus, for $\boldsymbol{\epsilon}_{i}$ in B-E statistics, the occupation index $f(\epsilon)$ becomes infinite, while it is zero for energy levels greater than $\mu\left(\epsilon_{i}>\mu\right)$ and meaningless for energy levels smaller than $\mu\left(\epsilon_{i}<\mu\right)$. Consequently, bosons tend to concentrate in energy levels $\epsilon_{i}$ that are only slightly greater than $\mu$. Fermions, on the other hand, tend to populate levels that are equal to and less than $\mu$, with the lower energy levels being fully populated with one particle for every allowed $g_{i}$ quantum state. The nature of the F-D distribution is more fully discussed in Section 12.7, where the free electron theory of metals is considered.

## I 2.4 Identification of the Lagrange Multipliers

Before the B-E and F-D distribution laws are applied to different quantum mechanical problems, it is convenient to evaluate the Lagrange multiplier $\beta$ in quantum statistics and show in general that it is related to the undetermined multiplier $\alpha$ by Equation 12.27. The identification of $\beta$ is easily obtained by considering arguments similar to those presented in Chapter 11, Section 11.5, where $\beta$ was found to be the inverse of the product of the Boltzmann constant $k_{\mathrm{B}}$ and the absolute temperature $T$. This same result will be obtained in quantum statistical mechanics for both B-E and F-D statistics by evaluating, as before,

$$
\begin{equation*}
d S=k_{\mathrm{B}} d \ln W \tag{12.36}
\end{equation*}
$$

for both cases and comparing the results with the combined first and second laws of thermodynamics. Since the derivational method and the result are not new, this section provides a slight respite from our fundamental considerations of quantum statistical mechanics. Many of the basic relations of quantum statistics will be reiterated in our evaluation of $\beta$, and some interesting results of entropy $S$ and differential entropy $d S$ will be noted for B-E and F-D statistics.

From the above overview of the derivational requirements, the evaluation of Equation 12.36 immediately requires a determination of $d$ 1n $W$ for both B-E and F-D statistics, where the respective thermodynamic probabilities are given by

$$
\begin{gather*}
W_{\mathrm{B}-\mathrm{E}}=\Pi_{i} \frac{\left(n_{i}+g_{i}\right)!}{g_{i}!n_{i}!}, \quad g_{i} \gg 1,  \tag{12.18}\\
W_{\mathrm{F}-\mathrm{D}}=\Pi_{i} \frac{g_{i}!}{\left(g_{i}-n_{i}\right)!n_{i}!} . \tag{12.12}
\end{gather*}
$$

Differentiating the logarithm of these expressions (see Equations 12.19 and 12.23),

$$
\begin{align*}
& \ln W_{\mathrm{B}-\mathrm{E}}=\sum_{i}\left[n_{i} \ln \left(\frac{g_{i}}{n_{i}}+1\right)+g_{i} \ln \left(\frac{n_{i}}{g_{i}}+1\right)\right],  \tag{12.37}\\
& \ln W_{\mathrm{F}-\mathrm{D}}=\sum_{i}\left[n_{i} \ln \left(\frac{g_{i}}{n_{i}}-1\right)-g_{i} \ln \left(-\frac{n_{i}}{g_{i}}+1\right)\right], \tag{12.38}
\end{align*}
$$

gives results that are essentially identical to the previously derived Equations 12.20 and 12.24, respectively. That is, from Equation 12.20 we obtain

$$
\begin{equation*}
d \ln W_{\mathrm{B}-\mathrm{E}}=\sum_{i} \ln \left(\frac{g_{i}}{n_{i}}+1\right) d n_{i}, \tag{12.39}
\end{equation*}
$$

whereas Equation 12.24 gives

$$
\begin{equation*}
d \ln W_{\mathrm{F}-\mathrm{D}}=\sum_{i} \ln \left(\frac{g_{i}}{n_{i}}-1\right) d n_{i}, \tag{12.40}
\end{equation*}
$$

which are also obvious from Equations 12.37 and 12.38 by realizing that $d g_{i}=0$ and $d \ln \left(g_{i} / n_{i}\right)=-d \ln \left(n_{i} / g_{i}\right)$. These two equations can be further reduced by employing, respectively, the B-E and F-D distribution laws,

$$
\begin{array}{ll}
n_{i}=\frac{g_{i}}{e^{\alpha+\beta \epsilon_{i}} \pm 1}, \quad \quad \begin{array}{l}
\rightarrow \mathrm{F}-\mathrm{D} \\
\end{array}, \quad \mathrm{~B}-\mathrm{E}, \tag{12.41}
\end{array}
$$

in the form

$$
\begin{array}{ll}
\frac{g_{i}}{n_{i}} \pm 1=e^{\alpha+\beta \epsilon_{i}}, &  \tag{12.42}\\
& \rightarrow \mathrm{~B}-\mathrm{E} \\
& \rightarrow \mathrm{D} .
\end{array}
$$

Thus, the argument of the logarithm in Equation 12.39 is identical to that in Equation 12.40, and the two equations can be expressed as

$$
\begin{align*}
d \ln W & =\sum_{i}\left(\alpha+\beta \epsilon_{i}\right) d n_{i}  \tag{12.43}\\
& =\alpha \sum_{i} d n_{i}+\beta \sum_{i} \epsilon_{i} d n_{i},
\end{align*}
$$

upon substitution from Equation 12.42. Using the conservation of particles and energy requirements in the form

$$
\begin{aligned}
& d N=\sum_{i} d n_{i}, \\
& d U=\sum_{i} \epsilon_{i} d n_{i},
\end{aligned}
$$

(see discussion of Equations 11.41 and 11.42) allows Equation 12.43 to be expressed as

$$
\begin{equation*}
d \ln W=\alpha d N+\beta d U . \tag{12.44}
\end{equation*}
$$

This result is perfectly general and valid for both B-E and F-D statistics, hence the inclusion of B-E and F-D subscripts on W is unnecessary. With this determination of $d \ln W$ in quantum statistics, substitution in Equation 12.36 immediately yields

$$
\begin{equation*}
d S=k_{\mathrm{B}} \alpha d N+k_{\mathrm{B}} \beta d U \tag{12.45}
\end{equation*}
$$

Differential Entropy
for the differential entropy. A comparison of this result with Equation 11.59 shows that differential entropy has a common term of $k_{\mathrm{B}} \beta d U$ in classical and quantum statistical mechanics. Further, although the relation for differential entropy $d S$ is common in B-E and F-D statistics, the entropy $S$ is not the same in both cases, because $\ln W$ differs for each case (see Equations 12.37 and 12.38).

Having obtained an expression for the differential entropy in quantum statistics, we rewrite the result in the form

$$
\begin{equation*}
d U=\frac{1}{k_{\mathrm{B}} \beta} d S-\frac{\alpha}{\beta} d N, \tag{12.46}
\end{equation*}
$$

which is nicely amenable to a term-by-term comparison with the combined first and second laws of thermodynamics,

$$
\begin{equation*}
d U=T d S-p d V+\mu d N . \tag{11.61}
\end{equation*}
$$

Taking the partial derivative of internal energy $U$ with respect to entropy $S$ at constant $V$ and $N$, these two equations give

$$
\left(\frac{\partial U}{\partial S}\right)_{V, N}=\frac{1}{k_{B} \beta}=T,
$$

from which we obtain the identity of $\beta$ in quantum statistics as

$$
\begin{equation*}
\beta=\frac{1}{k_{\mathrm{B}} T} . \tag{12.47}
\end{equation*}
$$

Hence, the Lagrange multiplier $\beta$ has an identical form in both classical (see Equation 11.63) and quantum statistical mechanics. It is also rather interesting to note that from Equations 12.46 and 11.61 a comparison of the coefficients of $d N$ gives the general relation

$$
\begin{equation*}
\alpha=-\beta \mu \tag{12.27}
\end{equation*}
$$

that was previously assumed in writing Equation 12.26.

## I2.5 Specific Heat of a Solid

Over a century ago the molal specific heat of a solid was experimentally observed by P. L. Dulong and A. L. Petit to be very nearly the same for all solids, approximately $6 \mathrm{cal} / \mathrm{mole} \cdot \mathrm{K}$. More specifically, the amount of heat energy required to raise the temperature of one mole of a substance by $1^{\circ} \mathrm{C}$ at a constant volume, called the molal specific thermal capacity $c_{v}$ (see Equations 11.146 and 11.151), is essentially independent of the chemical composition of a solid. This result was easily understood from the ideas of classical statistical mechanics for the equipartition of energy (see Equation 11.158). Regarding each atom of a solid as executing simple harmonic motion about its lattice point, then each atom in a one-dimensional solid could be represented by a linear harmonic oscillator. In this case the total energy of an oscillator consists of two quadratic terms, owning to its kinetic $\left(p_{x}^{2} / 2 m\right)$ and elastic potential $\left(\frac{1}{2} k x^{2}\right)$ energies (recall Equation 7.39), resulting in the linear oscillator having two degrees of freedom. Hence, the average energy per oscillator is given by Equation 11.143 as

Average Energy
of Classical
Linear Oscillator

$$
\begin{align*}
\bar{\epsilon}_{\mathrm{o}} & =\frac{N_{f}}{2} k_{\mathrm{B}} T \\
& =k_{\mathrm{B}} T, \tag{12.48}
\end{align*}
$$

since $N_{f}=2$. In three dimensions each atom of a solid may be represented by three harmonic oscillators, so the average energy per atom is simply $\bar{\epsilon}_{\mathrm{a}}=3 \bar{\epsilon}_{\mathrm{o}}$. Thus, the total internal energy $U$ for a system of $N$ particles is

$$
\begin{align*}
U & =N \bar{\epsilon}_{\mathrm{a}}=N\left(3 \bar{\epsilon}_{\mathrm{o}}\right) \\
& =3 N k_{\mathrm{B}} T \\
& =3 N \frac{R}{N_{\mathrm{o}}} T \\
& =3 n R T, \tag{12.49}
\end{align*}
$$

where the fundamental relations given by Equations 11.108 and 5.69 have been used. From this result, the molal specific internal energy (recall Equation 11.152) is

$$
\begin{equation*}
u=3 R T, \tag{12.50}
\end{equation*}
$$

and the molal specific thermal capacity (recall Equation 11.150) is given by

$$
\begin{align*}
c_{v} & =\left(\frac{\partial u}{\partial T}\right)_{v}=3 R \\
& =5.97 \frac{\mathrm{cal}}{\mathrm{~mole} \cdot \mathrm{~K}} . \tag{12.51}
\end{align*}
$$

Dulong and Petit Law

This result for a classical solid, which we originally derived in Problem 11.30 , is known as the law of Dulong and Petit. It is rather closely obeyed by solids at high temperatures. As temperatures are lowered toward room temperature, however, serious discrepancies are observed especially for the less massive elements (e.g., $\left(c_{v}\right)_{\mathrm{Be}}=3.85 \mathrm{cal} / \mathrm{mole} \cdot \mathrm{K}$ for berylium and $\left(c_{v}\right)_{\mathrm{B}}$ $=3.34 \mathrm{cal} / \mathrm{mole} \cdot \mathrm{K}$ for boron). At lower temperatures, observed specific heats of all solids depart even more dramatically from the Dulong and Petit law, which suggests that classical analysis is fundamentally in error.

## Einstein Theory (M-B Statistics)

At the turn of the century, it was well recognized experimentally that the specific heat of any solid (a) tends to obey the Dulong and Petit law at a

Linear Oscillator Eigenvalues
high temperature, (b) tends toward zero as the temperature decreases, and (c) varies as $T^{3}$ near absolute zero. It was Einstein in 1907 who first recognized that the basic error in the classical analysis resulted from the equipartition factor of $k_{\mathrm{B}} T$ (Equation 12.48) for the average energy per oscillator in a solid. This factor had to be replaced by one that properly accounts for the energy quantization of a linear harmonic oscillator, as the energy spectrum is not continuous but, rather, discrete in multiples of quantized energy $h v$. More specifically, the quantum mechanical energy eigenvalues for a linear harmonic oscillator are given by (recall Equation 10.84 with $E$ replaced by $\epsilon$ )

$$
\begin{equation*}
\boldsymbol{\epsilon}_{n}=\left(n+\frac{1}{2}\right) h v, \tag{12.52}
\end{equation*}
$$

where $v$ is the fundamental frequency of oscillation and $n=0,1,2, \cdots, \infty$. With this fundamental correction to the classical analysis, we need to first find the average energy per oscillator $\bar{\epsilon}_{\mathrm{o}}$, from which the total internal energy $U$ and molal specific thermal capacity $c_{v}$ are readily obtainable by arguments similar to those above (i.e., Equations 12.49 to 12.51 ). Accordingly, the average energy per oscillator is given by

$$
\begin{align*}
\bar{\epsilon}_{\mathrm{o}} & \equiv \frac{U}{N} \\
& =\frac{1}{N} \sum_{i} \epsilon_{i} n_{i} \\
& =\frac{1}{N} \sum_{i} \epsilon_{i} \frac{N}{Z_{0}} g_{i} e^{-\beta \epsilon_{i}} \\
& =\frac{\sum_{i} \epsilon_{i} g_{i} e^{-\beta \epsilon_{i}}}{\sum_{i} g_{i} e^{-\beta \epsilon_{i}}}, \tag{12.53}
\end{align*}
$$

where the Boltzmann distribution (11.47) and the defining equation for the classical partition function $Z$ (Equation 11.48) have been used. The summations in Equation 11.53 are over all energy levels, which are defined for the quantized linear oscillator by Equation 12.52. Since there is, obviously, no degeneracy in the energy levels, $g_{i}=1$ in the above equation. Further, we need to replace the $i$-subscript with an $n$-subscript to particularize Equation 12.53 for the quantized oscillator problem. Thus, Equation 12.53 becomes

$$
\begin{align*}
\bar{\epsilon}_{\mathrm{o}} & =\frac{\sum_{n} \boldsymbol{\epsilon}_{n} e^{-\beta \epsilon_{n}}}{\sum_{n} e^{-\beta \epsilon_{n}}} \\
& =\frac{\sum_{n}\left(n+\frac{1}{2}\right) h v e^{-\beta \epsilon_{n}}}{\sum_{n} e^{-\beta \epsilon_{n}}} \\
& =\frac{1}{2} h v+\frac{h v \sum_{n} n e^{-\beta \epsilon_{n}}}{\sum_{n} e^{-\beta \epsilon_{n}}} \tag{12.54}
\end{align*}
$$

where Equation 12.52 has been utilized in the expansion of the first equality. The summations in the second term of the Equation 12.54 can be evaluated by expansion. For example, expanding the denominator we have

$$
\begin{align*}
\sum_{n=0}^{\infty} e^{-\beta\left(n+\frac{1}{2}\right) h v} & =e^{-\frac{1}{2} \beta h v}+e^{-(3 / 2) \beta h v}+e^{-(5 / 2) \beta h v}+\cdots \\
& =e^{-\frac{1}{2} \beta h v}\left(1+e^{-\beta h v}+e^{-2 \beta h v}+\cdots\right) \tag{12.55}
\end{align*}
$$

The geometric series in parenthesis is well known and can be obtained from the binomial expansion,

$$
\begin{equation*}
(x+y)^{n}=x^{n}+n x^{n-1} y+\frac{n(n-1)}{2!} x^{n-2} y^{2}+\cdots \tag{12.56}
\end{equation*}
$$

given in Appendix A, Section A.7. That is, with $x=1, y=-z$, and $n=$ -1 , the binomial expansion gives (see Problem A.7)

$$
\begin{align*}
(1-z)^{-1} & =1^{-1}+(-1) 1^{-2}(-z)+\frac{(-1)(-2)}{2!} 1^{-3}(-z)^{2}+\cdots \\
& =1+z+z^{2}+z^{3}+\cdots . \tag{12.57}
\end{align*}
$$

Thus, Equation 12.55 can be represented in the reduced form

$$
\begin{equation*}
\sum_{n=0}^{\infty} e^{-\beta\left(n+\frac{1}{2}\right) h v}=\frac{e^{-\frac{1}{\beta} \beta \gamma v}}{1-e^{-\beta h v}} . \tag{12.58}
\end{equation*}
$$

In a similar manner the summation in the numerator of the second term of Equation 12.54 can be expressed as

$$
\begin{align*}
\sum_{n=0}^{\infty} n e^{-\beta \epsilon_{n}} & =e^{-(3 / 2) \beta h v}+2 e^{-(5 / 2) \beta h v}+3 e^{-(7 / 2) \beta h v}+\cdots \\
& =e^{-(3 / 2) \beta h v}\left(1+2 e^{-\beta h v}+3 e^{-2 \beta h v}+\cdots\right) \\
& =\frac{e^{-(3 / 2) \beta h v}}{\left(1-e^{-\beta h v}\right)^{2}} \tag{12.59}
\end{align*}
$$

where the geometric series in the second equality is of the form

$$
\begin{equation*}
(1-z)^{-2}=1+2 z+3 z^{2}+4 z^{3}+\cdots \tag{12.60}
\end{equation*}
$$

Now, substitution of Equations 12.58 and 12.59 into Equation 12.54 immediately yields

$$
\bar{\epsilon}_{0}=\frac{1}{2} h v+\frac{h v e^{-\beta h v}}{1-e^{-\beta h v}}
$$

which can be reduced to the form

Average Energy of
Quantized Oscillator

$$
\begin{equation*}
\bar{\epsilon}_{o}=\frac{1}{2} h v+\frac{h v}{e^{\beta h v}-1} . \tag{12.61}
\end{equation*}
$$

This equation represents the average energy of a quantized linear harmonic oscillator. Since $\beta=1 / k_{\mathrm{B}} T$, only the second term is temperature dependent. Consequently, the first term gives the ground-state energy of the oscillator, called the zero-point energy, while the second term gives the energy of thermal excitation. Further, with the Einstein characteristic temperature, represented by $\theta_{\mathrm{E}}$.(recall the illustrative considerations of Chapter 11, Section 11.5), being that temperature at which $k_{\mathrm{B}} T=h v$, then

$$
\begin{equation*}
\theta_{\mathrm{E}}=\frac{h v}{k_{\mathrm{B}}}=\beta h v T, \tag{12.62}
\end{equation*}
$$

and we can express Equation 12.61 as

$$
\begin{equation*}
\bar{\epsilon}_{\mathrm{o}}=\frac{1}{2} h v+\frac{h v}{e^{\theta_{\mathrm{E}} / T}-1} \tag{12.63}
\end{equation*}
$$

In this form, we can see that $\bar{\epsilon}_{\mathrm{o}}$ depends on the ratio of the characteristic temperature to the actual temperature. Since the greater the natural fre-
quency $v$ of the assembly of oscillators the higher the characteristic temperature, $\theta_{\mathrm{E}}$ provides a reference temperature for the assembly. For example, if the natural frequency is in the infrared region of the electromagnetic spectrum (see Table 6.1 ) with say $\lambda=144 \times 10^{-5} \mathrm{~m}$, then

$$
\begin{aligned}
\theta_{\mathrm{E}} & =\frac{h v}{k_{\mathrm{B}}} \\
& =\frac{h c}{\lambda k_{\mathrm{B}}} \\
& =\frac{\left(6.63 \times 10^{-34}\right)\left(3 \times 10^{8}\right)}{\left(1.44 \times 10^{-5}\right)\left(1.38 \times 10^{-23}\right)} \\
& =1000 \mathrm{~K} .
\end{aligned}
$$

Thus, an actual temperature of $T=100 \mathrm{~K}$ is equivalent to $\theta_{\mathrm{E}} / 10$, while a temperature of $T=5000 \mathrm{~K}$ is equal to $5 \theta_{\mathrm{E}}$.

With $\bar{\epsilon}_{\mathrm{o}}$ being the average energy per linear oscillator, then the total internal energy $U$ for a three-dimensional solid consisting of $N$ atoms is

$$
\begin{align*}
U & =N\left(3 \bar{\epsilon}_{0}\right) \\
& =3 \frac{N}{N_{o}} N_{o} \bar{\epsilon}_{o} \\
& =3 n N_{o} \bar{\epsilon}_{0} . \tag{12.64}
\end{align*}
$$

Thus, the molal specific internal energy of the solid is

$$
\begin{align*}
& u=3 N_{o} \bar{\epsilon}_{o} \\
& =3 N_{o} h v\left[\frac{1}{2}+\left(e^{\theta_{\mathrm{E}} / T}-1\right)^{-1}\right] \tag{12.65}
\end{align*}
$$

and its molal specific thermal capacity is

$$
\begin{align*}
c_{v} & =\left(\frac{\partial u}{\partial T}\right)_{v} \\
& =\frac{3 N_{o} h v \theta_{\mathrm{E}} T^{-2} e^{\theta_{\mathrm{E}} / T}}{\left(e^{\theta_{\mathrm{E}} / T}-1\right)^{2}} . \tag{12.66}
\end{align*}
$$

With $N_{o} k_{\mathrm{B}}=R$ and $h v / k_{\mathrm{B}}=\theta_{\mathrm{E}}$, this equation reduces to

$$
\begin{equation*}
c_{v}=\frac{3 R\left(\theta_{\mathrm{E}} / T\right)^{2} e^{\theta_{\mathrm{E}} / T}}{\left(e^{\theta_{\mathrm{E}} / T}-1\right)^{2}} \tag{12.67}
\end{equation*}
$$

which is known as the Einstein specific heat formula. It is also interesting to note that the zero-point energy $\frac{1}{2} h v$ does not contribute to $c_{v}$, since it is independent of temperature and vanishes when the partial derivative $(\partial u / \partial T)_{v}$ is performed. Also of importance is that Einstein's formula immediately reduces to the Dulong and Petit law at high temperatures and trends toward zero at low temperatures. That is, at high temperatures, $T \gg \theta_{\mathrm{E}}$ and

$$
\begin{align*}
e^{\theta_{\mathrm{E}} / T} & =1+\frac{\theta_{\mathrm{E}}}{T}+\frac{\left(\theta_{\mathrm{E}} / T\right)^{2}}{2!}+\cdots \\
& \approx 1+\frac{\theta_{\mathrm{E}}}{T}, \quad T \gg \theta_{\mathrm{E}}, \tag{12.68}
\end{align*}
$$

so Equation 12.67 reduces to

$$
\begin{align*}
c_{v} & \approx \frac{3 R\left(\theta_{\mathrm{E}} / T\right)^{2} e^{\theta_{\mathrm{E}} / T}}{\left(1+\theta_{\mathrm{E}} / T-1\right)^{2}} \\
& =3 \operatorname{Re}^{\theta_{\mathrm{E}} / T}, \quad T \gg \theta_{\mathrm{E}} . \tag{12.69}
\end{align*}
$$

Thus, for $T \gg \theta_{\mathrm{E}}$ the exponential goes to one and the law of Dulong and Petit is obtained. On the other hand, as $T$ approaches zero so does $c_{v}$, since $\theta_{\mathrm{E}} \gg T, e^{\theta_{\mathrm{E}} / T} \gg 1$, and Equation 12.67 reduces to

$$
\begin{align*}
c_{v} & \approx \frac{3 R\left(\theta_{\mathrm{E}} / T\right)^{2} e^{\theta_{\mathrm{E}} / T}}{e^{2 \theta_{\mathrm{E}} / T}} \\
& =3 R\left(\frac{\theta_{\mathrm{E}}}{T}\right)^{2} e^{-\theta_{\mathrm{E}} / T}, \quad \theta_{\mathrm{E}} \gg T . \tag{12.70}
\end{align*}
$$

It is rather interesting to note that virtually all of the oscillators are found in the four lowest energy levels, when the condition $\theta_{\mathrm{E}} \geq T$ is valid. This is illustrated in Problems 12.9 and 12.10 by evaluating the fractional number of oscillators in the $i$ th level $n_{i} / N$ for the cases $\theta_{\mathrm{E}}=T$ and $\theta_{\mathrm{E}}=2 T$, respectively. Although Einstein's model of a solid is in good agreement with observed $c_{v}$ data over a wide range of temperatures, (see Figure 12.5) its inability to predict $c_{v} \propto T^{3}$ near absolute zero requires that we search further for a complete theoretical explanation for the specific heats of solids.


## Debye Theory (Phonon Statistics)

The principle deficiency of the Einstein theory lies in considering the atoms of a solid as oscillating independently at the same fundamental frequency. Although efforts to rectify this deficiency were made by Max Born, Theodor von Karman, and others, it was not until 1912 that a satisfactory theory was proposed by Peter Debye. He considered the atoms of a solid to represent a system of coupled oscillators having a continuous range of frequencies. Although the statistics of noninteracting or free particles is inappropriate for such a model, Debye further assumed a solid to be a continuous elastic body. This assumption allows that the frequencies of thermal excitation of the atoms of a solid are equivalent to the frequencies of the possible standing acoustic (or elastic) waves of an elastic solid. Thus, the $N$ atoms of a solid, modeled as a three-dimensional array of particles connected by springs, are replaced by $3 N$ elastic modes of vibration. By analogy with the vibrating string analysis presented in Chapter 8, Section 8.2, we immediately realize that in the Debye model the elastic modes of vibration are independent and noninteracting. Furthermore, each vibrating mode in a three-dimensional model would be characterized by a unique set of $n_{x}, n_{y}$, and $n_{z}$ numbers, whereas for the vibrating string only $n_{x}$ (see Equation 8.23) was required. Hence, the Debye model allows for the distinguishability of the vibration modes, so Maxwell-Boltzmann statistics is applicable.

Instead of using M-B statistics to develop the Debye theory of the specific heats of solids, we will employ B-E statistics by considering each elastic wave to be a particle called a phonon. A phonon is simply defined as a quanta of vibrational energy in a solid. Phonons are rather similar to

Figure 12.5
The general characteristics of the molal specific thermal capacity by the classical, Einstein, and Debye theories.

Phonon/Photon
photons in that they are indistinguishable entities having quantized energy given by the equation

## Energy Quantization

Phonon Speed

Phonon Momentum

$$
\begin{equation*}
\epsilon=h v \tag{12.71}
\end{equation*}
$$

where $h$ is Planck's constant. Unlike photons, which travel at the speed of light, phonons propagate through a solid with the speed of sound obeying the wave equation

$$
\begin{equation*}
v_{s}=\lambda v . \tag{12.72}
\end{equation*}
$$

Further, phonons obey the de Broglie relation (see Equation 8.53)

$$
\begin{equation*}
p=\frac{h}{\lambda}=\frac{h v}{v_{s}} \tag{12.73}
\end{equation*}
$$

Hence, we propose replacing the assembly of elastic waves in the Debye model with an ideal phonon gas, where the allowable wave frequencies and energies are given by the above relations. Since phonons are indistinguishable particles they do not obey the Pauli exclusion principle, they are classified as bosons and obey the Bose-Einstein statistics or, more specifically, photon/phonon statistics (see Equation 12.22).

Before the specific heat of a solid can be determined, we need to first find the total internal energy $U$ of the ideal gas. Even though particles are not conserved in a phonon gas, energy is conserved. From this most fundamental conservation principle, then, we have

$$
\begin{align*}
U & =\sum_{i} \epsilon_{i} n_{i} \\
& =\sum_{i} \frac{\epsilon_{i} g_{i}}{e^{\beta \epsilon_{i}}-1} \tag{12.74}
\end{align*}
$$

where Equation 12.22 has been used for the phonon distribution law. For a continuous distribution of frequencies in the solid, this equation becomes

$$
\begin{equation*}
U=\int_{0}^{v_{m}} \frac{h v g(v) d v}{e^{\beta h v}-1} \tag{12.75}
\end{equation*}
$$

where Equation 12.71 has been used and $v_{\mathrm{m}}$ represents a maximum or cutoff frequency that limits the internal energy to a finite value. The degeneracy $g(v)$ represents the number of states having the same frequency
(or energy since $\epsilon=h v$ ) in $\mu$-space for the ideal phonon gas. Accordingly, we can use arguments similar to those that led to Equation 11.95 and write

$$
\begin{equation*}
g(p) d p=\left(\frac{4 \pi V}{h^{3}}\right) p^{2} d p \tag{11.95}
\end{equation*}
$$

which from the de Broglie's relation (Equation 12.73) becomes

$$
\begin{equation*}
g(v) d v=\left(\frac{4 \pi V}{v_{s}^{3}}\right) v^{2} d v \tag{12.76}
\end{equation*}
$$

This equation can be interpreted as the maximum possible number of states (vibration modes) having a frequency between $v$ and $v+d v$. The constant factor in parenthesis can be expressed in terms of the cutoff frequency $v_{\mathrm{m}}$ by properly normalizing Equation 12.76. That is, for a solid consisting of $N$ atoms, we assume there to be $3 N$ vibration modes or phonons with allowed frequencies varying from zero to $v_{\mathrm{m}}$. Hence, the total number of phonon states is limited to

$$
\begin{align*}
3 N & =\int_{0}^{v_{m}} g(v) d v=\frac{4 \pi V}{v_{s}^{3}} \int_{0}^{v_{m}} v^{2} d v \\
& =\frac{4 \pi V}{v_{s}^{3}} \frac{v_{\mathrm{m}}^{3}}{3} \tag{12.77}
\end{align*}
$$

from which we obtain

$$
\begin{equation*}
\frac{4 \pi V}{v_{s}^{3}}=\frac{9 N}{v_{\mathrm{m}}^{3}} \tag{12.78}
\end{equation*}
$$

It should be mentioned that for any direction of propagation in an elastic solid there are three types of elastic waves. These correspond to a longitudinal wave propagating with a speed of $v_{l}$ and two mutually perpendicular transverse waves propagating with a speed of $v_{t}$. Accordingly, we have

$$
\begin{equation*}
\frac{1}{v_{s}^{3}}=\frac{1}{v_{l}^{3}}+\frac{2}{v_{t}^{3}} \tag{12.79}
\end{equation*}
$$

and the right-hand side of this relation is normally substituted in Equations 12.76 to 12.78 for $1 / v_{s}^{3}$. Interestingly, however, from Equations 12.78 and 12.76 we obtain

$$
\begin{equation*}
g(v) d v=\left(\frac{9 N}{v_{\mathrm{m}}^{3}}\right) v^{2} d v, \tag{12.80}
\end{equation*}
$$

and substitution into Equation 12.75 gives

$$
\begin{equation*}
U=\frac{9 N}{v_{\mathrm{m}}^{3}} \int_{0}^{v_{\mathrm{m}}} \frac{h v^{3} d v}{e^{\beta h v}-1} \tag{12.81}
\end{equation*}
$$

Letting the integration variable be the dimensionless quantity

$$
\begin{equation*}
x=\frac{h v}{k_{\mathrm{B}} T}=\beta h v, \tag{12.82}
\end{equation*}
$$

from which

$$
\begin{equation*}
d v=\frac{d x}{\beta h} \tag{12.83}
\end{equation*}
$$

and

$$
\begin{equation*}
x_{\mathrm{m}}=\beta h v_{\mathrm{m}}, \tag{12.84}
\end{equation*}
$$

the total energy can be expressed in a more compact form as

$$
\begin{align*}
U & =\frac{9 N}{\beta x_{\mathrm{m}}^{3}} \int_{0}^{x_{\mathrm{m}}} \frac{x^{3} d x}{e^{x}-1} \\
& =\frac{9 n R T}{x_{\mathrm{m}}^{3}} \int_{0}^{x_{\mathrm{m}}} \frac{x^{3} d x}{e^{x}-1}, \tag{12.85}
\end{align*}
$$

where $N / \beta=k_{\mathrm{B}} N T=\left(R / N_{o}\right) N T=n R T$ has been used in obtaining the second equality.

The specific heat of a solid for the Debye model is now easily determined from the total internal energy relation given by Equation 12.85. First, however, defining the Debye characteristic temperature $\theta_{D}$ by

$$
\begin{equation*}
\theta_{\mathrm{D}} \equiv \frac{h v_{\mathrm{m}}}{k_{\mathrm{B}}} \tag{12.86}
\end{equation*}
$$

from which

$$
\begin{equation*}
\frac{\theta_{\mathrm{D}}}{T}=\beta h v_{\mathrm{m}}=x_{\mathrm{m}}, \tag{12.87}
\end{equation*}
$$

Equation 12.85 becomes

$$
\begin{equation*}
U=\frac{9 n R T^{4}}{\theta_{\mathrm{D}}^{3}} \int_{0}^{\theta_{\mathrm{D}} / T} \frac{x^{3} d x}{e^{x}-1} \tag{12.88}
\end{equation*}
$$

for the total internal energy. Dividing this equation by the number of moles $n$ and taking the partial derivative with respect to temperature yields

$$
\begin{equation*}
c_{v}=9 R\left[4\left(\frac{T}{\theta_{\mathrm{D}}}\right)^{3} \int_{0}^{\theta_{\mathrm{D}} / T} \frac{x^{3} d x}{e^{x}-1}-\frac{\theta_{\mathrm{D}} / T}{e^{\theta_{\mathrm{D}} / T}-1}\right] \tag{12.89}
\end{equation*}
$$

Debye
Specific Heat Formula
for the molal specific thermal capacity. This relation is known as the Debye specific heat formula and can be compared (as illustrated in Figure 12.5) with the Einstein formula given by Equation 12.67. As Problems 12.13 to 12.16 illustrate, the Debye temperature is independent of specific heat measurements and can be obtained directly from the elastic properties of a solid. Using such theoretically determined values in Debye's formula yields $c_{v}$ values that are generally in good to excellent agreement with experimental observations at all values of the absolute temperature $T$.

We can immediately see that this formula is in agreement with the Dulong and Petit law at high temperatures and that $c_{v}$ is proportional to $T^{3}$ at very low temperatures. That is, at high temperatures $\left(T \gg \theta_{\mathrm{D}}\right)$ the integral of Equation 12.89 becomes

$$
\begin{align*}
\int_{0}^{\theta_{\mathrm{D}} / T} \frac{x^{3} d x}{e^{x}-1} & \approx \int_{0}^{\theta_{\mathrm{D}} / T} \frac{x^{3} d x}{1+x-1} \\
& =\int_{0}^{\theta_{\mathrm{D}} / T} x^{2} d x \\
& =\frac{1}{3}\left(\frac{\theta_{\mathrm{D}}}{T}\right)^{3} \tag{12.90}
\end{align*}
$$

and the second term reduces to

$$
\begin{equation*}
\frac{\theta_{\mathrm{D}} / T}{e^{\theta_{\mathrm{D}} / T}-1} \approx \frac{\theta_{\mathrm{D}} / T}{1+\theta_{\mathrm{D}} / T-1}=1 \tag{12.91}
\end{equation*}
$$

where an approximation similar to that of Equation 12.68 has been used in both cases. Hence, Equation 12.89 reduces to

$$
\begin{align*}
c_{v} & \approx 9 R\left[4\left(\frac{T}{\theta_{\mathrm{D}}}\right)^{3} \frac{1}{3}\left(\frac{\theta_{\mathrm{D}}}{T}\right)^{3}-1\right] \\
& =9 R\left(\frac{4}{3}-1\right) \\
& =3 R, \quad T \gg \theta_{\mathrm{D}} . \tag{12.92}
\end{align*}
$$

On the other hand, at very low temperatures $\theta_{\mathrm{D}} \gg T$ and $\theta_{\mathrm{D}} / T \rightarrow \infty$. Consequently, the second term of Equation 12.89 becomes insignificant and the first term contains the definite integral

$$
\begin{equation*}
\int_{0}^{\infty} \frac{x^{3} d x}{e^{x}-1}=\frac{\pi^{4}}{15} \tag{12.93}
\end{equation*}
$$

so Equation 12.89 reduces to

$$
\begin{align*}
c_{v} & =9 R\left[4\left(\frac{T}{\theta_{\mathrm{D}}}\right)^{3} \frac{\pi^{4}}{15}+0\right] \\
& =\frac{12 \pi^{4} R}{5}\left(\frac{T}{\theta_{\mathrm{D}}}\right)^{3}, \quad \theta_{\mathrm{D}} \gg T . \tag{12.94}
\end{align*}
$$

This relation is frequently referred to as the Debye $\boldsymbol{T}^{3}$ law. Although the Debye theory is remarkably good in predicting observed $c_{v}$ values, it is somewhat limited and not universally applicable to all solids because the actual frequency spectrum of elastic waves depends on the particular crystalline structure of a solid. Further, it considers only the contributions to specific heat from atomic vibrations of individual atoms that are assumed to occupy the crystal lattice points and must be modified for molecular solids. Also, there are contributions to the specific heat from free conduction electrons in a solid, which will be addressed for metals in Section 12.7.

## I2.6 Blackbody Radiation (Photon Statistics)

Before the development of quantum statistics, it was well known that the electromagnetic radiation absorbed and emitted by every substance was dependent on the nature and absolute temperature of the substance. By considering this phenomenon, Max Planck formulated his revolutionary quantum hypothesis (see Equation 6.50) by developing a theoretical expla-
nation for the spectral emission of electromagnetic radiation from an ideal emitter. It should be mentioned that the spectral energy distribution from an ideal emitter is experimentally found to be independent of its material composition and dependent only on its absolute temperature. Such an emitter is commonly referred to as an ideal blackbody, because a good emitter is a good absorber of radiation and, at nonluminous temperatures, any body that absorbs all radiation incident upon it appears black in color. An ideal blackbody, or simply a blackbody, can be closely approximated in any heat resisting material. Since virtually all of the radiation entering the opening is reflected within the cavity and eventually absorbed, the radiator is an ideal absorber. Further, if the enclosure is at a uniform temperature, the radiation in thermal equilibrium with its surroundings has the property of emitting radiation at the same rate as it absorbs energy and is, hence, an ideal emitter. Our primary objective is to apply the methods of statistics to such a radiator and obtain the well known Planck formula for observed blackbody radiation, which is graphically illustrated in Figure 12.6.

The first theoretical attempts at explaining the spectral energy distribution of a blackbody was made by Lord J. W. S. Rayleigh and later modified by Sir James H. Jeans. Their classical formulation of the problem combined kinetic theory and the classical theory of electromagnetic radiation, by considering the radiation in a blackbody cavity as a series of standing electromagnetic waves. We can easily obtain an expression of their formula by considering the electromagnetic waves as classical oscil-


Figure 12.6
A comparison of the Rayleigh-Jeans, Wien, and Planck formulae for blackbody spectral emission of electromagnetic radiation.

Total Energy Density
lators and calculating the radiant energy per unit volume within the blackbody enclosure. With $U$ representing the total energy of the electromagnetic radiation confined to a cavity of volume $V$, the total radiant energy density is defined by

$$
\begin{equation*}
\mathbf{u} \equiv \frac{U}{V} \tag{12.95}
\end{equation*}
$$

where bold type has been used here so as not to confuse energy density with the molal specific internal energy. Since the total radiant energy within the cavity remains constant, this relation may be expressed as

$$
\begin{equation*}
\mathbf{u}=\frac{1}{V} \sum_{i} \epsilon_{i} n_{i} \tag{12.96}
\end{equation*}
$$

for quanta of electromagnetic energy. Considering the cavity to contain a large number of waves of all possible frequencies from zero to infinity, then in the limit of a continuous distribution of frequency Equation 12.96 becomes

Total Energy Density

$$
\begin{equation*}
\mathbf{u}=\frac{1}{V} \int_{0}^{\infty} \epsilon n(v) d v . \tag{12.97}
\end{equation*}
$$

From this relation we can immediately write down an expression for the spectral energy density as (see also Equation 11.119)

Spectral
Energy Density

$$
\begin{equation*}
d \mathbf{u}_{v}=\mathbf{u}(v) d v=\frac{\epsilon n(v) d v}{V} \tag{12.98}
\end{equation*}
$$

which is the radiation energy per unit volume having frequencies between $v$ and $\mathrm{v}+d v$. In this relation, $n(v) d v$ is the number of waves having a frequency between $v$ and $v+d v$. Let us assume that $n(v) d v$ is identical to the available number of states with frequencies between $v$ and $v+d v$, where the latter is given by the arguments that led to Equation 11.95. Accordingly, assuming all possible energy states to be occupied, we have

$$
\begin{equation*}
n(p) d p \rightarrow g(p) d p=2 \frac{4 \pi V}{h^{3}} p^{2} d p \tag{12.99}
\end{equation*}
$$

which when compared with de Broglie's relation $p=h / \lambda$ and the wave equation $c=\lambda v$ yields

$$
\begin{equation*}
n(v) d v \rightarrow g(v) d v=\frac{8 \pi V}{c^{3}} v^{2} d v \tag{12.100}
\end{equation*}
$$

The multiplicative factor of 2 in Equation 12.99 takes into account the two possible polarization directions associated with transverse electromagnetic waves. Incidentally, this corrective factor is attributed to Jeans in his modification of Rayleigh's original radiation formula. Now, if we combine Equation 12.100 with Equation 12.98 and take the classical value of $k_{\mathrm{B}} T$ (see Equation 12.48) as the energy $\epsilon$ associated with each quanta of electromagnetic energy, then the energy distribution is given by

$$
\begin{equation*}
d \mathbf{u}_{v}=\mathbf{u}(v) d v=\frac{8 \pi}{c^{3}} k_{\mathrm{B}} T v^{2} d v \tag{12.101}
\end{equation*}
$$

Rayleigh-Jeans
Formula

This equation is known as the Rayleigh-Jeans formula for blackbody radiation and is illustrated graphically in Figure 12.6. It agrees reasonable well with experimental data at low frequencies, but it is absurdly in error at predicting the radiant energy density at high frequencies. In fact, for frequencies in the ultraviolet region of the electromagnetic spectrum, the total energy density (see Equation 12.97) goes to infinity. This critical flaw in the classical theory became known as the ultraviolet catastrophe.

The correct formula for the spectral energy density in a blackbody cavity was advanced by Max Planck in 1900. His formula can be easily derived by considering the electromagnetic waves to be represented by particles, called photons, of an assembly. Since photons are indistinguishable particles that do not obey the Pauli exclusion principle, they are classified as bosons and Bose-Einstein statistics is applicable to the assembly. More specifically, we are considering the electromagnetic radiation in the cavity to be an ideal photon gas that obeys the photon distribution given by Equation 12.22,

$$
\begin{equation*}
n_{i}=\frac{g_{i}}{e^{\beta \epsilon_{i}}-1} \tag{12.22}
\end{equation*}
$$

which for a continuous distribution of frequencies becomes

$$
\begin{equation*}
d n_{v}=n(v) d v=\frac{g(v) d v}{e^{\beta \epsilon}-1} \tag{12.102}
\end{equation*}
$$

The problem of applying this distribution law is very similar to that encountered for the ideal phonon gas of the Debye theory. Here, however, $g(v) d v$ is given by the arguments that led to Equation 12.100 (recall that
the multiplicative factor of 2 accounts for the two allowed states associated with polarization) and the energy $\epsilon$ of a photon is given by $\epsilon=h v=h c / \lambda$ Hence, for the radiation in a cavity of volume $V$ at the absolute temperature $T$, we have (from Equations 12.100 and 12.102) the relation

$$
\begin{equation*}
d n_{v}=n(v) d v=\frac{8 \pi V}{c^{3}} \frac{v^{2} d v}{e^{\beta h v}-1} \tag{12.103}
\end{equation*}
$$

representing the number of photons having frequencies between $v$ and $v+d v$. Substitution of this equation and $\epsilon=h v$ into the spectral energy density relation (Equation 12.98) immediately yields the well known Planck radiation formula,

Planck Radiation Formula

Wien Formula

$$
\begin{equation*}
\mathbf{u}(v) d v=\frac{8 \pi h}{c^{3}} \frac{v^{3} d v}{e^{\beta h v}-1}, \tag{12.104}
\end{equation*}
$$

which very nicely predicts observed spectral emission data (see Figure 12.6).

The Planck radiation formula can be seen to immediately reduce the Rayleigh-Jeans formula at low frequencies for which $h v \ll k_{\mathrm{B}} T$, since

$$
\begin{align*}
e^{\beta h v}-1 & \approx 1+\beta h v-1 \\
& =\frac{h v}{k_{\mathrm{B}} T}, \quad h v \ll k_{\mathrm{B}} T . \tag{12.105}
\end{align*}
$$

At high temperatures for which $h v \gg k_{\mathrm{B}} T$, however,

$$
\begin{equation*}
e^{\beta h v}-1 \approx e^{\beta h \nu}, \quad h v \gg k_{\mathrm{B}} T, \tag{12.106}
\end{equation*}
$$

and Equation 12.104 reduces to

This relation is called the Wien formula for blackbody radiation and is illustrated graphically in Figure 12.6. It was originally advanced as an empirical relation by Wilhelm Wien, shortly after the development of the Rayleigh-Jeans formula, to predict the spectral emission at high frequencies. Incidentally, Planck's formula was originally empirically developed to agree with the Wien formula at high frequencies and the Rayleigh-Jeans formula at low frequencies. Planck's efforts at deriving the equation from
fundamental physical principles necessitated his advancing the quantum hypothesis of atomic oscillators.

Another interesting result can be obtained by integrating the Planck radiation formula over the allowed frequency range. Clearly, from Equation 12.98 the total energy density is given by

$$
\begin{equation*}
\mathbf{u}=\int_{0}^{\infty} d \mathbf{u}_{v}=\int_{0}^{\infty} u(v) d v \tag{12.108}
\end{equation*}
$$

which upon substitution from Equation 12.104 gives

$$
\begin{equation*}
\mathbf{u}=\frac{8 \pi h}{c^{3}} \int_{0}^{\infty} \frac{v^{3} d v}{e^{\beta h v}-1} \tag{12.109}
\end{equation*}
$$

Using the dimensionless variable defined by Equation 12.82 (i.e., $x=\beta h v$ ), this equation takes the form

$$
\begin{align*}
\mathbf{u} & =\frac{8 \pi\left(k_{\mathrm{B}} T\right)^{4}}{(h c)^{3}} \int_{0}^{\infty} \frac{x^{3} d x}{e^{x}-1} \\
& =\frac{8 \pi\left(k_{\mathrm{B}} T\right)^{4}}{(h c)^{3}} \frac{\pi^{4}}{15} \\
& =\frac{8 \pi^{5} k_{\mathrm{B}}^{4}}{15 h^{3} c^{3}} T^{4} \tag{12.110}
\end{align*}
$$

where Equation 12.93 has been used to evaluate the definite integral. Using the symbolic definition

$$
\begin{equation*}
\sigma \equiv \frac{8 \pi^{5} k_{\mathrm{B}}^{4}}{15 h^{3} c^{3}} \tag{12.111}
\end{equation*}
$$

we obtain the well known Stefan-Boltzmann law

$$
\begin{equation*}
\mathbf{u}=\sigma T^{4} \tag{12.112}
\end{equation*}
$$

## Stefan-Boltzman Law

Thus, the total energy density is dependent on only the absolute temperature raised to the fourth power. Incidentally, when Equation 12.111 is used to calculate $\sigma$, the value obtained agrees perfectly with that determined experimentally.

### 12.7 Free Electron Theory of Metals (F-D Statistics)

As a last consideration illustrating the methods of statistical mechanics, we will apply Fermi-Dirac statistics to the free electrons in a metal. We already know from Chapter 9, Section 9.7 that conduction electrons are the liberated outer valence electrons associated with the atoms of a metal. Since they are assumed to be, essentially, noninteracting with each other and the positively charged ion cores, conduction electrons move freely throughout a metal behaving like an ideal electron gas. Further since free electrons obey the Pauli exclusion principle, they are characterized as fermions and the assembly obeys the Fermi-Dirac statistics of noninteracting particles.

The quantum mechanics of a free electron gas has already been detailed in Chapter 10, Section 10.7, where the relation for the density of electronic states was derived (see Equation 10.150). It is interesting to note that the density of states introduced in quantum mechanics (Equation 9.89 ) and defined by (replacing $E$ with $\epsilon$ )

$$
\begin{equation*}
D(\epsilon) \equiv \frac{d N(\epsilon)}{d \epsilon} \tag{12.113}
\end{equation*}
$$

is equivalent to our interpretation of degeneracy $g(\epsilon)$ in statistical mechanics. This is perhaps more evident from the interpretation of $d N(\epsilon)$ as the number of quantum states available to electrons having energies between $\epsilon$ and $\epsilon+d \epsilon$. Hence, from this qualitative interpretation and the above equation

$$
\begin{align*}
d N(\boldsymbol{\epsilon}) & =D(\boldsymbol{\epsilon}) d \boldsymbol{\epsilon}  \tag{12.114}\\
& =g(\boldsymbol{\epsilon}) d \boldsymbol{\epsilon},
\end{align*}
$$

and the general equivalence between $D(\epsilon)$ and $g(\epsilon)$ is obvious. To see this equivalence quantitatively, for the free electron gas, we can use the arguments that led to Equation 11.95 and write

$$
\begin{equation*}
g(p) d p=2 \frac{4 \pi V}{h^{3}} p^{2} d p \tag{12.115}
\end{equation*}
$$

for the degeneracy of quantum states in terms of momentum. The multiplicative factor 2 in this relation takes into account the two spin states
( $m_{s}=-\frac{1}{2},+\frac{1}{2}$ ) allowed for free electrons. This relation can be expressed in terms of energy by using the classical (nonrelativistic) free particle energy relations

$$
\begin{gather*}
p=(2 m \epsilon)^{1 / 2},  \tag{11.111}\\
d p=m(2 m \epsilon)^{-1 / 2} d \epsilon \tag{11.112}
\end{gather*}
$$

with the result

$$
\begin{aligned}
g(\epsilon) d \epsilon & =\frac{8 \pi V}{h^{3}}(2 m \epsilon) m(2 m \epsilon)^{-1 / 2} d \epsilon \\
& =\frac{8 \pi V}{h^{3}} 2^{1 / 2} m^{3 / 2} \epsilon^{1 / 2} d \epsilon .
\end{aligned}
$$

Multiplying and dividing this result by $2 \pi^{2}$ yields

$$
\begin{equation*}
g(\epsilon) d \epsilon=\frac{V}{2 \pi^{2}}\left(\frac{2 m}{\hbar^{2}}\right)^{3 / 2} \epsilon^{1 / 2} d \epsilon, \tag{12.116}
\end{equation*}
$$

Density of<br>Electron States

which should be compared with the density of electronic states given by Equation 10.150. Clearly, statistical mechanics offers an alternative and perhaps simpler method for the derivation of the density of states allowed quantum mechanically for conduction electrons. Of course, with this relation and the fundamentals of statistical mechanics, it is relatively easy to obtain expressions for the energy distribution, internal energy, and specific heat of conduction electrons.

## Fermi Energy

Before derivations for energy and specific heat are attempted, however, recall that in the Debye theory a maximum or cutoff frequency was required to limit the internal energy of the phonon gas to a finite value. For the same reason, we assume the free electron gas to be in a ground state or minimum energy configuration. This means that in a metal of $N$ atoms contributing $N$ conduction electrons, the available quantum states will be populated by one electron each, because of the Pauli exclusion principle, from the lowest energy state $\epsilon=0$ to the highest state, say $\epsilon=\epsilon_{\mathrm{F}}$. It is customary to refer to the energy of the topmost filled quantum state as the Fermi energy and denote it symbolically as $\epsilon_{\mathrm{F}}$. The Fermi energy for the assembly in its

Normalized of
Quantum States
ground state can be determined by the same reasoning employed in the Debye theory for $v_{\mathrm{m}}$. That is, we normalize the available quantum states $g(\epsilon)$ of Equation 12.116 to the number of conduction electrons $N$ by evaluating the integral relation

Substitution from Equation 12.116 for $g(\epsilon) d \epsilon$ immediately yields

$$
\begin{align*}
N & =\frac{V}{2 \pi^{2}}\left(\frac{2 m}{\hbar^{2}}\right)^{3 / 2} \int_{0}^{\epsilon_{\mathrm{F}}} \epsilon^{1 / 2} d \epsilon \\
& =\frac{2}{3} \frac{V}{2 \pi^{2}}\left(\frac{2 m}{\hbar^{2}}\right)^{3 / 2} \epsilon_{\mathrm{F}}^{3 / 2}, \tag{12.118}
\end{align*}
$$

from which we obtain

$$
\begin{equation*}
\epsilon_{\mathrm{F}}^{-3 / 2}=\frac{2}{3 N} \frac{V}{2 \pi^{2}}\left(\frac{2 m}{\hbar^{2}}\right)^{3 / 2} \tag{12.119}
\end{equation*}
$$

or in simpler form

Fermi Energy

Density of States
The first equation for $\epsilon_{\mathrm{F}}^{-3 / 2}$ is given because a comparison of it with Equation 12.116 immediately allows $g(\epsilon) d \epsilon$ to be expressed as

$$
\begin{equation*}
g(\epsilon) d \epsilon=\frac{3}{2} N \epsilon_{\mathrm{F}}^{-3 / 2} \epsilon^{1 / 2} d \epsilon, \tag{12.121}
\end{equation*}
$$

while the second equation for $\epsilon_{\mathrm{F}}$ in reduced form is more amenable to computational problems.

The expression for the Fermi energy (Equation 12.120) can be expressed in terms of more fundamental quantities by recognizing that the electron density, defined by

Electron Density

$$
\begin{equation*}
N=\int_{0}^{\epsilon_{\mathrm{F}}} g(\epsilon) d \epsilon \tag{12.117}
\end{equation*}
$$

$$
\begin{equation*}
\boldsymbol{\epsilon}_{\mathrm{F}}=\frac{\hbar^{2}}{2 m}\left(\frac{3 \pi^{2} N}{V}\right)^{2 / 3} . \tag{12.120}
\end{equation*}
$$

can be represented as

$$
\begin{align*}
\eta & \equiv \frac{N}{V} \frac{M}{M}=\frac{N \rho}{M} \\
& =\frac{N_{o} \rho}{\mathcal{M}} \tag{12.123}
\end{align*}
$$

where the definitions for mass density,

$$
\begin{equation*}
\rho \equiv \frac{M}{V} \tag{5.33}
\end{equation*}
$$

and the number of moles,

$$
n \equiv \frac{N}{N_{o}}=\frac{M}{M}
$$

(5.76) Number of Moles
have been employed. Hence, a more amenable form of Fermi energy relation for computational purposes is given by

$$
\begin{aligned}
\boldsymbol{\epsilon}_{\mathrm{F}} & =\frac{\hbar^{2}}{2 m}\left(3 \pi^{2} \eta\right)^{2 / 3} \\
& =\frac{\hbar^{2}}{2 m}\left(\frac{3 \pi^{2} N_{o} \rho}{\mathcal{M}}\right)^{2 / 3} .
\end{aligned}
$$

(12.124) Fermi Energy

For example, potassium has a ground state electron configuration given by (see Chapter 7, Section 7.7)

$$
{ }_{19}^{39} \mathrm{~K}: 1 s^{2} 2 s^{2} 2 p^{6} 3 s^{2} 3 p^{6} 4 s^{1},
$$

so each atom contributes a single $4 s$ electron to the electron gas. With mass density $\rho$ and molal atomic mass $\mathcal{M}$ (using the chemical atomic weight instead of the relative atomic mass) given by $\rho_{\mathrm{K}}=0.86 \mathrm{~g} / \mathrm{cm}^{3}, \mathcal{M}_{\mathrm{K}}=39.1$ $\mathrm{g} / \mathrm{mole}$, Equation 12.123 gives the electron density as

$$
\begin{aligned}
\eta & =\frac{N_{o} \rho}{\mathcal{M}} \\
& =\frac{\left(6.02 \times 10^{23} 1 \mathrm{~mole}\right)\left(0.86 \mathrm{~g} / \mathrm{cm}^{3}\right)}{39.1 \mathrm{~g} / \mathrm{mole}} \\
& =1.32 \times 10^{22} \frac{\text { electrons }}{\mathrm{cm}^{3}}
\end{aligned}
$$

$$
=1.32 \times 10^{28} \frac{\text { electrons }}{\mathrm{m}^{3}}
$$

and the Fermi energy is obtained from Equation 12.124 as

$$
\begin{aligned}
\epsilon_{\mathrm{F}} & =\frac{\hbar^{2}}{2 m}\left(3 \pi^{2} \eta\right)^{2 / 3} \\
& =\frac{\left(1.05 \times 10^{-34} \mathrm{~J} \cdot \mathrm{~s}\right)^{2}}{2\left(9.11 \times 10^{-31} \mathrm{~kg}\right)}\left[3 \pi^{2}\left(1.32 \times 10^{28} / \mathrm{m}^{3}\right)\right]^{2 / 3} \\
& =\left(6.05 \times 10^{-39} \mathrm{~J} \cdot \mathrm{~m}^{2}\right)\left(3.90 \times 10^{29} / \mathrm{m}^{3}\right)^{2 / 3} \\
& =\left(6.05 \times 10^{-39} \mathrm{~J} \cdot \mathrm{~m}^{2}\right)\left(5.34 \times 10^{19} / \mathrm{m}^{2}\right) \\
& =3.23 \times 10^{-19} \mathrm{~J}=2.02 \mathrm{eV}
\end{aligned}
$$

Thus, in the ground state energy configuration, conduction electrons in potassium would have energies from zero up to 2.02 eV . Electrons at the Fermi energy are said to have a classical Fermi velocity defined by

Fermi Velocity

Fermi Temperature

$$
\begin{equation*}
v_{\mathrm{F}} \equiv\left(\frac{2 \epsilon_{\mathrm{F}}}{m_{e}}\right)^{1 / 2} \tag{12.125}
\end{equation*}
$$

and a Fermi temperature defined by

$$
\begin{equation*}
T_{\mathrm{F}} \equiv \frac{\epsilon_{\mathrm{F}}}{k_{\mathrm{B}}} \tag{12.126}
\end{equation*}
$$

The Fermi temperature corresponds to the approximate temperature of a metal described by classical theory at which the electron would have an energy $\epsilon_{\mathrm{F}}$. A more complete discussion and example of this point is presented following Equation 12.135.

There is another very interesting point concerning the Fermi energy and its interpretation with the Fermi-Dirac distribution,

$$
\begin{equation*}
n_{i}=\frac{g_{i}}{e^{\beta\left(\epsilon_{i}-\mu\right)}+1} . \tag{12.26}
\end{equation*}
$$

Recall that the occupation index for this distribution at absolute zero was given by (see Equations 12.34 and 12.35)

$$
\begin{align*}
f(\epsilon) & =1, & & \epsilon<\mu, \\
& =0, & & \epsilon>\mu, \tag{12.127}
\end{align*}
$$


which means that electrons will tend to populate all energy states that are less than $\mu$ up to and including those that are equal to $\mu$. Consequently, from our definition of the Fermi energy, we set

$$
\begin{equation*}
\mu=\epsilon_{\mathrm{F}} . \tag{12.128}
\end{equation*}
$$

For a continuous distribution of electron energies, the occupation index is now expressed by

$$
\begin{align*}
f(\epsilon) & =\frac{n(\epsilon)}{g(\epsilon)} \\
& =\frac{1}{e^{\beta\left(\epsilon-\epsilon_{\mathrm{F}}\right)}+1} \tag{12.129}
\end{align*}
$$

and illustrated graphically in Figure 12.7 for $T=0 \mathrm{~K}$ and $\mathrm{T}>0 \mathrm{~K}$. From this interpretation of $\mu$ and $\epsilon_{\mathrm{F}}$, the most interesting observation is that even at absolute zero conduction electrons have energies from zero up to the Fermi energy $\epsilon_{\mathrm{F}}$. This is decidedly a nonclassical behavior, since particles in a classical ideal gas would have zero energy (recall $\epsilon=(3 / 2) k_{\mathrm{B}} T$ from Equation 11.102) at a temperature of absolute zero.

Figure I2.7
A generalized illustration of the Fermi-Dirac occupation index for $\mathrm{T}=0 \mathrm{~K}$ (solid line) and $T>0 K$ (dashed line).

## Electronic Energy and Specific Heat Formulae

It is now straightforward to obtain an expression for the total internal energy of the free electron gas. Assuming a continuous distribution of electron energies, the Fermi-Dirac distribution law of Equation 12.129 gives

$$
\begin{equation*}
d n_{\epsilon}=n(\epsilon) d \epsilon=\frac{g(\epsilon) d \epsilon}{e^{\beta\left(\epsilon-\epsilon_{\mathrm{F}}\right)}+1}, \tag{12.130}
\end{equation*}
$$

which upon substitution from Equation 12.116 for $g(\epsilon) d \epsilon$ becomes

$$
\begin{equation*}
d n_{\epsilon}=n(\boldsymbol{\epsilon}) d \boldsymbol{\epsilon}=\frac{\left(V / 2 \pi^{2}\right)\left(2 m / \hbar^{2}\right)^{3 / 2} \epsilon^{1 / 2} d \epsilon}{e^{\beta\left(\epsilon-\epsilon_{\mathrm{F}}\right)}+1} \tag{12.131}
\end{equation*}
$$

In terms of the Fermi energy $\epsilon_{\mathrm{F}}$, the number of electrons having energies between $\epsilon$ and $\epsilon+d \epsilon$ is given by Equations 12.121 and 12.130 as

$$
\begin{equation*}
d n_{\epsilon}=n(\epsilon) d \epsilon=\frac{(3 / 2) N \epsilon_{\mathrm{F}}^{-3 / 2} \epsilon^{1 / 2} d \epsilon}{e^{\beta\left(\epsilon-\epsilon_{\mathrm{F}}\right)}+1} . \tag{12.132}
\end{equation*}
$$

Thus, for the assembly of free conduction electrons the total internal energy is given by the integral expression

$$
\begin{align*}
U_{e} & =\int_{0}^{\infty} \epsilon n(\epsilon) d \epsilon \\
& =\frac{3}{2} N \epsilon_{\mathrm{F}}^{-3 / 2} \int_{0}^{\infty} \frac{\epsilon^{3 / 2} d \epsilon}{e^{\beta\left(\epsilon-\epsilon_{\mathrm{F}}\right)}+1} . \tag{12.133}
\end{align*}
$$

The integral of this expression cannot be evaluated in closed form but must be expressed as an infinite series.

Although the reduction of Equation 12.133 requires mathematics that is beyond the scope of this textbook, we can evaluate $U$ at absolute zero. That is, assuming the assembly to be in the ground state with the highest energy state being $\epsilon_{\mathrm{F}}$, then $T=0 \mathrm{~K}$ the integral expression for $U$ reduces to

$$
\begin{align*}
U_{e} & =\frac{3}{2} N \epsilon_{\mathrm{F}}^{-3 / 2} \int_{0}^{\epsilon_{\mathrm{F}}} \epsilon^{3 / 2} d \epsilon \\
& =\frac{3}{5} N \epsilon_{\mathrm{F}}, \quad T=0 \mathrm{~K}, \tag{12.134}
\end{align*}
$$

from which the average energy per electron becomes

$$
\begin{equation*}
\bar{\epsilon}_{e} \equiv \frac{U_{e}}{N}=\frac{3}{5} \boldsymbol{\epsilon}_{\mathrm{F}} . \tag{12.135}
\end{equation*}
$$

This result is considerably different than that predicted by the classical theory for a monatomic ideal gas,

$$
\begin{equation*}
\bar{\epsilon}_{e}=\frac{3}{2} k_{\mathrm{B}} T \tag{11.102}
\end{equation*}
$$

since at $T=0 \mathrm{~K}$ the average particle energy is zero. According to the classical theory of Maxwell-Boltzmann statistics, a sample of potassium would have to be at a temperature (see previous example for $\epsilon_{\mathrm{F}}$ value)

$$
\begin{align*}
T & =\frac{2}{3} \frac{\bar{\epsilon}_{e}}{k_{\mathrm{B}}} \\
& =\frac{2}{3}\left(\frac{3}{5}\right) \frac{\epsilon_{\mathrm{F}}}{k_{\mathrm{B}}} \\
& =\frac{2}{5} \frac{\epsilon_{\mathrm{F}}}{k_{\mathrm{B}}}  \tag{12.136}\\
& =\frac{2}{5} \frac{3.23 \times 10^{-19} \mathrm{~J}}{1.38 \times 10^{-23} \mathrm{~J} / \mathrm{K}} \\
& =9.36 \times 10^{3} \mathrm{~K}
\end{align*}
$$

for its electrons to be at the same average energy as that predicted by Fermi-Dirac statistics (Equation 12.135) at 0 K .

A more detailed evaluation of Equation 12.133 gives

$$
\begin{equation*}
U_{e}=\frac{3}{5} N \epsilon_{\mathrm{F}}\left[1+\frac{5}{3}\left(\frac{\pi k_{\mathrm{B}} T}{2 \epsilon_{\mathrm{F}}}\right)^{2}-\left(\frac{\pi k_{\mathrm{B}} T}{2 \epsilon_{\mathrm{F}}}\right)^{4}+\cdots\right] \tag{12.137}
\end{equation*}
$$

for the total internal energy, which obviously reduces to Equation 12.134 at $T=0 \mathrm{~K}$. With this relation for $U$, it is straightforward to determine the electronic specific heat. That is, the thermal capacity at a constant volume is given by

$$
\begin{align*}
C_{\mathrm{V}-e} & =\left(\frac{\partial U}{\partial T}\right)_{\mathrm{V}} \\
& =\frac{\pi^{2}}{2} N k_{\mathrm{B}} \frac{k_{\mathrm{B}} T}{\epsilon_{\mathrm{F}}}\left[1-\frac{6}{5}\left(\frac{\pi k_{\mathrm{B}} T}{2 \epsilon_{\mathrm{F}}}\right)^{2}+\cdots\right] \tag{12.138}
\end{align*}
$$

from which the electronic molal specific thermal capacity becomes (note that $N k_{\mathrm{B}}=n R$ )

$$
\begin{equation*}
c_{v-e}=\frac{\pi^{2}}{2} \frac{k_{\mathrm{B}} T}{\epsilon_{\mathrm{F}}} R\left[1-\frac{6}{5}\left(\frac{\pi k_{\mathrm{B}} T}{2 \epsilon_{\mathrm{F}}}\right)^{2}+\cdots\right] . \tag{12.139}
\end{equation*}
$$

Usually, only the first term in this expression is retained, as the second and higher order terms in $T$ are rather small compared to one. For example, in the case of potassium at $T=500 \mathrm{~K}$, we have the second term in the brackets of Equation 12.139 given by $1.35 \times 10^{-3}$. Thus, at relatively low temperatures, the molal specific thermal capacity of the free electrons in a metal is given by

Electronic Specific Heat

$$
\begin{equation*}
c_{v-e}=\frac{\pi^{2}}{2} \frac{k_{\mathrm{B}} T}{\epsilon_{\mathrm{F}}} R . \tag{12.140}
\end{equation*}
$$

Since the coefficient of $R$ is quite small for metals over a broad range of temperatures (e.g., for potassium at $300 \mathrm{~K}, c_{v-e}=6.32 \times 10^{-2} R$ ), the electronic specific heat $c_{v-e}$ does not appreciably contribute to the specific heat of metals. The lattice specific heat $c_{v}$ given by Equation 12.89, dominates $c_{v-e}$ at all but very low temperatures, where $c_{v} \propto T^{3}$ and $c_{v-e} \propto T$.

It is also interesting to note that the result for $c_{v-e}$ given by Equation 12.140 is essentially consistent with allowing only electrons within about $k_{\mathrm{B}} T$ of the Fermi energy (see Figure 12.7) to absorb energy as a solid is heated. The effective number of electrons in this region is approximately given by

$$
\begin{equation*}
N_{\text {eff }} \approx g\left(\epsilon_{\mathrm{F}}\right) k_{\mathrm{B}} T, \tag{12.141}
\end{equation*}
$$

which from Equation 12.121 becomes

$$
\begin{equation*}
N_{\mathrm{eff}} \approx \frac{3}{2} N \epsilon_{\mathrm{F}}^{-1} k_{\mathrm{B}} T . \tag{12.142}
\end{equation*}
$$

Assuming each of these electrons with $k_{\mathrm{B}} T$ of $\epsilon_{\mathrm{F}}$ to acquire (3/2) $k_{\mathrm{B}} T$ of energy, the total electronic contribution to the internal energy of the metal is

$$
\begin{equation*}
U_{e}=N_{\mathrm{eff}} \frac{3}{2} k_{\mathrm{B}} T \tag{12.143}
\end{equation*}
$$

which becomes

$$
\begin{align*}
U_{e} & =\frac{9}{4} N k_{\mathrm{B}} \frac{k_{\mathrm{B}}}{\epsilon_{\mathrm{F}}} T^{2} \\
& =\frac{9}{4} n R \frac{k_{\mathrm{B}}}{\epsilon_{\mathrm{F}}} T^{2} . \tag{12.144}
\end{align*}
$$

Thus, the electronic molal specific thermal capacity is

$$
\begin{align*}
c_{v-e} & =\frac{1}{n}\left(\frac{\partial U_{e}}{\partial T}\right)_{v} \\
& =\frac{9}{2} \frac{k_{\mathrm{B}} T}{\epsilon_{\mathrm{F}}} R \tag{12.145}
\end{align*}
$$

which is only slightly different from the more exact result given by Equation 12.140. In either case, however, it should be clear that the electrons contribution to the specific heat of a solid is essentially negligible.

## Review of Fundamental and Derived Equations

A listing of the fundamental and derived equations of this chapter is presented below. The derivations and applications of statistical mechanics are presented in a logical listing that parallels their development in each section of the chapter.

## FUNDAMENTAL EQUATIONS—CLASSICAL PHYSICS

$$
\begin{aligned}
& \epsilon=\frac{1}{2} m v^{2}=\frac{p^{2}}{2 m} \\
& \bar{\epsilon} \equiv \frac{E}{N}
\end{aligned}
$$

Free Particle Kinetic Energy
Average Particle Energy

$$
\begin{array}{rlrl}
\bar{\epsilon} & =\frac{N_{f}}{2} k_{\mathrm{B}} T & & \text { Free Particle Average Energy } \\
\rho & \equiv \frac{M}{V} & & \text { Mass Density } \\
\mathbf{u} \equiv \frac{U}{V} & & \text { Total Energy Density } \\
\eta \equiv \frac{N}{V} & & \text { Particle Density } \\
n \equiv \frac{N}{N_{o}} & & \text { Number of Moles } \\
p V=n R T=N k_{\mathrm{B}} T & & \text { Ideal Gas Equation of State } \\
d U=T d S-p d V+\mu d N & & \text { 1st \& 2nd Laws of Thermodynamics }
\end{array}
$$

## FUNDAMENTAL EQUATIONS_STATISTICAL MECHANICS

 Discrete Distribution of Particle Energies$$
\begin{array}{ll}
N=\sum_{i} n_{i} & \text { Conservation of Parti } \\
E=\sum_{i} n_{i} \epsilon_{i} & \text { Conservation of Ener } \\
\mathbf{u}=\frac{1}{V} \sum_{i} n_{i} \epsilon_{i} & \text { Total Energy Density } \\
W_{k}=\Pi_{i} w_{i} & \text { Thermodynamic Prob } \\
S=k_{\mathrm{B}} \ln W & \text { Entropy in Statistical } \\
W_{\mathrm{M}-\mathrm{B}}=N!\Pi_{i} \frac{g_{i}^{n_{i}}}{n_{i}!} & \text { M-B Thermodynamic } \\
W_{\mathrm{B}-\mathrm{E}}=\Pi_{i} \frac{\left(n_{i}+g_{i}-1\right)!}{\left(g_{i}-1\right)!n_{i}!} & \text { B-E Thermodynamic } \\
W_{\mathrm{F}-\mathrm{D}}=\Pi_{i} \frac{g_{i}!}{\left(g_{i}-n_{i}\right)!n_{i}!} & \text { F-D Thermodynamic } \\
d_{i}=\frac{g_{i}}{e^{\alpha} e^{\beta \epsilon_{i}}+d}, \quad \begin{array}{l}
d=-1 \rightarrow \mathrm{M}-\mathrm{B} \\
d=+1 \rightarrow \mathrm{E}-\mathrm{D}
\end{array} & \text { Distribution Laws } \\
\beta=\frac{1}{k_{\mathrm{B}} T}, & \text { Lagrange Multipliers } \\
f\left(\epsilon_{i}\right) \equiv \frac{n_{i}}{g_{i}} & \text { Occupation Index }
\end{array}
$$

Continuous Distribution of Particle Energies—Generalized Equations

$$
\begin{array}{rlrl}
d n_{q} & =n(q) d q & & \text { Distribution of Particles } \\
& =f(q) g(q) d q, \quad q=\epsilon, v, \lambda, p & & \\
g(p) d p=[1 \text { or } 2] \frac{4 \pi V}{h^{3}} p^{2} d p & & \text { Distribution of Energy States } \\
N & =\int_{0}^{\infty} n(q) d q, \quad q=\epsilon, v, \lambda, p & & \text { Conservation of Particles } \\
E & =\int_{0}^{\infty} \epsilon n(q) d q, \quad q=\epsilon, v, \lambda, p & & \text { Conservation of Energy } \\
d \mathbf{u}_{q} & =\mathbf{u}(q) d q=\frac{\epsilon n(q) d q}{V} & & \text { Spectral Energy Density } \\
\mathbf{u} & =\frac{1}{V} \int_{0}^{\infty} \epsilon n(q) d q & & \text { Total Energy Density }
\end{array}
$$

## DERIVED EQUATIONS

 Most Probable Distribution$$
\begin{array}{ll}
\ln A!\approx A \ln A-A, \quad A \gg 1 & \text { Stirling's Formula } \\
\delta \ln W_{\mathrm{B}-\mathrm{E}}=\sum_{i} \ln \left(\frac{g_{i}}{n_{i}}+1\right) \delta n_{i} & \\
n_{i}=\frac{g_{i}}{e^{\alpha} e^{\beta \epsilon_{i}}-1} & \text { Bose-Einstein Distribution } \\
\delta \ln W_{\mathrm{F}-\mathrm{D}}=\sum_{i} \ln \left(\frac{g_{i}}{n_{i}}-1\right) \delta n_{i} & \\
n_{i}=\frac{g_{i}}{e^{\alpha} e^{\beta \epsilon_{i}}+1} & \text { Fermi-Dirac Distribution } \\
e^{\beta\left(\epsilon_{i}-\mu\right)} \gg 1 & \text { Classical Limit } \\
f\left(\boldsymbol{\epsilon}_{i}\right) \equiv \frac{n_{i}}{g_{i}} \ll 1 & \text { Classical Limit }
\end{array}
$$

Identification of Lagrange Multipliers

$$
\begin{aligned}
d S & =k_{\mathrm{B}} d \ln W \\
& =k_{\mathrm{B}} \sum_{i}\left(\alpha+\beta \epsilon_{i}\right) d n_{i} \\
& =k_{\mathrm{B}} \alpha d N+k_{\mathrm{B}} \beta d U
\end{aligned}
$$

$$
\beta=\frac{1}{k_{B} T}, \quad \alpha=-\beta \mu \quad \text { Lagrange Multipliers }
$$

Specific Heat of a Solid-Classical Theory

$$
\begin{aligned}
& \bar{\epsilon}_{0}=k_{\mathrm{B}} T \\
& U=N\left(3 \bar{\epsilon}_{a}=N\left(3 \bar{\epsilon}_{0}\right)=3 n R T\right. \\
& c_{v}=3 R
\end{aligned}
$$

Average Energy of Linear Oscillator Internal Energy for N-Atoms
Law of Dulong and Petit

Specific Heat of a Solid-Einstein Theory (M-B Statistics)

$$
\begin{aligned}
& \epsilon_{n}=\left(n+\frac{1}{2}\right) h v \\
& \bar{\epsilon}_{o}=\frac{1}{2} h v+\frac{h v}{e^{\beta h v}-1} \\
& \theta_{\mathrm{E}}=\frac{h v}{k_{\mathrm{B}}}=\beta h v T \\
& u=3 N_{o} h v\left[\frac{1}{2}+\left(e^{\theta_{\mathrm{E}} / T}\right.\right. \\
& c_{v}=\frac{3 R\left(\theta_{\mathrm{E}} / T\right)^{2} e^{\theta_{\mathrm{E}} / T}}{\left(e^{\theta_{\mathrm{E}} / T}-1\right)^{2}}
\end{aligned}
$$

Linear Oscillator Eigenvalues
Average Energy-Quantized Oscillator
Einstein's Characteristic Temperature

$$
u=3 N_{o} h v\left[\frac{1}{2}+\left(e^{\theta_{E} / T}-1\right)^{-1}\right] \quad \text { Molal Specific Internal Energy }
$$

Einstein's Specific Heat Formula

Specific Heat of a Solid-Debye Theory (Phonon Statistics)

$$
\begin{array}{rlrl}
\epsilon & =h v & \text { Phonon/Photon Energy Quantization } \\
v_{s} & =\lambda v & & \text { Phonon Speed } \\
p & =\frac{h}{\lambda}=\frac{h v}{v_{s}} & \text { Phonon Momentum } \\
\frac{1}{v_{s}^{3}}=\frac{1}{v_{l}^{3}}+\frac{2}{v_{t}^{3}} & \text { Phonon Speed-Elastic Waves } \\
3 N & =\int_{0}^{v_{\mathrm{m}}} g(v) d v & & \text { Normalization of Phonon States } \\
\theta_{\mathrm{D}} \equiv \beta h v_{\mathrm{m}} T=x_{\mathrm{m}} T & \text { Debye Characteristic Temperature } \\
U=\int_{0}^{v_{\mathrm{m}}} \frac{h v g(v) d v}{e^{\beta h v}-1} & \\
& =\frac{9 n R T^{4}}{\theta_{\mathrm{D}}^{3}} \int_{0}^{\theta_{\mathrm{D}} / T} \frac{x^{3} d x}{e^{x}-1} & & \text { Internal Energy }
\end{array}
$$

$$
\begin{array}{ll}
c_{v}=9 R\left[4\left(\frac{T}{\theta_{\mathrm{D}}}\right)^{3} \int_{0}^{\theta_{\mathrm{D}} / T} \frac{x^{3} d x}{e^{x}-1}-\frac{\theta_{\mathrm{D}} / T}{e^{\theta_{\mathrm{D}} / T}-1}\right] \\
c_{v}=3 R, \quad T \gg \theta_{\mathrm{D}} & \text { High Temperature Limit } \\
c_{v}=\frac{12 \pi^{4} R}{5}\left(\frac{T}{\theta_{\mathrm{D}}}\right)^{3}, T \ll \theta_{\mathrm{D}} & \text { Low Temperature Limit }
\end{array}
$$

## Blackbody Radiation (Photon Statistics)

$$
\begin{aligned}
& d \mathbf{u}_{v}=\mathbf{u}(v) d v=\frac{\epsilon n(v) d v}{V} \\
& =\frac{\epsilon g(v) d v}{V\left(e^{\beta \epsilon}-1\right)} \\
& \mathbf{u}(v) d v=\frac{8 \pi h}{c^{3}} \frac{v^{3} d v}{e^{\beta h v}-1} \\
& \mathbf{u}(v) d v=\frac{8 \pi}{c^{3}} k_{\mathrm{B}} T v^{2} d v \\
& \mathbf{u}(v) d v=\frac{8 \pi h}{c^{3}} v^{3} e^{-\beta h v} d v \\
& \mathbf{u}=\frac{8 \pi^{5} k_{\mathrm{B}}^{4}}{15 h^{3} c^{3}} T^{4}=\sigma T^{4}
\end{aligned}
$$

Spectral Energy DensityPlanck Radiation Formula

$$
\mathbf{u}(v) d v=\frac{8 \pi}{c^{3}} k_{\mathrm{B}} T v^{2} d v \quad \text { Rayleigh-Jeans Formula }
$$

$$
\mathbf{u}(v) d v=\frac{8 \pi h}{c^{3}} v^{3} e^{-\beta h v} d v \quad \text { Wien Formula }
$$

## Free Electron Theory of Metals (F-D Statistics)

$$
\begin{array}{rlr}
g(\epsilon) d \boldsymbol{\epsilon} & =D(\boldsymbol{\epsilon}) d \boldsymbol{\epsilon} & \\
& =\frac{V}{2 \pi^{2}}\left(2 m \hbar^{2}\right)^{3 / 2} \epsilon^{1 / 2} d \epsilon & \\
& =\frac{3}{2} N \epsilon_{\mathrm{F}}^{-3 / 2} \epsilon^{1 / 2} d \boldsymbol{\epsilon} & \text { Degeneracy/Density of States } \\
N=\int_{0}^{\epsilon_{\mathrm{F}}} g(\epsilon) d \boldsymbol{\epsilon} & \text { Normalization of Quantum States } \\
\epsilon_{\mathrm{F}}=\frac{\hbar^{2}}{2 m}\left(3 \pi^{2} \eta\right)^{2 / 3} & & \\
= & \frac{\hbar^{2}}{2 m}\left(\frac{3 \pi^{2} N_{o} \rho}{M}\right)^{2 / 3} & \text { Fermi Energy }
\end{array}
$$

$$
\begin{array}{rlrl}
u_{\mathrm{F}} & \equiv\left(\frac{2 \epsilon_{\mathrm{F}}}{m_{e}}\right)^{1 / 2} & & \text { Fermi Velocity } \\
T_{\mathrm{F}} & \equiv \frac{\epsilon_{\mathrm{F}}}{k_{\mathrm{B}}} & & \text { Fermi Temperatures } \\
n(\epsilon) d \epsilon=\frac{(3 / 2) N \epsilon_{\mathrm{F}}^{-3 / 2} \epsilon^{1 / 2} d \epsilon}{e^{\beta\left(\epsilon-\epsilon_{\mathrm{F}}\right)}+1} & \text { Distribution of Electron Energies } \\
U_{e} & =\frac{3}{2} N \epsilon_{\mathrm{F}}^{-3 / 2} \int_{0}^{\infty} \frac{\epsilon^{3 / 2} \frac{e^{\beta}}{\beta\left(\epsilon-\epsilon_{\mathrm{F}}\right)}+1}{} & \text { Electronic Internal Energy } \\
U_{e} & =\frac{3}{5} N \epsilon_{\mathrm{F}}, \quad T=0 \mathrm{~K} & & \text { Internal Energy-Low Temperatures } \\
U_{e} & =N_{\mathrm{eff}} \frac{3}{2} k_{\mathrm{B}} T & & \\
& =g\left(\epsilon_{\mathrm{F}}\right) k_{\mathrm{B}} T \frac{3}{2} k_{\mathrm{B}} T & & \\
& =\frac{9}{4} n R \frac{k_{\mathrm{B}}}{\epsilon_{\mathrm{F}}} T^{2} & & \text { Effective Internal Energy } \\
c_{v-e} & =\frac{9}{2} \frac{k_{\mathrm{B}} T}{\epsilon_{\mathrm{F}}} R & & \text { Effective Molal Specific Thermal Capacity }
\end{array}
$$

## Problems

12.1 Consider a system of $N=4$ particles in a $\mu$-space consisting of one energy level $\epsilon_{1}$ having degeneracy $g_{1}=6$. Calculate the thermodynamic probability for the one allowed macrostate for M-B, B-E, and F-D statistics and determine the value for $N$ of Equation 12.8 for each case.

Solution:
With $N=4, g_{1}=6$, and $n_{1}=4$, the M-B, B-E, and F-D thermodynamic probabilities are given by

$$
\begin{aligned}
W_{\mathrm{M}-\mathrm{B}} & =N!\Pi_{i} \frac{g_{i}^{n_{i}}}{n_{i}!} \\
& =\frac{4!6^{4}}{4!} \\
& =1296, \\
W_{\mathrm{B}-\mathrm{E}} & =\Pi_{i} \frac{\left(n_{i}+g_{i}-1\right)!}{\left(g_{i}-1\right)!n_{i}!} \\
& =\frac{(4+6-1)!}{(6-1)!4!}
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{9!}{5!4!} \\
& =126, \\
W_{\mathrm{F}-\mathrm{D}} & =\Pi_{i} \frac{g_{i}!}{\left(g_{i}-n_{i}\right)!n_{i}!} \\
& =\frac{6!}{(6-4)!4!} \\
& =\frac{6!}{2!4!} \\
& =15 .
\end{aligned}
$$

Since there are only $g_{1}=6$ ways of placing all the particles in one quantum state for M-B and B-E statistics (recall that the Pauli exclusion principle is not applicable in these cases), then from the above results and Equation 12.8 we obtain

$$
\begin{aligned}
& \mathcal{N}_{M-B}=\frac{6 / 1296}{1290 / 1296}=\frac{1}{215}, \\
& \mathcal{N}_{\text {B-E }}=\frac{6 / 126}{120 / 126}=\frac{1}{20} .
\end{aligned}
$$

Of course, for F-D statistics we have

$$
\mathcal{N}_{\mathrm{F}-\mathrm{D}}=\frac{0 / 15}{15 / 15}=0 .
$$

12.2 Consider a system of $N=3$ particles in a $\mu$-space consisting of two energy levels having degeneracies given by $g_{1}=2, g_{2}=4$. Determine the number of microstates associated with each allowed macrostate for M-B, B-E, and F-D statistics.

Answer: 8, 48, 96, 64; 4, 12, 20, 20; 4, 12
12.3 Assuming $n_{i}+g_{i} \gg 1$, derive an expression for the logarithm of the Bose-Einstein thermodynamic probability

## Solution:

Assuming $n_{i}+g_{i} \gg 1$, the B-E thermodynamic probability of Equation 12.10 reduces to

$$
W_{\mathrm{B}-\mathrm{E}}=\Pi_{i} \frac{\left(n_{i}+g_{i}\right)!}{\left(g_{i}-1\right)!n_{i}!},
$$

from which $1 \mathrm{n} W_{\text {B-E }}$ is easily determined using Stirling's approximation, that is,

$$
\ln W_{\mathrm{B}-\mathrm{E}}=\sum_{i}\left[\ln \left(n_{i}+g_{i}\right)!-\ln \left(g_{i}-1\right)!-\ln n_{i}!\right]
$$

$$
\begin{aligned}
= & \sum_{i}\left[\left(n_{i}+g_{i}\right) \ln \left(n_{i}+g_{i}\right)-\left(n_{i}+g_{i}\right)-\left(g_{i}-1\right) \ln \left(g_{i}-1\right)\right. \\
& \left.\quad+\left(g_{i}-1\right)-n_{i} \ln n_{i}+n_{i}\right] \\
= & \sum_{i}\left[\left(n_{i}+g_{i}\right) \ln \left(n_{i}+g_{i}\right)-\left(g_{i}-1\right) \ln \left(g_{i}-1\right)-1-n_{i} \ln n_{i}\right] .
\end{aligned}
$$

This result should be compared with that given by Equation 12.19.
12.4 Using the result of Problem 12.3, derive an expression for $\delta \ln W_{\text {B-E }}$ Answer: $\quad \delta \ln W_{\text {B-E }}=\sum_{i}\left[\ln \left(n_{i}+g_{i}\right)-\ln n_{i}\right] \delta n_{i}$
12.5 Starting with Equation 12.36 and using Equations 12.13 and 12.16, show that for any statistics $\beta=1 / k_{\mathrm{B}} T$ and $\alpha=-\beta \mu$.

## Solution:

Since the method of the most probable distribution results in a relation of the form (Equation 12.13)

$$
d \ln W=0=\sum_{i} f\left(n_{i}, g_{i}\right) d n_{i},
$$

then Equation 12.36,

$$
d S=k_{\mathrm{B}} d \ln W,
$$

can be expressed as

$$
d S=k_{\mathrm{B}} \sum_{i} f\left(n_{i}, g_{i}\right) d n_{i} .
$$

But, from Equation 12.16,

$$
\sum_{i}\left[f\left(n_{i}, g_{i}\right)-\alpha-\beta \epsilon_{i}\right] d n_{i}=0
$$

we obtain

$$
\begin{aligned}
\sum_{i} f\left(n_{i}, g_{i}\right) d n_{i} & =\sum_{i}\left(\alpha+\beta \epsilon_{i}\right) d n_{i} \\
& =\alpha d N+\beta d U,
\end{aligned}
$$

and the differential entropy becomes

$$
d S=k_{\mathrm{B}} \beta d U+k_{\mathrm{B}} \alpha d N .
$$

A comparison of this result with the combined first and second laws of thermodynamics in the form

$$
d S=\frac{1}{T} d U+\frac{p}{T} d V-\frac{\mu}{T} d N
$$

immediately yields

$$
\beta=\frac{1}{k_{B} T},
$$

$$
\alpha=-\frac{\mu}{k_{\mathrm{B}} T}=-\beta \mu .
$$

12.6 Using Maxwell-Boltzmann statistics, expand the partition function $Z_{o}$ for the quantized linear harmonic oscillator and simplify it using the geometric series of Equation 12.57.

Answer: $\quad Z_{0}=\frac{e^{-\frac{1}{2} \beta h v}}{1-e^{-\beta h \nu}}$
12.7 Derive the equation for the average energy of an quantized linear harmonic oscillator, using the result of Problem 12.6 and the equality $\bar{\epsilon}_{\mathrm{o}}=-\partial \ln Z_{\mathrm{o}} / \partial \beta$

## Solution:

With the expression of the partition function for the quantized linear harmonic oscillator given by

$$
Z_{\mathrm{o}}=\frac{e^{-\frac{1}{2} \beta h v}}{1-e^{-\beta h v}}
$$

the average oscillator energy is determined by

$$
\begin{aligned}
\bar{\epsilon}_{o} & =-\frac{\partial}{\partial \beta} \ln Z_{o} \\
& =-\frac{\partial}{\partial \beta}\left[-\frac{1}{2} \beta h v-\ln \left(1-e^{-\beta h v}\right)\right] \\
& =\frac{1}{2} h v+\frac{h v e^{-\beta h v}}{1-e^{-\beta h v}} \\
& =\frac{1}{2} h v+\frac{h v}{e^{\beta h v}-1}
\end{aligned}
$$

12.8 Using the Boltzmann distribution and the partition function $Z_{\mathrm{o}}$ of Problem 12.6, derive a relation for the fractional number of quantized oscillators in the $i$ th energy level, $n_{i} / N$, in terms of the Einstein characteristic temperature $\theta_{\mathrm{E}}$.

Answer: $\quad \frac{n_{i}}{N}=\left(1-e^{-\theta_{\mathrm{E}} / T}\right) e^{-n \theta_{\mathrm{E}} / T}$
12.9 Using the result for Problem 12.8, determine $n_{i} / N$ for the quantized linear oscillator for the four lowest energy levels when $\theta_{\mathrm{E}}=T$.

Solution:
With the fractional number of oscillators in the ith level expressed by

$$
\frac{n_{i}}{N}=\left(1-e^{-\theta_{\mathrm{E}} / T}\right) e^{-n \theta_{\mathrm{E}} / T}
$$

then for $\theta_{\mathrm{E}}$ we have

$$
\begin{aligned}
\frac{n_{i}}{N} & =\left(1-e^{-1}\right) e^{-n} \\
& =(0.6321) e^{-n}
\end{aligned}
$$

Consequently, $n_{i} / N$ for the four lowest energy levels $(n=0,1,2,3)$ is

$$
\begin{aligned}
& \frac{n_{0}}{N}=(0.6321) e^{-0}=0.6321 \\
& \frac{n_{1}}{N}=(0.6321) e^{-1}=0.2325 \\
& \frac{n_{2}}{N}=(0.6321) e^{-2}=0.0855 \\
& \frac{n_{3}}{N}=(0.6321) e^{-3}=0.0315
\end{aligned}
$$

Thus, about 63 percent of the oscillators are in the lowest energy level when $\theta_{\mathrm{E}}=T$.
12.10 Allowing $\theta_{\mathrm{E}}=2 T$, evaluate $n_{i} / N$ for the quantized linear oscillator for the four lowest energy levels

$$
\text { Answer: } \quad 0.8647,0.1170,0.0158,0.0021
$$

12.11 Consider each atom of a solid to be represented by three quantized linear harmonic oscillators, and derive an expression for the entropy $S_{\mathrm{M}-\mathrm{B}}$ of the solid in terms of the Einstein characteristic temperature.

## Solution:

For Maxwell-Boltzmann statistics the entropy is given by Equation 11.75,

$$
S_{\mathrm{M}-\mathrm{B}}=\frac{U}{T}+N k_{\mathrm{B}} \ln \mathrm{Z}
$$

Expressing the internal energy by

$$
U=N \bar{\epsilon}_{\mathrm{a}}=3 N \bar{\epsilon}_{\mathrm{o}}
$$

and using

$$
\frac{1}{T}=k_{\mathrm{B}} \beta
$$

the expression for entropy becomes

$$
S_{\mathrm{M}-\mathrm{B}}=3 N k_{\mathrm{B}}\left(\beta \bar{\epsilon}_{\mathrm{o}}+\ln Z_{\mathrm{o}}\right)
$$

It should be noted that we have used

$$
\ln Z=3 \ln Z_{0}
$$

since

$$
\bar{\epsilon}=-\frac{\partial \ln Z}{\partial \beta}
$$

suggests that

$$
3 \bar{\epsilon}_{\mathrm{o}}=-\frac{\partial}{\partial \beta}\left(3 \ln Z_{\mathrm{o}}\right)
$$

Now, with $\bar{\epsilon}$ given by Equation 12.61,

$$
\bar{\epsilon}_{\mathrm{o}}=\frac{1}{2} h v+\frac{h v}{e^{\beta h v}-1}
$$

and in $1 \mathrm{n} Z_{\mathrm{o}}$ given by (see result of Problem 12.6)

$$
\begin{aligned}
\ln Z_{o} & =\ln \left(\frac{e^{-\frac{1}{2} \beta h v}}{1-e^{-\beta h v}}\right) \\
& =-\frac{1}{2} \beta h v-\ln \left(1-e^{-\beta h v}\right)
\end{aligned}
$$

the expression for entropy becomes

$$
S_{\mathrm{M}-\mathrm{B}}=3 N k_{\mathrm{B}}\left[\frac{\beta h v}{e^{\beta h v}-1}-\ln \left(1-e^{-\beta h v}\right)\right] .
$$

In terms of the Einstein characteristic temperature this expression becomes

$$
S_{\mathrm{M}-\mathrm{B}}=3 N k_{\mathrm{B}}\left[\frac{\theta_{\mathrm{E}} / T}{e^{\theta_{\mathrm{E}} / T}-1}-\ln \left(1-e^{-\theta_{\mathrm{E}} / T}\right)\right] .
$$

12.12 What does the entropy for Einstein oscillators (see Problem 12.11) approach at high temperatures $\left(T \gg \theta_{\mathrm{E}}\right)$ and at low temperatures $\left(T \ll \theta_{\mathrm{E}}\right)$ ?

Answer: $\quad S=3 N k_{\mathrm{B}}\left(1+\ln \frac{T}{\theta_{\mathrm{E}}}\right), S=0$
12.13 Express the maximum frequency $v_{\mathrm{m}}$ and characteristic temperatures $\theta_{\mathrm{D}}$ of the Debye theory in terms of the mass density $\rho$ of a solid.

## Solution:

From the Debye theory of the specific heat of a solid the cutoff frequency is obtainable from Equation 12.78 in the form

$$
v_{\mathrm{m}}=v_{s}\left(\frac{9 N}{4 \pi V}\right)^{1 / 3}
$$

where $N / V$ represents the atomic density (number of atoms per unit volume). From the definitions of mass density and number of moles (see development of Equation 12.123), the atomic density can be expressed as

$$
\begin{aligned}
\frac{N}{V} & =\frac{N}{V} \frac{M}{M} \\
& =\rho \frac{N}{M} \\
& =\rho\left(\frac{N}{N M / N_{o}}\right) \\
& =\frac{\rho N_{o}}{\mathcal{M}},
\end{aligned}
$$

with which $v_{\mathrm{m}}$ becomes

$$
v_{\mathrm{m}}=v_{s}\left(\frac{9 \rho N_{o}}{4 \pi \mathcal{M}}\right)^{1 / 3}
$$

and the Debye temperature defined by Equation 12.86 becomes

$$
\begin{aligned}
\theta_{\mathrm{D}} & =\frac{h v_{\mathrm{m}}}{k_{\mathrm{B}}} \\
& =\frac{h v_{s}}{k_{\mathrm{B}}}\left(\frac{9 \rho N_{o}}{4 \pi M}\right)^{1 / 3}
\end{aligned}
$$

12.14 Using Equation 12.79 for $v_{s}$ and the results of Problem 12.13, calculate $v_{\mathrm{m}}$ and $\theta_{\mathrm{D}}$ for aluminum, where $v_{1}=6420 \mathrm{~m} / \mathrm{s}, v_{t}=3040 \mathrm{~m} / \mathrm{s}, \rho_{\mathrm{A} 1}=$ $2.70 \times 10^{3} \mathrm{~kg} / \mathrm{m}^{3}$, and $\mathcal{M}_{\mathrm{A} 1}=26.98 \mathrm{~g} / \mathrm{mole}$. Note that specific heat measurements of aluminum give $\theta_{\mathrm{D}}=398 \mathrm{~K}$.

Answer: $\quad v_{\mathrm{m}}=8.32 \times 10^{12} \mathrm{~s}^{-1}, \theta_{\mathrm{D}}=400 \mathrm{~K}$
12.15 Calculate $v_{s}, v_{\mathrm{m}}$ and $\theta_{\mathrm{D}}$ for silver, using $v_{t}=3650 \mathrm{~m} / \mathrm{s}, v_{t}=1610$ $\mathrm{m} / \mathrm{s}, \rho_{\mathrm{Ag}}=10.5 \times 10^{3} \mathrm{~kg} / \mathrm{m}^{3}$, and $\mathcal{M}=107.87 \mathrm{~g} / \mathrm{mole}$. How does the calculated value of $\theta_{\mathrm{D}}$ compare with the value obtained from specific heat measurements of $\theta_{\mathrm{D}}=215 \mathrm{~K}$ ?

## Solution:

Using the values of $v_{t}=3650 \mathrm{~m} / \mathrm{s}$ and $v_{t}=1610 \mathrm{~m} / \mathrm{s}$, the speed of sound in silver is given by (see Equation 12.79)

$$
\begin{aligned}
v_{s} & =\left(\frac{v_{t}^{3} v_{l}^{3}}{v_{t}^{3}+2 v_{l}^{3}}\right)^{1 / 3} \\
& =\left(\frac{2.03 \times 10^{20}}{1.01 \times 10^{11}} \frac{\mathrm{~m}^{3}}{\mathrm{~s}^{3}}\right)^{1 / 3} \\
& =1.26 \times 10^{3} \frac{\mathrm{~m}}{\mathrm{~s}}
\end{aligned}
$$

With the above values for $v_{s}, \rho_{\mathrm{Ag}}$, and $\mathcal{M}_{\mathrm{Ag}}$, the maximum frequency $v_{\mathrm{m}}$ can be calculated using (see Problem 12.13)

$$
v_{\mathrm{m}}=v_{s}\left(\frac{9 \rho_{\mathrm{Ag}} \mathrm{~N}_{o}}{4 \pi \mathcal{M}_{\mathrm{Ag}}}\right)^{1 / 3}
$$

Hence, dropping units we obtain

$$
\begin{aligned}
v_{\mathrm{m}} & =v_{s}\left[\frac{9\left(10.5 \times 10^{3}\right)\left(6.02 \times 10^{23}\right)}{4(3.14)(0.10787)}\right]^{1 / 3} \\
& =\left(1.26 \times 10^{3} \frac{\mathrm{~m}}{\mathrm{~s}}\right)\left(4.16 \times 10^{28} / \mathrm{m}^{3}\right)^{1 / 3} \\
& =4.37 \times 10^{12} \mathrm{~s}^{-1},
\end{aligned}
$$

and the Debye characteristic temperature is given by

$$
\begin{aligned}
\theta_{\mathrm{D}} & =\frac{h v_{\mathrm{m}}}{k_{\mathrm{B}}} \\
& =\frac{\left(6.63 \times 10^{-34} \mathrm{~J} \cdot \mathrm{~s}\right)\left(4.37 \times 10^{12} \mathrm{~s}^{-1}\right)}{1.38 \times 10^{-23} \mathrm{~J} / \mathrm{K}} \\
& =210 \mathrm{~K}
\end{aligned}
$$

This calculated value compares favorably with the experimentally determined value of $\theta_{\mathrm{D}}=215 \mathrm{~K}$, being in error by only about 2 percent.
12.16 At 10 K the measured specific thermal capacity of copper is 0.860 $\mathrm{J} / \mathrm{kg} \cdot \mathrm{K}$, find $\theta_{\mathrm{D}}$ using the low temperature approximation given by Equation 12.94 and $M_{\mathrm{Cu}}=63.55 \mathrm{~g} / \mathrm{mole}$.

Answer: $\quad \theta_{\mathrm{D}}=329 \mathrm{~K}$
12.17 Calculate $v_{s}$ and $v_{\mathrm{m}}$ for copper, using $v_{l}=4560 \mathrm{~m} / \mathrm{s}, v_{t}=2250 \mathrm{~m} / \mathrm{s}$, $\rho_{\mathrm{Cu}}=8.96 \mathrm{~g} / \mathrm{cm}^{3}$, and $\mathcal{M}_{\mathrm{Cu}}=63.55 \mathrm{~g} / \mathrm{mole}$. Compare the calculated value of $v_{\mathrm{m}}$ with that predicted by experiment from Problem 12.16

## Solution:

With the data given and Equation 12.79 we have

$$
\begin{aligned}
v_{s} & =\left(\frac{v_{t}^{3} v_{l}^{3}}{v_{t}^{3}+2 v_{l}^{3}}\right)^{1 / 3} \\
& =1751 \frac{\mathrm{~m}}{\mathrm{~s}}
\end{aligned}
$$

and from Problem 12.13 we have

$$
\begin{aligned}
v_{\mathrm{m}} & =v_{s}\left(\frac{9 \rho_{\mathrm{Cu}} \mathrm{~N}_{o}}{4 \pi \mathcal{M}_{\mathrm{Cu}}}\right)^{1 / 3} \\
& =(1751 \mathrm{~m} / \mathrm{s})\left(3.93 \times 10^{9} \mathrm{~m}^{-1}\right) \\
& =6.88 \times 10^{12} \mathrm{~s}^{-1} .
\end{aligned}
$$

This value of $v_{\mathrm{m}}$ obtained from measurements of the velocity of sound can be compared with that obtained from specific heat measurements by using the value of $\theta_{\mathrm{D}}$ obtained in Problem 12.16. That is, with $\left(\theta_{\mathrm{D}}\right)_{\mathrm{SH}}=329 \mathrm{~K}$, then from Equation 12.86 we have

$$
\left(v_{\mathrm{m}}\right)_{\mathrm{SH}}=\frac{k_{\mathrm{B}}\left(\theta_{\mathrm{D}}\right)_{\mathrm{SH}}}{h}=6.85 \times 10^{12} \mathrm{~s}^{-1} .
$$

The value obtained using velocity of sound data differs from that obtained from specific heat measurements by only

$$
\frac{v_{\mathrm{m}}-\left(v_{\mathrm{m}}\right)_{\mathrm{SH}}}{\left(v_{\mathrm{m}}\right)_{\mathrm{SH}}}=0.00438
$$

12.18 Find the density of photon states in the energy interval between $\epsilon$ and $\epsilon+d \epsilon$ for blackbody radiation.

Answer: $g(\epsilon) d \epsilon=\frac{8 \pi V}{h^{3} c^{3}} \epsilon^{2} d \epsilon$
12.19 Express the spectral energy density for blackbody radiation in terms of wavelength.

## Solution:

To express the Planck radiation formula,

$$
d \mathbf{u}_{v}=\mathbf{u}(v) d v=\frac{8 \pi h}{c^{3}} \frac{v^{3} d v}{e^{\beta h v}-1}
$$

in terms of wavelength $\lambda$ rather than frequency $v$, note that

$$
v=\frac{c}{\lambda} \rightarrow d \nu=-\frac{c}{\lambda^{2}} d \lambda
$$

Further, since an increase in wavelength corresponds to a decrease in frequency,

$$
\mathbf{u}(v) d v=-\mathbf{u}(\lambda) d \lambda
$$

then direct substitution of the above three relations in the equation for $\mathbf{u}(v) d v$ gives

$$
d \mathbf{u}_{\lambda}=\mathbf{u}(\lambda) d \lambda=\frac{\left(8 \pi h c \lambda^{5}\right) d \lambda}{e^{\beta h c / \lambda}-1}
$$

12.20 Using the result of Problem 12.19, find the value of the wavelength for which the spectral energy density is a maximum. That is, consider $d \mathbf{u}(\lambda) / d \lambda=0$ and solve for $\lambda \equiv \lambda_{\max }$ to obtain an expression of the form $\lambda_{\max } T=$ CONSTANT, which is known as the Wien displacement law.

$$
\text { Answer: } \quad \lambda_{\max } T=2.8977 \times 10^{-3} \mathrm{~m} \cdot \mathrm{~K}
$$

12.21 Consider a boson gas of $N$ particles confined to a volume $V$. Show that the Lagrange multiplier $\alpha$ is an increasing function of temperature $T$, by normalizing the system.

## Solution:

The normalization condition in statistical mechanics is given by (see Equation 11.116 and Problem 11.18)

$$
N=\int_{0}^{\infty} d n_{\epsilon},
$$

where for a boson gas the Bose-Einstein distribution (Equation 12.21) gives

$$
d n_{\epsilon}=n(\epsilon) d \epsilon=\frac{g(\epsilon) d \epsilon}{e^{\alpha} e^{\beta \epsilon}-1}
$$

for a continuous distribution of energy. The degeneracy of quantum states can be obtained by using the arguments that led to Equation 11.95,

$$
g(p) d p=\frac{4 \pi V}{h^{3}} p^{2} d p
$$

This expression for degeneracy can be transformed in terms of energy by using (see discussion following Equation 12.115)

$$
p=(2 m \epsilon)^{1 / 2} \rightarrow d p=m(2 m \epsilon)^{-1 / 2} d \epsilon
$$

to obtain

$$
\begin{aligned}
g(\epsilon) d \epsilon & =2 \frac{2 \pi V}{h^{3}} 2 m \epsilon m 2^{-1 / 2} m^{-1 / 2} \epsilon^{-1 / 2} d \epsilon \\
& =\frac{2 \pi V}{h^{3}}(2 m)^{3 / 2} \epsilon^{1 / 2} d \epsilon .
\end{aligned}
$$

Now, substitution of $d n_{\epsilon}$ and $g(\epsilon) d \epsilon$ into the normalization integral gives

$$
N=\frac{2 \pi V}{h^{3}}(2 m)^{3 / 2} \int_{0}^{\infty} \frac{\epsilon^{1 / 2} d \epsilon}{e^{\alpha} e^{\beta \epsilon}-1} .
$$

Letting the variable of the integral be the quantity

$$
x=\beta \epsilon \rightarrow d x=\beta d \epsilon,
$$

we obtain

$$
N=\frac{2 \pi V}{h^{3}}\left(2 m k_{\mathrm{B}} T\right)^{3 / 2} \int_{0}^{\infty} \frac{x^{1 / 2} d x}{e^{\alpha} e^{x}-1} .
$$

This equation implicitly defines $\alpha$ as a function of $T$. Since $N$ is finite, as $T$ increases the integral must correspondingly decrease, which means that $\alpha$ must increase. Further, the integral must always converge for $N$ to be finite, so $\alpha$ can never be a negative quantity.
12.22 Find the lowest possible temperature $T_{0}$ of the boson gas of Problem 12.21 that is consistent with Bose-Einstein statistics. Express $T_{0}$ in terms of the particle density $\eta \equiv N / V$ and the Einstein energy-mass relation $\boldsymbol{\epsilon}=m c^{2}$.

Answer: $\quad T_{0}=\left(2.42 \times 10^{-28} \mathrm{JKm}^{2}\right) \eta^{2 / 3} \epsilon^{-1}$
12.23 Consider a fermion gas of $N$ spin- $\frac{1}{2}$ particles confined to a volume $V$. Show that the Lagrange multiplier $\alpha$ is an increasing function of temperature $T$.

## Solution:

This problem is similar to that of Problem 12.21, except now the Fermi-Dirac distribution (Equation 12.25)

$$
d n_{\epsilon}=\frac{g(\epsilon) d \epsilon}{e^{\alpha} e^{\beta \epsilon}+1}
$$

must be used for a continuous distribution of energy. The degeneracy $g(\epsilon) d \epsilon$ must be multiplied by a factor of two in this case for spin- $\frac{1}{2}$ fermions (see Equation 12.115), so we have

$$
g(\epsilon) d \epsilon=\frac{4 \pi V}{h^{3}}(2 m)^{3 / 2} \epsilon^{1 / 2} d \epsilon
$$

by analogy with Problem 12.21. Thus, the normalization condition is

$$
\begin{aligned}
N & =\int_{0}^{\infty} d n_{\epsilon}=\frac{4 \pi V}{h^{3}}(2 m)^{3 / 2} \int_{0}^{\infty} \frac{\epsilon^{1 / 2} d \epsilon}{e^{\alpha} e^{\beta \epsilon}+1} \\
& =\frac{4 \pi V}{h^{3}}\left(2 m k_{\mathrm{B}} T\right)^{3 / 2} \int_{0}^{\infty} \frac{x^{1 / 2} d x}{e^{\alpha} e^{x}+1},
\end{aligned}
$$

where $x=\beta \epsilon \rightarrow d x=\beta d \epsilon$ was used in obtaining the final expression. That $\alpha$ is an increasing function of $T$ follows by the arguments of Problem 12.21.
12.24 Derive an equation for the Fermi energy of conduction electrons in terms of the electron density $\eta$, and find $\epsilon_{\mathrm{F}}$ for sodium using the data from Appendix B.

Answer: $\quad \epsilon_{\mathrm{F}}=\frac{\hbar^{2}}{2 m}\left(3 \pi^{2} \eta\right)^{2 / 3}=3.13 \mathrm{eV}$
12.25 Find the Fermi energy, velocity, and temperature for electrons in copper using the data of Appendix B.

## Solution:

With $\rho_{\mathrm{Cu}}=8.96 \mathrm{~g} / \mathrm{cm}^{3}, \mathcal{M}_{\mathrm{Cu}}=63.546 \mathrm{~g} / \mathrm{mole}$, and

$$
{ }_{29} \mathrm{Cu}: 1 s^{2} 2 s^{2} 2 p^{6} 3 s^{2} 3 p^{6} 4 s^{2} 3 d^{10} 4 p^{1},
$$

Equation 12.123 gives the electron density as

$$
\begin{aligned}
\eta & =\frac{N_{o} \rho}{\mathcal{M}} \\
& =\left(6.02 \times 10^{23} \text { electrons } / \mathrm{mole}\right) \frac{\left(8.96 \mathrm{~g} / \mathrm{cm}^{3}\right)}{(63.546 \mathrm{~g} / \mathrm{mole})} \\
& =8.49 \times 10^{22} \frac{\text { electrons }}{\mathrm{cm}^{2}} \\
& =8.49 \times 10^{28} \frac{\text { electrons }}{\mathrm{m}^{3}}
\end{aligned}
$$

from which the Fermi energy is given by Equation 12.124 as

$$
\begin{aligned}
\epsilon_{\mathrm{F}} & =\frac{\hbar^{2}}{2 m}\left(3 \pi^{2} \eta\right)^{2 / 3} \\
& =\left(6.05 \times 10^{-39} \mathrm{~J} \cdot \mathrm{~m}^{2}\right)\left(2.51 \times 10^{30} \mathrm{~m}^{-3}\right)^{2 / 3} \\
& =\left(6.05 \times 10^{-39} \mathrm{~J} \cdot \mathrm{~m}^{2}\right)\left(1.85 \times 10^{20} \mathrm{~m}^{-2}\right) \\
& =1.12 \times 10^{-18} \mathrm{~J}=7.00 \mathrm{eV} .
\end{aligned}
$$

Now, from Equation 12.125 we obtain

$$
\begin{aligned}
v_{\mathrm{F}} & =\left(\frac{2 \epsilon_{\mathrm{F}}}{m_{e}}\right)^{1 / 2} \\
& =\left[\frac{2\left(1.12 \times 10^{-18} \mathrm{~J}\right)}{9.11 \times 10^{-31} \mathrm{~kg}}\right]^{1 / 2} \\
& =1.57 \times 10^{6} \frac{\mathrm{~m}}{\mathrm{~s}}
\end{aligned}
$$

for the Fermi velocity, and from Equation 12.126 we have

$$
\begin{aligned}
T_{\mathrm{F}} & =\frac{\epsilon_{\mathrm{F}}}{k_{\mathrm{B}}} \\
& =\frac{1.12 \times 10^{-18} \mathrm{~J}}{1.38 \times 10^{-23} \mathrm{~J} / \mathrm{K}} \\
& =8.12 \times 10^{4} \mathrm{~K}
\end{aligned}
$$

for the Fermi temperature.
12.26 Find the Fermi energy and temperature for electrons in silver, using the data of Appendix B. Consider the effective mass of an electron in silver to be $0.99 m_{e}$.

Answer: $\epsilon_{\mathrm{F}}=5.50 \mathrm{eV}, T_{\mathrm{F}}=6.38 \times 10^{4} \mathrm{~K}$
12.27 The effective mass of an electron in zinc is $0.85 m_{e}$. Find the Fermi energy, the average energy per electron at absolute zero, and the temperature necessary for an ideal gas molecule (classical theory) to have energy $\epsilon_{\mathrm{F}}$.

## Solution:

With the ground state electronic configuration of zinc given by

$$
{ }_{30} \mathrm{Zn}: 1 s^{2} 2 s^{2} 2 p^{6} 3 s^{2} 3 p^{6} 4 s^{2} 3 d^{10} 4 p^{2},
$$

we consider there to be two $4 p$ electrons liberated as conduction electrons. Thus, with $\rho_{\mathrm{Zn}}=7.13 \mathrm{~g} / \mathrm{cm}^{3}$ and $M_{\mathrm{Zn}}=65.38 \mathrm{~g} /$ mole from Appendix B, the electron density (see Equation 12.123 multiplied by two) is

$$
\begin{aligned}
\eta & =\frac{2 N_{o} \rho}{\mathcal{M}} \\
& =1.31 \times 10^{29} \frac{\text { electrons }}{\mathrm{m}^{3}}
\end{aligned}
$$

Taking the effective mass into account, Equation 12.124 for the Fermi energy becomes

$$
\begin{aligned}
\epsilon_{\mathrm{F}} & =\frac{\hbar^{2}}{2 m_{\text {eff }}}\left(3 \pi^{2} \eta\right)^{2 / 3} \\
& =\frac{6.05 \times 10^{-39} \mathrm{~J} \cdot \mathrm{~m}^{2}}{0.85}\left(3.87 \times 10^{30} \mathrm{~m}^{-3}\right)^{2 / 3} \\
& =\left(7.12 \times 10^{-39} \mathrm{~J} \cdot \mathrm{~m}^{2}\right)\left(2.46 \times 10^{20} \mathrm{~m}^{-2}\right) \\
& =1.75 \times 10^{-18} \mathrm{~J} \\
& =10.9 \mathrm{eV} .
\end{aligned}
$$

Using this value for the Fermi energy, the average energy per electron is given by (see Equation 12.135)

$$
\begin{aligned}
\bar{\epsilon}_{e} & =\frac{3}{5} \epsilon_{\mathrm{F}} \\
& =1.05 \times 10^{-18} \mathrm{~J} \\
& =6.56 \mathrm{eV} .
\end{aligned}
$$

For a classical ideal gas molecule to have this same energy, the gas would have to be at a temperature of (also see Equation 12.136)

$$
\begin{aligned}
T & =\frac{2}{3} \frac{\bar{\epsilon}_{e}}{k_{\mathrm{B}}} \\
& =\frac{2}{3} \frac{1.05 \times 10^{-18} \mathrm{~J}}{1.38 \times 10^{-23} \mathrm{~J} / \mathrm{K}} \\
& =5.07 \times 10^{4} \mathrm{~K} .
\end{aligned}
$$

12.28 Find the Fermi energy and electronic specific heat of aluminum at $25^{\circ} \mathrm{C}$. Consider all $M$-shell electrons in an aluminum atom to contribute to the conduction electrons and take the electron effective mass to be $0.97 m_{e}$.

Answer: $\quad \epsilon_{\mathrm{F}}=11.9 \mathrm{eV}, c_{v-e}=\left(1.06 \times 10^{-2}\right) R$
12.29 In a semiconductor the Fermi energy is in the energy gap $\epsilon_{g}$ between the valence and conduction bands. Assuming $\epsilon-\epsilon_{\mathrm{F}}=\frac{1}{2} \epsilon_{g}, \epsilon_{g}=1 \mathrm{eV}$ and $T=25^{\circ} \mathrm{C}$, show that the Fermi-Dirac distribution for conduction electrons reduces to the Maxwell-Boltzmann distribution.

## Solution:

With $\epsilon=0$ being the lowest energy state in the conduction band, the Fermi-Dirac distribution of Equation 12.129 becomes

$$
\begin{aligned}
n(\boldsymbol{\epsilon}) & =\frac{g(\boldsymbol{\epsilon})}{e^{\beta\left(\boldsymbol{\epsilon}-\epsilon_{\mathrm{F}}\right)}+1} \\
& =\frac{g(\boldsymbol{\epsilon})}{e^{\frac{1}{2} \epsilon_{g} / k_{\mathrm{B}} T}+1} \\
& =\frac{g(\boldsymbol{\epsilon})}{e^{(0.5 \mathrm{eV}) /\left(1.38 \times 10^{-23} \mathrm{~J} / \mathrm{K}\right)(298 \mathrm{~K})}+1} \\
& =\frac{g(\boldsymbol{\epsilon})}{e^{(0.5 \mathrm{eV}) /\left(2.57 \times 10^{-2} \mathrm{eV}\right)}+1} \\
& =\frac{g(\boldsymbol{\epsilon})}{e^{19.5}+1} \\
& \approx \frac{g(\boldsymbol{\epsilon})}{e^{19.5}}
\end{aligned}
$$

Since the exponential $e^{19.5}=2.94 \times 10^{8}$ is much greater than 1 , the result using the Fermi-Dirac distribution reduces to that predicted by the Maxwell-Boltzmann distribution of Equation 11.45,

$$
n(\epsilon)=\frac{g(\epsilon)}{e^{\alpha} e^{\beta \epsilon}},
$$

with $\alpha$ replaced by $-\beta \epsilon_{\mathrm{F}}$.
12.30 Compute the occupation index for conduction electrons in germanium, assuming $\epsilon_{\mathrm{F}}=\frac{1}{2} \epsilon_{g}, \epsilon=\epsilon_{g}, \epsilon_{g}=0.7 \mathrm{eV}$, and $T=25^{\circ} \mathrm{C}$.

Answer: $\quad f(\epsilon)=1.24 \times 10^{-6}$

## APPENDIXA

## Basic Mathematics

The mathematical symbols and formulas presented here are all that is required for a successful study of this textbook. Some of the formulas will not be explicitly utilized in this text, but are presented for completeness in the mathematics review of algebra, trigonometry, and introductory calculus. The theme throughout this mathematical review is for commonly used formulas to be initially presented and discussed, with other infrequently used mathematical relationships being derived from knowledge of these basic identities.

## A.I Mathematical Symbols

$\equiv$ defined by
$=$ equal to
$\neq$ not equal to
$\approx$ approximately equal to
$\propto$ proportional to
$>$ greater than
$\gg$ much greater than
$<$ less than
$\ll$ much less than
$\geq$ greater than or equal to
$\leq$ less than or equal to
$\rightarrow$ implying, yielding, approaching
$\Delta$ change in
$\infty$ infinity

## A. 2 Exponential Operations

The quantity $x^{\mathrm{n}}$ is referred to as an algebraic exponential, where $n$ is the exponent and the base $x$ has been raised to the $n$th power. The most trivial exponential involves any base $x$ raised to the zeroth power, as given by

$$
x^{0} \equiv 1
$$

Multiplication
where a number $x$ raised to the $n$th power is multipled by the same number or base raised to the $m$ th power by simply adding the exponents. The exponentials are additive for the multiplication of numbers having the same base, but there is no way of simplifying an expression like

$$
x^{n} y^{m}=x^{n} y^{m},
$$

since the bases are different. If the expression contained dissimilar bases but identical exponents, then the rule is

$$
x^{n} y^{n}=(x y)^{n} .
$$

Further, an exponential number can also be raised to the $m$ th power, according to the rule

$$
\left(x^{n}\right)^{m}=x^{n m},
$$

where $n m$ represents an implied product of the exponents.
Changing the sign of the exponent on an exponential number in the numerator of an expression allows it to be represented in the denominator or vice versa, as given by the rule.

$$
\text { or } \quad \frac{1}{x^{-n}}=x^{n}
$$

Negative exponents are primarily used to indicate division, since by combining this definition with the multiplication principle the rule for division of exponents is obviously given by

Division

$$
\frac{x^{n}}{x^{m}}=x^{n-m} .
$$

Another commonly used property of exponential numbers employs fractional exponents to indicate roots. By definition
Fractional Exponents

$$
x^{1 / n}=\sqrt[n]{x},
$$

which means that $x$ to the fractional exponent of $1 / n$ is equal to the $n$th root of $x$.

## A. 3 Logarithmic Operations

For an exponential equation of the form

$$
y=a^{x},
$$

Exponential Equation

the value of the exponent is obtained by taking the logarithm to the base $a$ of $y$, as given by

$$
x=\log _{a} y .
$$

This equation represents a common logarithm for $a=10$ and natural logarithm for $a=e$, where $e=2.71828$. Normally the subscript is omitted by adopting the convention

$$
x=\log y
$$

to represent a common logarithm $(\log )$ and

$$
x^{\prime}=\ln y
$$

to mean the natural logarithm $(\ln )$, where of course
and

$$
\begin{gathered}
\ln e=1, \quad \log 10=1 \\
\ln 1=\log 1=0
\end{gathered}
$$

Since logarithms are exponents, exponential properties are also properties of logarithms. There are essentially three basic principles, which are stated in general below, with the base of the logarithm being deleted.

1. The logarithm of the product of two numbers equals the sum of their logarithms,

$$
\log x y=\log x+\log y
$$

2. The logarithm of the ratio (quotient) of two numbers is equal to the difference of the logarithm of the numerator and the logarithm of the denominator,

$$
\log \frac{x}{y}=\log x-\log y
$$

3. The logarithm of an exponential number equals the product of the exponent and the logarithm of the base,

$$
\log x^{n}=n \log x .
$$

From this last property it should be obvious that the logarithm of the $n$th root of a number is just equal to the ratio of the logarithm of the number to $n$, as given by

$$
\log x^{1 / n}=\frac{\log x}{n}
$$

Frequently it is desirable to effect a change in base of a logarithm, such that, for example, a common logarithm can be expressed as its equivalent natural logarithm or vice versa. It is rather straightforward to derive a general equation to see how a change in base can be effected. Taking the logarithm to the base $b$ of the equation $y=a^{x}$ gives

$$
\begin{aligned}
\log _{b} y & =\log _{b} a^{x} \\
& =x \log _{b} a,
\end{aligned}
$$

where the exponential principle above has been utilized. Since $x=\log _{a} y$, direct substitution gives

$$
\log _{b} y=\log _{a} y \log _{b} a,
$$

which can be rewritten in the form

$$
\log _{a} y=\frac{\log _{b} y}{\log _{b} a} .
$$

This general equation can be employed in a change of base from $b$ to $a$ for any values of $b$ and $a$. Consequently, in terms of the common and natural logarithms and the convention adopted above, the base conversion formula yields

$$
\log y=\frac{\ln y}{\ln 10},
$$

where $(\ln 10)^{-1}=0.43429$, and

$$
\ln y=\frac{\log y}{\log e},
$$

where $(\log e)^{-1}=2.3026$.

## A. 4 Scientific Notation and Useful Metric Prefixes

Although the rules governing the algebra of exponents apply to any base, the decimal system in general and the metric systems of units in particular place major emphasis on powers of ten. The important metric prefixes, their abbreviations, and their equivalence expressed in scientific notation as powers of ten are listed below, with the most commonly used prefixes indicated in bold type.

| PREFIX | ABBREVIATION | VALUE |
| :---: | :---: | :---: |
| tera | T | $10^{12}$ |
| giga | G | $10^{9}$ |


| mega | $\mathbf{M}$ | $\mathbf{1 0}^{\mathbf{6}}$ |
| :--- | :---: | :---: |
| kilo | $\mathbf{k}$ | $\mathbf{1 0}^{\mathbf{3}}$ |
| hecto | h | $10^{2}$ |
| deka | da | $10^{1}$ |
| deci | d | $10^{-1}$ |
| centi | c | $\mathbf{1 0}^{-2}$ |
| milli | $\mathbf{m}$ | $\mathbf{1 0}^{-3}$ |
| micro | $\boldsymbol{\mu}$ | $\mathbf{1 0}^{-6}$ |
| nano | n | $10^{-9}$ |
| pico | p | $10^{-12}$ |

The primary advantage of knowing the metric prefixes is the ease with which such knowledge allows for the conversion of units from one metric system to the other. For example the number of centimeters in a meter is easily found, since the prefix centi can be replaced with its equivalence $10^{-2}$ (i.e., $\mathrm{cm}=10^{-2} \mathrm{~m}$ ). From that relation it follows that $1 \mathrm{~m}=\mathrm{cm} / 10^{-2}$ $=10^{+2} \mathrm{~cm}$. Another way of utilizing a metric prefix is to realize that a prefix divided by its power of ten equivalence defines 1 exactly. Thus, for example, $1 \mathrm{~m}=\left(\right.$ milli $\left./ 10^{-3}\right) \mathrm{m}=10^{3} \mathrm{~mm}$, and we realize there are one thousand $\left(10^{3}\right)$ millimeters in a meter. Since the metric prefixes are so commonly used in science and engineering, the table of prefixes given above is reproduced on the inside cover of this textbook for ease of reference.

## A. 5 Quadratic Equations

Frequently, physical equations representing fundamental laws of nature are linear, since the physical variables (unknowns) are raised only to the first power. Occasionally, there is the need to solve a more complex equation known as a quadratic equation, where the physical variable is raised to the second power as well as to the first power. The general quadratic formula, expressed by

$$
a x^{2}+b x+c=0,
$$

has solutions given by

$$
x=\frac{-b \pm \sqrt{b^{2}-4 a c}}{2 a} .
$$

From the form of the solution equation, it is obvious that in general two solutions are obtainable for a quadratic equation. If $b^{2}>4 a c$, the solutions are real; whereas, if $b^{2}<4 a c$, the solutions are complex or imaginary. For the special case where $b^{2}=4 a c$, the two solutions coincide.

## A. 6 Trigonometry

The use of the sine, cosine, and tangent functions of a variable are often essential in the formulation of a physical problem. These functions can be defined for acute angles in terms of the sides of a right triangle. Consider the right triangle given below, where side $c$ is the

hypotenuse and sides $a$ and $b$ are the legs. In terms of the sides of this right triangle the well known Pythagorean theorem is given by

Pythagorean Theorem

$$
c^{2}=a^{2}+b^{2} .
$$

Since for any triangle the sum of the interior angles always equals $180^{\circ}(\pi)$,

$$
\alpha+\beta+\gamma=\pi,
$$

then for $\gamma=90^{\circ}$,

Complementary Angles

$$
\alpha+\beta=\frac{\pi}{2} .
$$

The interior angles $\alpha$ and $\beta$ are called complementary angles, since their sum is equal to $90^{\circ}(\pi / 2)$. The sine, cosine, and tangent functions of these complementary angles are related to the sides of the right triangle by the relations

$$
\begin{array}{ll}
\sin \alpha=\frac{a}{c} & \sin \beta=\frac{b}{c} \\
\cos \alpha=\frac{b}{c} & \cos \beta=\frac{a}{c} \\
\tan \alpha=\frac{a}{b} & \tan \beta=\frac{b}{a} .
\end{array}
$$

Defining the common trigonometric functions with respect to a right triangle is advantageous as several other basic relationships are immediately suggested. For example, the sine of any angle $\theta$ is known to be equal to the cosine of the complement of $\theta$ or vice versa, as given by

$$
\begin{aligned}
\sin \theta & =\cos \left(90^{\circ}-\theta\right) \\
\cos \theta & =\sin \left(90^{\circ}-\theta\right)
\end{aligned}
$$

which is suggested above by $\sin \alpha=\cos \beta$ and $\cos \alpha=\sin \beta$. Also, it is obvious from the above relations that $\tan \alpha=\sin \alpha / \cos \alpha$ and $\tan \beta=$ $\sin \beta / \cos \beta$. These observations suggest

$$
\tan \theta=\frac{\sin \theta}{\cos \theta}
$$

is valid in general for any angle $\theta$. Further, the familiar identity

$$
\sin ^{2} \theta+\cos ^{2} \theta=1
$$

is easily verified for angles $\alpha$ and $\beta$ for our right triangle. That is,

$$
\begin{aligned}
\sin ^{2} \alpha+\cos ^{2} \alpha & =\frac{a^{2}}{c^{2}}+\frac{b^{2}}{c^{2}} \\
& =\frac{a^{2}+b^{2}}{c^{2}} \\
& =1,
\end{aligned}
$$

where the Pythagorean theorem has been utilized in obtaining the last equality.
In addition to the above trigonometric formulas involving the sine, cosine, and tangent functions, there are two (actually four) other very useful formulas that are well worth remembering. They are called addition formulas and in terms of any two angles $\alpha$ and $\beta$ are given by

$$
\begin{aligned}
& \sin (\alpha \pm \beta)=\sin \alpha \cos \beta \pm \sin \beta \cos \alpha, \\
& \cos (\alpha \pm \beta)=\cos \alpha \cos \beta \mp \sin \alpha \sin \beta .
\end{aligned}
$$

Since $\tan (\alpha \pm \beta)=\sin (\alpha \pm \beta) / \cos (\alpha \pm \beta)$, them a direct derivation using the above addition formulas immediately yields

$$
\tan (\alpha \pm \beta)=\frac{\tan \alpha \pm \tan \beta}{1 \mp \tan \alpha \tan \beta} .
$$

Likewise, the following trigonometric identities are easily derived by employing the addition formulas and the previously given basic relationships between the sine, cosine, and tangent functions:

$$
\begin{aligned}
& \left.\begin{array}{l}
\sin (-\alpha)=-\sin \alpha \\
\cos (-\alpha)=\cos \alpha
\end{array}\right\} \quad \rightarrow \quad \tan (-\alpha)=-\tan \alpha \\
& \sin \left(\alpha \pm \frac{\pi}{2}\right)= \pm \cos \alpha \\
& \cos \left(\alpha \pm \frac{\pi}{2}\right)=\mp \sin \alpha \quad \rightarrow \quad \tan \left(\alpha \pm \frac{\pi}{2}\right)=-\frac{1}{\tan \alpha} \\
& \left.\begin{array}{l}
\sin (\alpha \pm \pi)=-\sin \alpha \\
\cos (\alpha \pm \pi)=-\cos \alpha
\end{array}\right\}
\end{aligned} \quad \rightarrow \quad \tan (\alpha+\pi)=\tan \alpha
$$

$$
\begin{aligned}
& \sin 2 \alpha=2 \sin \alpha \cos \alpha \\
& \cos 2 \alpha=1-2 \sin ^{2} \alpha=2 \cos ^{2} \alpha-1 \\
& \tan 2 \alpha=\frac{2 \tan \alpha}{1-\tan ^{2} \alpha}
\end{aligned}
$$

Normally, knowledge of the basic relationships between sine, cosine, and tangent functions along with the sine and cosine addition formulas are more than adequate for the formulation of physical problems. Occasionally, the less common functions of cotangent (cot), secant (sec), and cosecant (csc) are utilized but are easily handled by employing the relations

$$
\begin{aligned}
& \cot \theta=\frac{1}{\tan \theta} \\
& \sec \theta=\frac{1}{\cos \theta} \\
& \csc \theta=\frac{1}{\sin \theta}
\end{aligned}
$$

With these relationships and the basic identities for the common functions, it is easy to verify that

$$
\begin{aligned}
& \sec ^{2} \theta-\tan ^{2} \theta=1 \\
& \csc ^{2} \theta-\cot ^{2} \theta=1 .
\end{aligned}
$$

In addition to the basic relationships given above, there are two fundamental identities that are very useful in finding unknown sides and angles of any triangle. With respect to our right triangle, the law of cosines is defined by

Law of Cosines

Law of Sines

$$
c^{2}=a^{2}+b^{2}-2 a b \cos \gamma
$$

and the law of sines by

$$
\frac{a}{\sin \alpha}=\frac{b}{\sin \beta}=\frac{c}{\sin \gamma} .
$$

These identities are completely general for any triangle having sides $a, b$, and $c$ and interior angles $\alpha, \beta$, and $\gamma$. Since $\gamma=90^{\circ}$ in our triangle, the law of cosines immediately yields the equation representing the Pythagorean theorem, as $\cos 90^{\circ}=0$. Further, a general interpretation is applicable for the equation representing the law of cosines, as the unknown side $c$ is given in terms of the two known sides ( $a$ and $b$ ) and the interior angle $\gamma$ between the known sides. Consequently, we could also represent the law of cosines by
or

$$
\begin{aligned}
b^{2} & =a^{2}+c^{2}-2 a c \cos \beta \\
a^{2} & =b^{2}+c^{2}-2 b c \cos \alpha .
\end{aligned}
$$

In general physics the addition of two vectors (velocities, acceleration, forces, etc.) is one important application of the laws of sines and cosines.

## A. 7 Algebraic Series

Sometimes in a theoretical derivation of a physical problem it is necessary to represent a function or expression by a converging series. The binomial expansion is most common and can be defined in general by the equation

$$
(x+y)^{n}=x^{n}+n x^{n-1} y+\frac{n(n-1)}{2!} x^{n-2} y^{2}+\cdots,
$$

Binomial Expansion
where

$$
2!=1 \cdot 2
$$

and is called a factorial as defined in general by

$$
m!\equiv 1 \cdot 2 \cdot 3 \cdots m
$$

for $m$ a positive integer. The Taylor series, represented by

$$
\begin{aligned}
f(x+h) & =f(x)+h f^{\prime}(x)+\frac{h^{2}}{2!} f^{\prime \prime}(x)+\cdots \\
& =f(h)+x f^{\prime}(h)+\frac{x^{2}}{2!} f^{\prime \prime}(h)+\cdots
\end{aligned}
$$

and the MacLaurin series

$$
f(x)=f(0)+x f^{\prime}(0)+\frac{x^{2}}{2!} f^{\prime \prime}(0)+\cdots
$$

MacLaurin Series
are also very useful. In the above $f^{\prime}$ represents the first derivative of $f$ and $f^{\prime \prime}$ is the second order derivative of $f$.

It is instructive to utilize the MacLaurin series and expand $e^{j x}, \sin x$, and $\cos x$ to obtain

$$
\begin{aligned}
e^{j x} & =\left(1-\frac{x^{2}}{2!}+\frac{x^{4}}{4!}-\cdots\right)+j\left(x-\frac{x^{3}}{3!}+\frac{x^{5}}{5!}-\cdots\right) \\
\sin x & =x-\frac{x^{3}}{3!}+\frac{x^{5}}{5!}-\frac{x^{7}}{7!}+\cdots \\
\cos x & =1-\frac{x^{2}}{2!}+\frac{x^{4}}{4!}-\frac{x^{6}}{6!}+\cdots
\end{aligned}
$$

where

$$
j \equiv \sqrt{-1}
$$

is the so-called imaginary unit for which

$$
j^{2}=-1 .
$$

Clearly, from the above expansions the complex exponential $e^{j x}$ is related to the sine and cosine functions by the simple expression
Euler's Relation

$$
e^{j x}=\cos x+j \sin x,
$$

which is known as Euler's relation. It can also be shown that
Euler's Relation

$$
e^{-j x}=\cos x-j \sin x
$$

from which it immediately follows that

$$
\cos x=\frac{1}{2}\left(e^{j x}+e^{-j x}\right)
$$

and

$$
\sin x=\frac{1}{2 j}\left(e^{j x}-e^{-j x}\right) .
$$

It is most beneficial to verify these examples, as the mathematical techniques involved will prove useful in many physical derivations.

## A. 8 Basic Calculus

Derivations of some very common mathematical functions along with formulas illustrating some fundamental properties of the derivative are listed below, where $u$ and $v$ are arbitrary functions of $x[u=u(x), v=v(x)], f$ is a function of $u[f=f(u)]$, and $n$ is a constant.

$$
\begin{aligned}
& \frac{d x}{d x}=1 \\
& \frac{d}{d x} n u=n \frac{d u}{d x} \\
& \frac{d}{d x}(u \pm v)=\frac{d u}{d x} \pm \frac{d v}{d x} \\
& \frac{d}{d x} u v=\frac{d u}{d x} v+u \frac{d v}{d x} \\
& \frac{d f}{d x}=\frac{d f}{d u} \frac{d u}{d x} \\
& \frac{d}{d x} u^{n}=n u^{n-1} \frac{d u}{d x} \\
& \frac{d}{d x} e^{u}=e^{u} \frac{d u}{d x} \\
& \frac{d}{d x} \ln |u|=\frac{1}{u} \frac{d u}{d x}
\end{aligned}
$$

$$
\begin{aligned}
& \frac{d}{d x} \sin u=\cos u \frac{d u}{d x} \\
& \frac{d}{d x} \cos u=-\sin u \frac{d u}{d x} \\
& \frac{d}{d x} \tan u=\sec ^{2} u \frac{d u}{d x}
\end{aligned}
$$

Knowledge of these common derivatives is completely adequate for the development of other infrequently used derivatives, which are easily obtained by repetitive application of one or more of the above identities. For example, with the notation $D \equiv d / d x$ representing a first order differential operator, that operates on anything following it, we have

$$
\begin{aligned}
D \frac{u}{v} & =D\left(u v^{-1}\right) \\
& =v^{-1} D u+u D v^{-1} \\
& =v^{-1} D u+u(-1) v^{-2} D v \\
& =v\left(v^{-2}\right) D u-u v^{-2} D v \\
& =\frac{1}{v^{2}}(v D u-u D v)
\end{aligned}
$$

Likewise, the derivatives for cotangent, secant, and cosecant, given by

$$
\begin{aligned}
& \frac{d}{d x} \cot u=-\csc ^{2} u \frac{d u}{d x}, \\
& \frac{d}{d x} \sec u=\sec u \tan u \frac{d u}{d x}, \\
& \frac{d}{d x} \csc u=-\csc u \cot u \frac{d u}{d x},
\end{aligned}
$$

are directly obtained from basic trigonometric identities and the above common derivatives. The point of this observation is that other identities involving derivatives need not be memorized, as they can be easily derived from knowledge of the more basic identities. As a last example of this derivational approach, consider the following:

$$
\begin{aligned}
D \cot u & =D \tan ^{-1} u=(-1) \tan ^{-2} u D \tan u \\
& =-\tan ^{-2} u \sec ^{2} u \frac{d u}{d x} \\
& =-\frac{\cos ^{2} u}{\sin ^{2} u} \frac{1}{\cos ^{2} u} \frac{d u}{d x} \\
& =-\frac{1}{\sin ^{2} u} \frac{d u}{d x} \\
& =-\csc ^{2} u \frac{d u}{d x} .
\end{aligned}
$$

Our discussion of derivatives has been limited to total derivatives of a function depending on only one variable. If a function $w$ depends on more than one variable, say

$$
w=w(x, y, z),
$$

and the variables $x, y$, and $z$ are differentiable functions of time $t$, then the total derivative of $w$ is given by the well known chain rule

Total Derivative

$$
\frac{d w}{d t} \equiv\left(\frac{\partial w}{\partial x}\right) \frac{d x}{d t}+\left(\frac{\partial w}{\partial y}\right) \frac{d y}{d t}+\left(\frac{\partial w}{\partial z}\right) \frac{d z}{d t} .
$$

This identity is normally condensed to the form
Total Derivative

$$
d w=\left(\frac{\partial w}{\partial x}\right) d x+\left(\frac{\partial w}{\partial y}\right) d y+\left(\frac{\partial w}{\partial z}\right) d z
$$

where the factors in parenthesis are called partial derivatives. That is, the curly dees in the expression $\partial w / \partial x$ is interpreted as the partial derivative of $w$ with respect to $x$, where $y$ and $z$ are understood to be held constant. The total derivative defined above will prove useful in a number of physical applications throughout this textbook, beginning with Einsteinian relativity.

A few commonly used indefinate integrals are listed below, where $u$ and $v$ are functions of $x$ and $n$ is a constant. Unless the limits of integration are known, a constant of integration should be added to the right-hand side of each identity.

$$
\begin{aligned}
& \int d u=u \\
& \int n u d x=n \int u d x \\
& \int(u+v) d x=\int u d x+\int v d x \\
& \int u d v=u v-\int v d u \\
& \int x^{n} d x=\frac{x^{n+1}}{(n+1)}, \quad(n \neq-1) \\
& \int \frac{1}{x} d x=\ln |x| \\
& \int e^{x} d x=e^{x} \\
& \int \ln x d x=x \ln x-x \\
& \int \sin x d x=-\cos x
\end{aligned}
$$

$$
\begin{aligned}
& \int \cos x d x=\sin x \\
& \int \tan x d x=\ln |\sec x|
\end{aligned}
$$

Integrals can be thought of as antiderivatives and are easily derived by making use of the properties of derivatives. For example, the identity for $\int \sin x d x$ is easily obtained by imagining the function which upon differentiation would yield $\sin x$. Clearly, we can use the cosine function and differentiate to obtain

$$
\frac{d}{d x} \cos x=-\sin x
$$

Multiplying both sides of this equation by $d x$ and integrating gives

$$
\int d(\cos x)=-\int \sin x d x
$$

which immediately yields

$$
-\cos x=\int \sin x d x
$$

since $\int d(\cos x)$ is of the form $\int d u=u$. Although this approach requires some mathematical imagination at times, it is an easy way of obtaining the more common integrals from a knowledge of derivatives. As another example, consider taking the derivative of $x^{n+1}$ to obtain

$$
\begin{aligned}
\frac{d}{d x} x^{n+1} & =(n+1) x^{n} \frac{d x}{d x} \\
& =(n+1) x^{n} .
\end{aligned}
$$

Again, multiplying both sides of the equation by $d x$ and integrating gives

$$
\int d\left(x^{n+1}\right)=(n+1) \int x^{n} d x
$$

where $n+1$ is a constant and is placed outside of the integral. Integrating the left-hand side of this equation and simplifying gives the identity

$$
\int x^{n} d x=\frac{x^{n+1}}{n+1} .
$$

The advantage of this operational approach in calculus is that very few basic identities need to be remembered. However, an operational facility with these identities and the ability to make derivations is required or must be developed for physics and engineering.

## A. 9 Vector Calculus

To continue this review of basic mathematics, a few definitions and identities pertaining to vectors and vector calculus will be presented. Consider vectors $\mathbf{A}$ and $\mathbf{B}$ to be expressed in terms of their Cartesian components as
and

$$
\mathbf{A}=A_{x} \mathbf{i}+A_{y} \mathbf{j}+A_{z} \mathbf{k}
$$

where $\mathbf{i}, \mathbf{j}$, and $\mathbf{k}$ are the normal set of unit vectors that are parallel to the $X, Y$, and $Z$ axes, respectively. The scalar product (sometimes called the dot, or inner product) of $\mathbf{A}$ and $\mathbf{B}$ is defined by

Scalar Product

$$
\mathbf{A} \cdot \mathbf{B} \equiv A B \cos \theta,
$$

where $A$ and $B$ represent the absolute magnitude of vectors $\mathbf{A}$ and $\mathbf{B}$, as given by
and

$$
\begin{aligned}
& A \equiv\left(A_{x}^{2}+A_{y}^{2}+A_{z}^{2}\right)^{1 / 2} \\
& B \equiv\left(B_{x}^{2}+B_{y}^{2}+B_{z}^{2}\right)^{1 / 2} .
\end{aligned}
$$

Since the unit vectors have the properties

$$
\begin{aligned}
& \mathbf{i} \cdot \mathbf{i}=\mathbf{j} \cdot \mathbf{j}=\mathbf{k} \cdot \mathbf{k}=1 \\
& \mathbf{i} \cdot \mathbf{j}=\mathbf{j} \cdot \mathbf{k}=\mathbf{k} \cdot \mathbf{i}=0,
\end{aligned}
$$

and
then the scalar product can also be expressed by

$$
\mathbf{A} \cdot \mathbf{B}=A_{x} B_{x}+A_{y} B_{y}+A_{z} B_{z} .
$$

From these definitions it should be obvious that the commutative law,

Scalar Product

Commutative Law

Distributive Law

Vector Product
and distributive law,
are valid.
The vector product (sometimes called the cross or outer product) of vectors $\mathbf{A}$ and $\mathbf{B}$ is defined by

$$
\mathbf{A} \cdot(\mathbf{B}+\mathbf{C})=\mathbf{A} \cdot \mathbf{B}+\mathbf{A} \cdot \mathbf{C}
$$

$$
\mathbf{A} \cdot \mathbf{B}=\mathbf{B} \cdot \mathbf{A},
$$

$$
\mathbf{A} \times \mathbf{B} \equiv A B \sin \theta \mathbf{n},
$$

where $\mathbf{n}$ is a unit vector perpendicular to the plane of vectors $\mathbf{A}$ and $\mathbf{B}$. With the unit vectors having the properties

$$
\begin{aligned}
& \mathbf{i} \times \mathbf{i}=\mathbf{j} \times \mathbf{j}=\mathbf{k} \times \mathbf{k}=0, \\
& \mathbf{i} \times \mathbf{j}=\mathbf{k}, \quad \mathbf{j} \times \mathbf{k}=\mathbf{i}, \quad \mathbf{k} \times \mathbf{i}=\mathbf{j}, \\
& \mathbf{k} \times \mathbf{j}=-\mathbf{i}, \quad \mathbf{j} \times \mathbf{i}=-\mathbf{k}, \quad \mathbf{i} \times \mathbf{k}=-\mathbf{j},
\end{aligned}
$$

the vector product of $\mathbf{A}$ and $\mathbf{B}$ becomes

$$
\mathbf{A} \times \mathbf{B}=\left(A_{y} B_{z}-A_{z} B_{y}\right) \mathbf{i}+\left(A_{z} B_{x}-A_{x} B_{z}\right) \mathbf{j}+\left(A_{x} B_{y}-A_{y} B_{x}\right) \mathbf{k} .
$$

Further, the properties
and

$$
\begin{gathered}
\mathbf{A} \times \mathbf{B}=-\mathbf{B} \times \mathbf{A} \\
\mathbf{A} \times(\mathbf{A} \times \mathbf{B})=\mathbf{B} \times(\mathbf{A} \times \mathbf{B})=0
\end{gathered}
$$

are immediate consequences of the definition.
Up to this point, the calculus review is consistent with an introductory treatment; however, an interesing and slightly more advanced observation is now possible with regards to the equation representing the total derivative. That equation can now be represented as a scalar product, as given by

$$
\frac{d w}{d t}=\left(\frac{\partial w}{\partial x} \mathbf{i}+\frac{\partial w}{\partial y} \mathbf{j}+\frac{\partial w}{\partial z} \mathbf{k}\right) \cdot\left(\frac{d x}{d t} \mathbf{i}+\frac{d y}{d t} \mathbf{j}+\frac{d z}{d t} \mathbf{k}\right)
$$

The first vector on the right-hand side is called the gradient of $w$ and normally denoted as

$$
\nabla w=\frac{\partial w}{\partial x} \mathbf{i}+\frac{\partial w}{\partial y} \mathbf{j}+\frac{\partial w}{\partial z} \mathbf{k} .
$$

The inverted delta symbol $\nabla$ is normally considered to be an operator, as defined by

$$
\nabla \equiv \frac{\partial}{\partial x} \mathbf{i}+\frac{\partial}{\partial y} \mathbf{j}+\frac{\partial}{\partial z} \mathbf{k},
$$

Del Operator
which can be applied to any scalar function to produce a gradient vector. The scalar and vector product of the del operator with a vector A defines the divergence

$$
\nabla \cdot \mathbf{A}=\frac{\partial A_{x}}{\partial x}+\frac{\partial A_{y}}{\partial y}+\frac{\partial A_{z}}{\partial z}
$$

Divergence
and the curl

$$
\nabla \times \mathbf{A}=\left(\frac{\partial A_{z}}{\partial y}-\frac{\partial A_{y}}{\partial z}\right) \mathbf{i}+\left(\frac{\partial A_{x}}{\partial z}-\frac{\partial A_{z}}{\partial x}\right) \mathbf{j}+\left(\frac{\partial A_{y}}{\partial x}-\frac{\partial A_{x}}{\partial y}\right) \mathbf{k},
$$

respectively. The scalar product of the del operator with itself is just

$$
\nabla^{2}=\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}+\frac{\partial^{2}}{\partial z^{2}},
$$

which is called the Laplacian operator. Although the vector operations given above are used only occasionally in this textbook, the del and Laplacian operators will be most useful in considering expressions in quantum mechanics.

## A. IO Definite Integrals

A few rather commonly used definite integrals are listed below for easy reference. These integrals will be most useful in the application of quantum and statistical mechanics.

$$
\begin{aligned}
& \int_{-\infty}^{+\infty} e^{-a u} d u=\frac{2}{a} \\
& \int_{-\infty}^{+\infty} e^{-a u^{2}} d u=\sqrt{\frac{\pi}{a}} \\
& \int_{-\infty}^{+\infty} u^{2 n} e^{-a u^{2}} d u=\sqrt{\frac{\pi}{a}}\left(\frac{1}{2} \cdot \frac{3}{2} \cdot \frac{5}{2} \cdots \frac{2 n-1}{2}\right) a^{-n} \\
& \int_{-\infty}^{+\infty} e^{-a u^{2}} e^{c u} d u=\sqrt{\frac{\pi}{a}} e^{c^{2} / 4 a} \\
& \\
& \\
& \\
& \\
& \\
& I_{n}(\mathrm{a}) \equiv \int_{0}^{\infty} u^{n} e^{-a u^{2}} d u \\
& \\
& \\
&
\end{aligned}
$$

## Problems

A. 1 Derive the identity

$$
\tan (\alpha \pm \beta)=\frac{\tan \alpha \pm \tan \beta}{1 \mp \tan \alpha \tan \beta}
$$

by using the addition formulas for the sine and cosine functions given in section A. 6.

Solution:

$$
\begin{aligned}
\tan (\alpha \pm \beta) & =\frac{\sin (\alpha \pm \beta)}{\cos (\alpha \pm \beta)} \\
& =\frac{\sin \alpha \cos \beta \pm \sin \beta \cos \alpha}{\cos \alpha \cos \beta \mp \sin \alpha \sin \beta} \\
& =\frac{\tan \alpha \cos \beta \pm \sin \beta}{\cos \beta \mp \tan \alpha \sin \beta} \\
& =\frac{\tan \alpha \pm \tan \beta}{1 \mp \tan \alpha \tan \beta}
\end{aligned}
$$

where we have multiplied numerator and denominator of the second equality by $1 / \cos \alpha$ and of the third equality by $1 / \cos \beta$.
A. 2 Derive the addition formula for the $\cot (\alpha \pm \beta)$, by using the addition formulas for the sine and cosine funtions.

Answer: $\quad \cot (\alpha \pm \beta)=\frac{\cot \alpha \cot \beta \mp 1}{\cot \beta \pm \cot \alpha}$
A. 3 Show that (a) $\sin (-\alpha)=-\sin \alpha$, (b) $\cos (-\alpha)=\cos \alpha$, (c) $\sin$ $(\alpha \pm \pi / 2)= \pm \cos \alpha$, and (d) $\cos (\alpha \pm \pi / 2)=\mp \sin \alpha$, by using the appropriate sine and cosine addition formulas.

## Solution:

(a) $\sin (-\alpha)=\sin \left(0^{\circ}-\alpha\right)=\sin 0^{\circ} \cos \alpha-\sin \alpha \cos 0^{\circ}=-\sin \alpha$
(b) $\cos (-\alpha)=\cos \left(0^{\circ}-\alpha\right)=\cos 0^{\circ} \cos \alpha+\sin 0^{\circ} \sin \alpha=\cos \alpha$
(c) $\sin \left(\alpha \pm \frac{\pi}{2}\right)=\sin \alpha \cos \frac{\pi}{2} \pm \sin \frac{\pi}{2} \cos \alpha= \pm \cos \alpha$
(d) $\cos \left(\alpha \pm \frac{\pi}{2}\right)=\cos \alpha \cos \frac{\pi}{2} \mp \sin \alpha \sin \frac{\pi}{2}=\mp \sin \alpha$
A. 4 By using the addition formulas for the sine, cosine, and tangent functions, show that (a) $\sin 2 \alpha=2 \sin \alpha \cos \alpha$, (b) $\cos 2 \alpha=1-2 \sin ^{2} \alpha=2$ $\cos ^{2} \alpha-1$, and (c) $\tan 2 \alpha=2 \tan \alpha /\left(1-\tan ^{2} \alpha\right)$.
A. 5 Consider a triangle of sides $a, b$, and $c$ and interior angles $\alpha, \beta$, and $\gamma$, where $\gamma>90^{\circ}$. Show how the law of cosines is expressed in terms of the exterior angle $\theta$, where $\theta+\gamma=\pi$.

## Solution:

In this case the $\cos \gamma \operatorname{can}$ be expressed as

$$
\begin{aligned}
\cos \gamma & =\cos (\pi-\theta)=\cos \pi \cos \theta+\sin \pi \sin \theta \\
& =(-1) \cos \theta+0 \cdot \sin \theta \\
& =-\cos \theta .
\end{aligned}
$$

Consequently, the law of cosines becomes

$$
c^{2}=a^{2}+b^{2}+2 a b \cos \theta .
$$

A. 6 Express the quantity $\left(1-z^{2}\right)^{-1 / 2}$ as a series using the Binomial expansion.

Answer: $\quad\left(1-z^{2}\right)^{-1 / 2}=1+\frac{z^{2}}{2}+\frac{3}{8} z^{4}+\cdots$
A. 7 Using the Binomial expansion, find the first few terms in the series of $(1-z)^{-1}$.

## Solution:

By analogy with the Binomial expansion,

$$
(x+y)^{n}=x^{n}+n x^{n-1} y+\frac{n(n-1)}{2!} x^{n-2} y^{2} \cdots,
$$

with $x=1, y=-z$, and $n=-1$, we have

$$
\begin{aligned}
(1-z)^{-1} & =1^{-1}+(-1) 1^{-2}(-z)+\frac{-1(-2)}{2}(1)^{-3}(-z)^{2}+\cdots \\
& =1+z+z^{2}+z^{3}+\cdots
\end{aligned}
$$

A. 8 Find the series expansion for $(1-z)^{-2}$, using the Binomial expansion.

Answer: $\quad(1-z)^{-2}=1+2 z+3 z^{2}+4 z^{3}+\cdots$
A. 9 Expand $e^{x}$ using the general form of the MacLaurin series.

## Solution:

With the MacLaurin series,

$$
f(x)=f(0)+x f^{\prime}(0)+\frac{x^{2}}{2!} f^{\prime \prime}(0)+\cdots
$$

we immediately obtain

$$
\begin{aligned}
e^{x} & =e^{0}+x e^{0}+\frac{x^{2}}{2!} e^{0}+\frac{x^{3}}{6!} e^{0}+\cdots \\
& =1+x+\frac{x^{2}}{2!}+\frac{x^{3}}{6!}+\cdots
\end{aligned}
$$

A. 10 Derive the complex exponential representation of (a) $\sin \alpha$ and (b) $\cos \alpha$, by using Euler's relations for any angle $\alpha$.
Answer:

$$
\text { (a) } \sin \alpha=-\frac{1}{2} j\left(e^{j \alpha}-e^{-j \alpha}\right), \text { (b) } \cos \alpha=\frac{1}{2}\left(e^{j \alpha}+e^{-j \alpha}\right)
$$

A. 11 Using the results of Problem A.10, verify the identity $\sin ^{2} x+$ $\cos ^{2} x=1$.

## Solution:

Direct substitution into the identity yields

$$
\begin{aligned}
\sin ^{2} x+\cos ^{2} x= & {\left[\frac{1}{2 j}\left(e^{j x}-e^{-j x}\right)\right]^{2}+\frac{1}{4}\left(e^{j x}+e^{-j x}\right)^{2} } \\
= & \left(-\frac{1}{4}\right)\left(e^{2 j x}-2 e^{j x} e^{-j x}+e^{-2 j x}\right) \\
& +\frac{1}{4}\left(e^{2 j x}+2 e^{j x} e^{-j x}+e^{-2 j x}\right) \\
= & \frac{1}{4}\left(4 e^{j x} e^{-j x}\right)=e^{0}=1
\end{aligned}
$$

A. 12 Show that $2 \sin \alpha \cos \alpha=\sin 2 \alpha$, by direct substitution of the results from Problem A. 10 .
A. 13 What generalization results from the successive application of the differential operator $d / d x$ to the complex exponential $e^{j x}$ ?

## Solution:

Taking successive derivatives of $e^{j x}$ yields

$$
\begin{aligned}
& \frac{d}{d x} e^{j x}=j e^{j x}, \\
& \frac{d^{2}}{d x^{2}} e^{j x}=\frac{d}{d x} j e^{j x}=j^{2} e^{j x}, \\
& \frac{d^{3}}{d x^{3}} e^{j x}=\frac{d}{d x} j^{2} e^{j x}=j^{3} e^{j x},
\end{aligned}
$$

which is easily generalized to the $n$th derivative as

$$
\frac{d^{n}}{d x^{n}} e^{j x}=j^{n} e^{j x} .
$$

A. 14 Derive the identity for the first order derivative of $\sec u$, where $u=u(x)$.

Answer: $\frac{d}{d x} \sec u=\sec u \tan u \frac{d u}{d x}$
A. 15 Derive the identity for $d \csc u / d x$, where $u=u(x)$.

## Solution:

Using the notation $D \equiv d / d x$, we have

$$
\begin{aligned}
D \csc u & =D \sin ^{-1} u \\
& =(-1) \sin ^{-2} u D \sin u \\
& =-\sin ^{-2} u \cos u D u \\
& =-\frac{1}{\sin u} \frac{\cos u}{\sin u} D u \\
& =-\csc u \cot u \frac{d u}{d x}
\end{aligned}
$$

A. 16 Derive the identity for $d \tan \alpha / d \alpha$.

Answer: $\frac{d}{d \alpha} \tan \alpha=\sec ^{2} \alpha$
A. 17 Derive the identity $\int \cos x d x=\sin x$ by differentiating $\sin x$.

## Solution:

The first order derivative of $\sin x$ is

$$
\frac{d}{d x} \sin x=\cos x .
$$

Multiplying both sides of this equation by $d x$ and integrating yields

$$
\int d(\sin x)=\int \cos x d x
$$

which reduces to

$$
\sin x=\int \cos x d x
$$

A. 18 Derive the identity for $\int v d u$ by differentiating $u v$ with respect to $x$.

$$
\text { Answer: } \quad \int v d u=u v-\int u d v
$$

## APPENDIXB

## Properties of Atoms in Bulk

| Element | Symbol | $\begin{gathered} \text { At. No. } \\ Z \end{gathered}$ | Electron Configuration | Chemical Atomic Weight | Mass Density $10^{3} \mathrm{~kg} / \mathrm{m}^{3}$ at $20^{\circ} \mathrm{C}$ | $\begin{gathered} \text { Melting } \\ \text { Point }\left({ }^{\circ} \mathrm{C}\right) \end{gathered}$ | $\begin{gathered} \text { Boiling } \\ \text { Point }\left({ }^{\circ} \mathrm{C}\right) \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Actinium | Ac | 89 | $[\mathrm{Rn}] 6 d 7 s^{2}$ | 227.0278 | (10.1) | 1050 | 3200 |
| Aluminum | Al | 13 | [ Ne$] 3 s^{2} 3 p$ | 26.98154 | 2.699 | 660 | 2467 |
| Americium | Am | 95 | [Rn] $5 f^{7} 7 s^{2}$ | (243) | 13.7 | 994 | 2607 |
| Antimony | Sb | 51 | [Pd] $5 s^{2} 5 p^{3}$ | 121.75 | 6.69 | 631 | 1950 |
| Argon | Ar | 18 | [ Ne$] 3 s^{2} 3 p^{6}$ | 39.948 | $1.784 \times 10^{-3}$ | -189.2 | - 185.7 |
| Arsenic | As | 33 | [Ar] $3 d^{10} 4 s^{2} 4 p^{3}$ | 74.9216 | 5.73 | 817 | 617 |
| Astatine | At | 85 | $[\mathrm{Xe}] 4 f^{14} 5 d^{10} 6 s^{2} 6 p^{5}$ | (210) |  | (302) | 337 |
| Barium | Ba | 56 | [Xe] $6 s^{2}$ | 137.33 | 3.5 | 725 | 1640 |
| Berkelium | Bk | 97 | $[\mathrm{Rn}] 5 f^{8} 6 d^{1} 7 s^{2}$ | (247) | (14) | 986 | ... |
| Beryllium | Be | 4 | $[\mathrm{He}] 2 s^{2}$ | 9.01218 | 1.85 | 127 | 2970 |
| Bismuth | Bi | 83 | $[\mathrm{Xe}] 4 f^{14} 5 d^{10} 6 s^{2} 6 p^{3}$ | 208.9804 | 9.75 | 271 | 1560 |
| Boron | B | 5 | [ He$] 2 s^{1} 2 p$ | 10.81 | 2.34 | 2079 | 2550 |
| Bromine | Br | 35 | [Ar] $3 d^{10} 4 s^{2} 4 p^{5}$ | 79.904 | 3.12 | -7.2 | 58.8 |
| Cadmium | Cd | 48 | [Pd] $5 s^{2}$ | 112.41 | 8.65 | 320.9 | 765 |
| Calcium | Ca | 20 | $[\mathrm{Ar}] 4 s^{2}$ | 40.08 | 1.55 | 839 | 1484 |
| Californium | Cf | 98 | [Rn] $5 f^{10} 7 s^{2}$ | (251) |  | ... | ... |
| Carbon | C | 6 | $[\mathrm{He}] 2 s^{2} 2 p^{2}$ | 12.01 | 2.25 | 3367 | 4827 |
| Cerium | Ce | 58 | [Xe] $4 f^{2} 5 d 6 s^{2}$ | 140.12 | 6.66 | 798 | 3257 |
| Cesium | Cs | 55 | [Xe] $6 s$ | 132.9054 | 1.873 | 28.4 | 669 |
| Chlorine | Cl | 17 | [ Ne$] 3 s^{2} 3 p^{5}$ | 35.453 | $3.214 \times 10^{-3}$ | 101.0 | -34.6 |
| Chromium | Cr | 24 | [ Ar$] 3 d^{5} * 4 s$ | 51.996 | 7.19 | 1857 | 2672 |
| Cobalt | Co | 27 | [Ar] $3 d^{7} 4 s^{2}$ | 58.9332 | 8.9 | 1495 | 2870 |
| Copper | Cu | 29 | [Ar] $3 d^{10} * 4 s$ | 63.546 | 8.96 | 1083 | 2567 |
| Curium | Cm | 96 | [Rn] $5 f^{7} 6 d 7 s^{2}$ | (247) | (13.5) | 1340 | ... |
| Dysprosium | Dy | 66 | $[\mathrm{Xe}] 4 f^{10} 6 s^{2}$ | 162.50 | 8.55 | 1412 | 2567 |
| Einsteinium | Es | 99 | [Rn] $5 f^{11} 7 s^{2}$ | (252) | ... | ... | ... |
| Erbium | Er | 68 | $[\mathrm{Xe}] 4 f^{12} 6 s^{2}$ | 167.26 | 9.07 | 1529 | 2868 |
| Europium | Eu | 63 | [Xe] $4 f^{7} 6 s^{2}$ | 151.96 | 5.24 | 822 | 1529 |
| Fermium | Fm | 100 | [Rn] $5 f^{12} 7 s^{2}$ | (257) |  |  |  |
| Florine | F | 9 | $[\mathrm{He}] 2 s^{2} 2 p^{5}$ | 18.998403 | $1.69 \times 10^{-3}$ | -219.6 | $-188.1$ |
| Francium | Fr | 87 | [Rn] $7 s$ | (223) | $\ldots$ | 27 | 677 |
| Gadolinium | Gd | 64 | $[\mathrm{Xe}] 4 f^{7} 5 d 6 s^{2}$ | 157.25 | 7.90 | 1313 | 3273 |
| Gallium | Ga | 31 | [Ar] $3 d^{10} 4 s^{2} 4 p$ | 69.72 | 5.904 | 29.8 | 2403 |
| Germanium | Ge | 32 | [ Ar$] 3 d^{10} 4 s^{2} 4 p^{2}$ | 72.59 | 5.32 | 947.4 | 2830 |
| Gold | Au | 79 | $[\mathrm{Xe}] 4 f^{44} 5 d^{10} 6 s$ | 196.9665 | 18.9 | 1064 | 3080 |


| Element | Symbol | At. No. $Z$ | Electron Configuration | Chemical Atomic Weight | Mass Density $10^{3} \mathrm{~kg} / \mathrm{m}^{3} \text { at } 20^{\circ} \mathrm{C}$ | $\begin{gathered} \text { Melting } \\ \text { Point }\left({ }^{\circ} \mathrm{C}\right) \end{gathered}$ | Boiling <br> Point ( ${ }^{\circ} \mathrm{C}$ ) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Hafnium | Hf | 72 | $[\mathrm{Xe}] 4 f^{44} 5 d^{2} 6 s^{2}$ | 178.49 | 13.3 | 2227 | 4600 |
| Helium | He | 2 | $1 s^{2}$ | 4.00260 | $0.1785 \times 10^{-3}$ | -272.2 | -268.9 |
| Holmium | Ho | 67 | $[\mathrm{Xe}] 4 f^{11} 6 s^{2}$ | 164.9304 | 8.80 | 1474 | 2700 |
| Hydrogen | H | 1 | $1 s$ | 1.00794 | $0.0899 \times 10^{-3}$ | -259.1 | -252.9 |
| Indium | In | 49 | [Pd] $5 s^{2} 5 p$ | 114.82 | 7.31 | 156.6 | 2080 |
| Iodine | I | 53 | [Pd] $5 s^{2} 5 p^{5}$ | 126.9045 | 4.93 | 113.5 | 184 |
| Iridium | Ir | 77 | [Xe] $4 f^{14} 5 d^{7} 6 s^{2}$ | 192.22 | 22.4 | 2410 | 4130 |
| Iron | Fe | 26 | $[\operatorname{Ar}] 3 d^{6} 4 s^{2}$ | 55.847 | 7.86 | 1535 | 2750 |
| Krypton | Kr | 36 | [Ar] $3 d^{10} 4 s^{2} 4 p^{6}$ | 83.8 | $3.743 \times 10^{-3}$ | $-157$ | - 152 |
| Lanthanum | La | 57 | [Xe] $5 d 6 s^{2}$ | 138.9055 | 6.145 | 920 | 3454 |
| Lawrencium | Lw | 103 | [Rn] $5{ }^{14} 6 d 7 s^{2}$ | (260) | $\ldots$ | $\ldots$ |  |
| Lead | Pb | 82 | [Xe] $4 f^{14} 5 d^{10} 6 s^{2} 6 p^{2}$ | (207.2) | 11.4 | 327.5 | 1740 |
| Lithium | Li | 3 | [He] $2 s$ | 6.941 | 0.534 | 180.5 | 1342 |
| Lutetium | Lu | 71 | [Xe] $4 f^{14} 5 d 6 s^{2}$ | 174.967 | 9.84 | 1663 | 3402 |
| Magnesium | Mg | 12 | $[\mathrm{Ne}] 3 \mathrm{~s}^{2}$ | 24.305 | 1.738 | 649 | 1090 |
| Manganese | Mn | 25 | [Ar] $3 d^{5} 4 s^{2}$ | 54.9380 | 7.43 | 1244 | 1962 |
| Mendelevium | Md | 101 | [Rn] $5{ }^{13} 7 s^{2}$ | (258) | ... | ... | ... |
| Mercury | Hg | 80 | [Xe] $4 f^{14} 5 d^{10} 6 s^{2}$ | (200.59) | 13.5 | -38.9 | 357 |
| Molybdenum | Mo | 42 | $[\mathrm{Kr}] 4 d^{5} 5 s$ | 95.94 | 10.2 | 2617 | 4612 |
| Neodymium | Nd | 60 | [Xe] $4 f^{4} 6 s^{2}$ | 144.24 | 7.00 | 1016 | 3127 |
| Neon | Ne | 10 | $[\mathrm{He}] 2 s^{2} 2 p^{6}$ | 20.179 | $0.8999 \times 10^{-3}$ | -248.7 | -246.0 |
| Neptunium | Np | 93 | [Rn] $5 f^{4} 6 d 7 s^{2}$ | 237.0482 | 20.2 | 640 | (3900) |
| Nickel | Ni | 28 | [ Ar$] 3 d^{8} 4 s^{2}$ | 58.69 | 8.90 | 1453 | 2730 |
| Niobium | Nb | 41 | $[\mathrm{Kr}] 4 d^{4} * 5 s$ | 92.9064 | 8.57 | 2468 | 4742 |
| Nitrogen | N | 7 | $[\mathrm{He}] 2 s^{2} 2 p^{3}$ | 14.0067 | $1.25 \times 10^{-3}$ | -209.9 | -195.8 |
| Nobelium | No | 102 | [Rn] $5 f^{14} 7 s^{2}$ | (259) | ... |  | ... |
| Osmium | Os | 76 | [Xe] $4 f^{14} 5 d^{6} 6 s^{2}$ | 190.2 | 22.6 | 3045 | 5030 |
| Oxygen | O | 8 | $[\mathrm{He}] 2 s^{2} 2 p^{4}$ | 15.9994 | $1.429 \times 10^{-3}$ | -218.4 | $-183.0$ |
| Palladium | Pd | 46 | $[\mathrm{Kr}] 4 d^{10} *$ | 106.42 | 12.0 | 1554 | 3140 |
| Phosphorus | P | 15 | $[\mathrm{Ne}] 3 s^{2} 3 p^{3}$ | 30.97376 | 1.82 | 44.1 | 280 |
| Platinum | Pt | 78 | [Xe] $4 f^{14} 5 d^{9} 6 s$ | 195.08 | 21.4 | 1772 | 3827 |
| Plutonium | Pu | 94 | [ Rn$] 5 f^{6} 7 s^{2}$ | (244) | 19.8 | 641 | 3232 |
| Polonium | Po | 84 | [Xe] $4 f^{14} 5 d^{10} 6 s^{2} 6 p^{4}$ | (209) | (9.32) | 254 | 962 |
| Potassium | K | 19 | [Ar] $4 s$ | 39.0983 | 0.86 | 63.25 | 760 |
| Praseodymium | Pr | 59 | $[\mathrm{Xe}] 4 f^{3} 6 s^{2}$ | 140.9077 | 6.77 | 931 | 3017 |
| Promethium | Pm | 61 | [Xe] $4 f^{5} 6 s^{2}$ | (145) | 7.26 | 1042 | 3000 |
| Protactinium | Pa | 91 | [Rn] $5 f^{2} * 6 d 7 s^{2}$ | 231.0359 | (15.4) | 1570 | 4000 |
| Radium | Ra | 88 | [Rn] $7 s^{2}$ | 226.0254 | 5.0 | 700 | 1140 |
| Radon | $R n$ | 86 | $[\mathrm{Xe}] 4 f^{14} 5 d^{10} 6 s^{2} 6 p^{6}$ | (222) | $9.73 \times 10^{-3}$ | (-71) | $(-61.8)$ |
| Rhenium | Re | 75 | [Xe] $4 f^{44} 5 d^{5} 6 s^{2}$ | 186.207 | 21.0 | 3180 | (5600) |
| Rhodium | Rh | 45 | $[\mathrm{Kr}] 4 d^{8} 5 s$ | 102.9055 | 12.4 | 1966 | 3727 |
| Rubidium | Rb | 37 | [Kr] 5 s | 85.4678 | 1.532 | 38.9 | 686 |
| Ruthenium | Ru | 44 | $[\mathrm{Kr}] 4 d^{7} 5 s$ | 101.07 | 12.4 | 2310 | 3900 |
| Samarium | Sm | 62 | $[\mathrm{Xe}] 4 f^{6} 6 s^{2}$ | 150.36 | 7.52 | 1074 | 1794 |


| Element | Symbol | $\begin{gathered} \text { At. No. } \\ Z \end{gathered}$ | Electron Configuration | Chemical Atomic Weight | Mass Density $10^{3} \mathrm{~kg} / \mathrm{m}^{3} \text { at } 20^{\circ} \mathrm{C}$ | $\begin{gathered} \text { Melting } \\ \text { Point }\left({ }^{\circ} \mathrm{C}\right) \end{gathered}$ | $\begin{gathered} \text { Boiling } \\ \text { Point }\left({ }^{\circ} \mathrm{C}\right) \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Scandium | Sc | 21 | $[\mathrm{Ar}] 3 d 4 s^{2}$ | 44.9559 | 2.99 | 1541 | 2832 |
| Selenium | Se | 34 | $[\operatorname{Ar}] 3 d^{10} 4 s^{2} 4 p^{4}$ | 78.96 | 4.79 | 217 | 685 |
| Silicon | Si | 14 | [ Ne$] 3 s^{2} 3 p^{2}$ | 28.0855 | 2.33 | 1410 | 2355 |
| Silver | Ag | 47 | [Pd]5s | 107.8682 | 10.5 | 962 | 2212 |
| Sodium | Na | 11 | [ Ne$] 3 \mathrm{~s}$ | 22.98977 | 0.971 | 97.8 | 883 |
| Strontium | Sr | 38 | $[\mathrm{Kr}] 5 s^{2}$ | 87.62 | 2.54 | 769 | 1384 |
| Sulfur | S | 16 | [ Ne$] 3 s^{2} 3 p^{4}$ | 32.06 | 2.07 | 112.8 | 444.7 |
| Tantalum | Ta | 73 | [Xe] $4 f^{44} 5 d^{3} 6 s^{2}$ | 180.9479 | 16.6 | 2996 | 5425 |
| Technetium | Tc | 43 | $[\mathrm{Kr}] 4 d^{6} 5 s$ | (98) | (11.5) | (2172) | 4877 |
| Tellurium | Te | 52 | [Pd] $5 s^{2} 5 p^{4}$ | 127.60 | 6.24 | 449.5 | 989.8 |
| Terbium | Tb | 65 | $[\mathrm{Xe}] 4 f^{9} * 6 s^{2}$ | 158.9254 | 8.23 | 1365 | 3230 |
| Thallium | Tl | 81 | $[\mathrm{Xe}] 4 f^{14} 5 d^{10} 6 s^{2} 6 p$ | 204.383 | 11.85 | 303 | 1457 |
| Thorium | Th | 90 | [Rn] $6 d^{2} 7 s^{2}$ | 232.0381 | 11.7 | 1750 | (4790) |
| Thulium | Tm | 69 | $[\mathrm{Xe}] 4 f^{13} 6 s^{2}$ | 168.9342 | 9.32 | 1545 | 1950 |
| Tin | Sn | 50 | [Pd] $5 s^{2} 5 p^{2}$ | 118.69 | 7.31 | 232.0 | 2270 |
| Titanium | Ti | 22 | [ Ar$] 3 d^{2} 4 s^{2}$ | 47.86 | 4.54 | 1660 | 3287 |
| Tungsten | W | 74 | [Xe] $4 f^{14} 5 d^{4} 6 s^{2}$ | 183.85 | 19.3 | 3410 | 5660 |
| Unnilhexium | Unh | 106 | [Rn] $5 f^{14} 6 d^{4} 7 s^{2}$ | 263 |  | ... | ... |
| Unniplentium | Unp | 105 | [Rn] $5 f^{14} 6 d^{3} 7 s^{2}$ | 262 | $\ldots$ | $\ldots$ | $\ldots$ |
| Unnilquadium | Unq | 104 | [Rn] $5 f^{14} 6 d^{2} 7 s^{2}$ | 261 |  | $\ldots$ | $\ldots$ |
| Uranium | U | 92 | [Rn] $5 f^{3} 6 d 7 s^{2}$ | 238.0289 | 19.0 | 1132 | 3818 |
| Vanadium | V | 23 | [ Ar$] 3 d^{3} 4 s^{2}$ | 50.9415 | 6.11 | 1890 | 3380 |
| Xenon | Xe | 54 | [Pd] $5 s^{2} 5 p^{6}$ | 131.29 | $5.887 \times 10^{-3}$ | -111.8 | - 107.1 |
| Ytterbium | Yb | 70 | $[\mathrm{Xe}] 4 f^{14} 6 s^{2}$ | 173.04 | 6.97 | 819 | 1196 |
| Yttrium | Y | 39 | $[\mathrm{Kr}] 4 d 5 s^{2}$ | 88.9059 | 4.47 | 1523 | 3337 |
| Zinc | Zn | 30 | [Ar] $3 d^{10} 4 s^{2}$ | 65.38 | 7.13 | 419.6 | 906 |
| Zirconium | Zr | 40 | $[\mathrm{Kr}] 4 d^{2} 5 s^{2}$ | 91.22 | 6.51 | 1852 | 4377 |

*An asterisk in the electron configuration denotes an irregularity.
Source: According to the Commission on Atomic Weights and Isotopic Abundances, International Union of Pure and Applied Chemistry
Notes: Atomic symbols in normal type (e.g., Ac, Al, etc.) are solid elements.
Atomic symbols in bold type (e.g., $\mathrm{Br}, \mathrm{Cs}$, etc.) are liquids at $20^{\circ} \mathrm{C}$.
Atomic symbols in italics (e.g., $\mathrm{Ar}, \mathrm{Cl}$, etc.) are gases.
Atomic symbols in double wide type (e.g., Am, Bk, etc.) are synthetic elements.
Chemical atomic weight values in parentheses are for the most stable radioactive isotopes.
Melting points, boiling points, and mass density in parentheses are uncertain values.

## APPENDIX

## Partial List of Nuclear Masses

| Element | Symbol | Z |  | Relative <br> Atomic Mass (u) | Relative <br> Abundance (\%) | No. of Isotopes |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | A |  |  | Stable | Unstable |
| Neutron | n | 0 | 1(R) | 1.008665 |  | 0 | 1 |
| Hydrogen | H | 1 | 1 | 1.007825 | 99.985 | 2 | 1 |
|  | D | 1 | 2 | 2.014102 | 0.015 |  |  |
|  | T | 1 | 3(NR) | 3.016052 |  |  |  |
| Helium | He | 2 | 3 | 3.016029 | 0.0001 | 2 | 3 |
|  |  |  | 4 | 4.002603 | 99.9999 |  |  |
| Lithium | Li | 3 | 6 | 6.015123 | 7.42 | 2 | 3 |
|  |  |  | 7 | 7.016004 | 92.58 |  |  |
| Beryllium | Be | 4 | 9 | 9.012182 | 100 | 1 | 5 |
| Boron | B | 5 | 10 | 10.012938 | 19.78 | 2 | 4 |
|  |  |  | 11 | 11.009305 | 80.22 |  |  |
| Carbon | C | 6 | 12 | 12.000000 | 98.89 | 2 | 5 |
|  |  |  | 13 | 13.003355 | 1.11 |  |  |
| Nitrogen | N | 7 | 14 | 14.003074 | 99.63 | 2 | 6 |
|  |  |  | 15 | 15.000109 | 0.37 |  |  |
| Oxygen | O | 8 | 16 | 15.994915 | 99.759 | 3 | 5 |
|  |  |  | 17 | 16.999131 | $0.037$ |  |  |
|  |  |  | 18 | 17.999159 | 0.204 |  |  |
| Fluorine | F | 9 | 19 | 18.998403 | 100 | 1 | 5 |
| Neon | Ne | 10 | 20 | 19.992439 | 90.51 | 3 | 5 |
|  |  |  | 21 | 20.993845 | 0.27 |  |  |
|  |  |  | 22 | 21.991384 | 9.22 |  |  |
| Sodium | Na | 11 | 23 | 22.989770 | 100 | 1 | 6 |
| Magnesium | Mg | 12 | 24 | 23.985045 | 78.99 | 3 | 5 |
|  |  |  | 25 | 24.985839 | 10.00 |  |  |


|  |  |  |  | Relative | Relative <br> Element | Symbol |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | Z


| Element | Symbol | Z | A | $\begin{gathered} \text { Relative } \\ \text { Atomic Mass (u) } \end{gathered}$ | Relative Abundance (\%) | No. of Isotopes |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  | Stable | Unstable |
|  |  |  | 54 | 53.938882 | 2.36 |  |  |
| Manganese | Mn | 25 | 55 | 54.938046 | 100 | 1 | 8 |
| Iron | Fe | 26 | 54 | 53.939612 | 5.8 | 4 | 6 |
|  |  |  | 56 | 55.934939 | 91.8 |  |  |
|  |  |  | 57 | 56.935396 | 2.1 |  |  |
|  |  |  | 58 | 57.933278 | 0.3 |  |  |
| Cobalt | Co | 27 | 59 | 58.933198 | 100 | 1 | 9 |
| Nickel | Ni | 28 | 58 | 57.935347 | 68.3 | 5 | 7 |
|  |  |  | 60 | 59.930789 | 26.1 |  |  |
|  |  |  | 61 | 60.931059 | 1.1 |  |  |
|  |  |  | 62 | 61.928346 | 3.6 |  |  |
|  |  |  | 64 | 63.927968 | 0.9 |  |  |
| Copper | Cu | 29 | 63 | 62.929599 | 69.2 | 2 | 9 |
|  |  |  | 65 | 64.927792 | 30.8 |  |  |
| Zinc | Zn | 30 | 64 | 63.929145 | 48.6 | 5 | 8 |
|  |  |  | 66 | 65.926035 | 27.9 |  |  |
|  |  |  | 67 | 66.927129 | 4.1 |  |  |
|  |  |  | 68 | 67.924846 | 18.8 |  |  |
|  |  |  | 70 | 69.925325 | 0.6 |  |  |
| Gallium | Ga | 31 | 69 | 68.925581 | 60.1 | 2 | 12 |
|  |  |  | 71 | 70.924701 | 39.9 |  |  |
| Germanium | Ge | 32 | 70 | 69.924250 | 20.5 | 5 | 9 |
|  |  |  | 72 | 71.922080 | 27.4 |  |  |
|  |  |  | 73 | 72.923464 | 7.8 |  |  |
|  |  |  | 74 | 73.921179 | 36.5 |  |  |
|  |  |  | 76 | 75.921403 | 7.8 |  |  |
| Arsenic | As | 33 | 75 | 74.921596 | 100 | 1 | 12 |
| Selenium | Se | 34 | 74 | 73.922477 | 0.9 | 6 | 10 |
|  |  |  | 76 | 75.919207 | 9.0 |  |  |
|  |  |  | 77 | 76.919908 | 7.6 |  |  |
|  |  |  | 78 | 77.917304 | 23.5 |  |  |
|  |  |  | 80 | 79.916520 | 49.8 |  |  |
|  |  |  | 82 | 81.916709 | 9.2 |  |  |
| Bromine | Br | 35 | 79 | 78.918336 | 50.7 | 2 | 15 |
|  |  |  | 81 | 80.916290 | 49.3 |  |  |


| Element | Symbol | Z | A | Relative Atomic Mass (u) | Relative <br> Abundance (\%) | No. of Isotopes |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  | Stable | Unstable |
| Krypton | Kr | 36 | 78 | 77.920397 | 0.35 | 6 | 15 |
|  |  |  | 80 | 79.916375 | 2.25 |  |  |
|  |  |  | 82 | 81.913483 | 11.6 |  |  |
|  |  |  | 83 | 82.914134 | 11.5 |  |  |
|  |  |  | 84 | 83.911506 | 57.0 |  |  |
|  |  |  | 86 | 85.910614 | 17.3 |  |  |
| Rubidium | Rb | 37 | 85 | 84.911800 | 72.2 | 1 | 16 |
|  |  |  | 87(NR) | 86.909184 | 27.8 |  |  |
| Strontium | Sr | 38 | 84 | 83.913428 | 0.6 | 4 | 12 |
|  |  |  | 86 | 85.909273 | 9.8 |  |  |
|  |  |  | 87 | 86.908890 | 7.0 |  |  |
|  |  |  | 88 | 87.905625 | 82.6 |  |  |
| Yttrium | Y | 39 | 89 | 88.905856 | 100 | 1 | 14 |
| Zirconium | Zr | 40 | 90 | 89.904708 | 51.5 | 5 | 13 |
|  |  |  | 91 | 90.905644 | 11.2 |  |  |
|  |  |  | 92 | 91.905039 | 17.1 |  |  |
|  |  |  | 94 | 93.906319 | 17.4 |  |  |
|  |  |  | 96 | 95.908272 | 2.8 |  |  |
| Niobium | Nb | 41 | 93 | 92.906378 | 100 | 1 | 13 |
| Molybdenum | Mo | 42 | 92 | 91.906809 | 14.8 | 7 | 11 |
|  |  |  | 94 | 93.905086 | 9.3 |  |  |
|  |  |  | 95 | 94.905838 | 15.9 |  |  |
|  |  |  | 96 | 95.904675 | 16.7 |  |  |
|  |  |  | 97 | 96.906018 | 9.6 |  |  |
|  |  |  | 98 | 97.905405 | 24.1 |  |  |
|  |  |  | 100 | 99.907473 | 9.6 |  |  |
| Technetium | Tc | 43 | 99(R) | 98.906252 |  | 0 | 16 |
| Ruthenium | Ru | 44 | 96 | 95.907596 | 5.5 | 7 | 9 |
|  |  |  | 98 | 97.905287 | 1.9 |  |  |
|  |  |  | 99 | 98.905937 | 12.7 |  |  |
|  |  |  | 100 | 99.904217 | 12.6 |  |  |
|  |  |  | 101 | 100.905581 | 17.0 |  |  |
|  |  |  | 102 | 101.904347 | 31.6 |  |  |
|  |  |  | 104 | 103.905422 | 18.7 |  |  |
| Rhodium | Rh | 45 | 103 | 102.905503 | 100 | 1 | 14 |
| Palladium | Pd | 46 | 102 | 101.905609 | 1.0 | 6 | 12 |


| Element | Symbol | Z | A | Relative Atomic Mass (u) | Relative Abundance (\%) | No. of Isotopes |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  | Stable | Unstable |
|  |  |  | 104 | 103.904026 | 11.0 |  |  |
|  |  |  | 105 | 104.905075 | 22.2 |  |  |
|  |  |  | 106 | 105.903475 | 27.3 |  |  |
|  |  |  | 108 | 107.903894 | 26.7 |  |  |
|  |  |  | 110 | 109.905169 | 11.8 |  |  |
| Silver | Ag | 47 | 107 | 106.905095 | 51.8 | 2 | 14 |
|  |  |  | 109 | 108.904754 | 48.2 |  |  |
| Cadmium | Cd | 48 | 106 | 105.906461 | 1.3 | 8 | 9 |
|  |  |  | 108 | 107.904186 | 0.9 |  |  |
|  |  |  | 110 | 109.903007 | 12.5 |  |  |
|  |  |  | 111 | 110.904182 | 12.8 |  |  |
|  |  |  | 112 | 111.902761 | 24.1 |  |  |
|  |  |  | 113 | 112.904401 | 12.2 |  |  |
|  |  |  | 114 | 113.903361 | 28.7 |  |  |
|  |  |  | 116 | 115.904758 | 7.5 |  |  |
| Indium | In | 49 | $113$ | 112.904056 | 4.3 | 1 | 18 |
|  |  |  | $115(\mathrm{NR})$ | 114.903875 | 95.7 |  |  |
| Tin | Sn | 50 | 112 | 111.904823 | 1.0 | 10 | 11 |
|  |  |  | 114 | $113.902781$ | 0.7 |  |  |
|  |  |  | 115 | $114.903344$ | 0.4 |  |  |
|  |  |  | 116 | 115.901743 | 14.7 |  |  |
|  |  |  | 117 | 116.902954 | 7.7 |  |  |
|  |  |  | 118 | 117.901607 | 24.3 |  |  |
|  |  |  | 119 | 118.903310 | 8.6 |  |  |
|  |  |  | 120 | 119.902199 | 32.4 |  |  |
|  |  |  | $122$ | 121.903440 | $4.6$ |  |  |
|  |  |  | 124 | $123.905271$ | $5.6$ |  |  |
| Antimony | Sb | 51 | 121 | 120.903824 | 57.3 | 2 | 20 |
|  |  |  | 123 | 122.904222 | 42.7 |  |  |
| Tellurium | Te | 52 | 120 | 119.904021 | 0.1 | 7 | 14 |
|  |  |  | 122 | 121.903055 | 2.5 |  |  |
|  |  |  | 123(NR) | 122.904278 | 0.9 |  |  |
|  |  |  | 124 | 123.902825 | 4.6 |  |  |
|  |  |  | 125 | 124.904435 | 7.0 |  |  |
|  |  |  | 126 | 125.903310 | 18.7 |  |  |
|  |  |  | 128 | 127.904464 | 31.7 |  |  |
|  |  |  | 130 | 129.906229 | 34.5 |  |  |
| Iodine | I | 53 | 127 | 126.904477 | 100 | 1 | 22 |


| Element | Symbol | Z | A | Relative <br> Atomic Mass (u) | Relative <br> Abundance (\%) | No. of Isotopes |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  | Stable | Unstable |
| Xenon | Xe | 54 | 124 | 123.906120 | 0.1 | 9 | 16 |
|  |  |  | 126 | 125.904281 | 0.1 |  |  |
|  |  |  | 128 | 127.903531 | 1.9 |  |  |
|  |  |  | 129 | 128.904780 | 26.4 |  |  |
|  |  |  | 130 | 129.903509 | 4.1 |  |  |
|  |  |  | 131 | 130.905076 | 21.2 |  |  |
|  |  |  | 132 | 131.904148 | 26.9 |  |  |
|  |  |  | 134 | 133.905395 | 10.4 |  |  |
|  |  |  | 136 | 135.907219 | 8.9 |  |  |
| Cesium | Cs | 55 | 133 | 132.905433 | 100 | 1 | 20 |
| Barium | Ba | 56 | 130 | 129.906277 | 0.1 | 7 | 13 |
|  |  |  | 132 | 131.905042 | 0.1 |  |  |
|  |  |  | 134 | 133.904490 | 2.4 |  |  |
|  |  |  | 135 | 134.905668 | 6.6 |  |  |
|  |  |  | 136 | 135.904556 | 7.9 |  |  |
|  |  |  | 137 | 136.905816 | 11.2 |  |  |
|  |  |  | 138 | 137.905236 | 71.7 |  |  |
| Lanthanum | La | 57 | 138 | 137.907114 | 0.1 | 2 | 17 |
|  |  |  | 139 | 138.906355 | 99.9 |  |  |
| Cerium | Ce | 58 | 136 | 135.907140 | 0.2 | 4 | 13 |
|  |  |  | 138 | 137.905996 | 0.2 |  |  |
|  |  |  | 140 | 139.905442 | 88.5 |  |  |
|  |  |  | 142 | 141.909249 | 11.1 |  |  |
| Praseodymium | Pr | 59 | 141 | 140.907657 | 100 | 1 | 13 |
| Neodymium | Nd | 60 | 142 | 141.907731 | 27.2 | 6 | 8 |
|  |  |  | 143 | 142.909823 | 12.2 |  |  |
|  |  |  | 144(NR) | 143.910096 | 23.8 |  |  |
|  |  |  | 145 | 144.912582 | 8.3 |  |  |
|  |  |  | 146 | 145.913126 | 17.2 |  |  |
|  |  |  | 148 | 147.916901 | 5.7 |  |  |
|  |  |  | 150 | 149.920900 | 5.6 |  |  |
| Promethium | Pm | 61 | 147(R) | 146.915148 |  | 0 | 13 |
| Samarium | Sm | 62 | 144 | 143.912009 | 3.1 | 4 | 12 |
|  |  |  | 147(NR) | 146.914907 | 15.1 |  |  |
|  |  |  | 148(NR) | 147.914832 | 11.3 |  |  |
|  |  |  | 149(NR) | 148.917193 | 13.9 |  |  |
|  |  |  | 150 | 149.917285 | 7.4 |  |  |
|  |  |  | 152 | 151.919741 | 26.7 |  |  |


| Element | Symbol | Z | A | Relative Atomic Mass ( $u$ ) | Relative Abundance (\%) | No. of Isotopes |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  | Stable | Unstable |
|  |  |  | 154 | 153.922218 | 22.6 |  |  |
| Europium | Eu | 63 | 151 | 150.919860 | 47.9 | 2 | 15 |
|  |  |  | 153 | 152.921243 | 52.1 |  |  |
| Gadolinium | Gd | 64 | 152(NR) | 151.919803 | 0.2 | 6 | 11 |
|  |  |  | 154 | 153.920876 | 2.1 |  |  |
|  |  |  | 155 | 154.922629 | 14.8 |  |  |
|  |  |  | 156 | 155.922130 | 20.6 |  |  |
|  |  |  | 157 | 156.923967 | 15.7 |  |  |
|  |  |  | 158 | 157.924111 | 24.8 |  |  |
|  |  |  | 160 | 159.927061 | 21.8 |  |  |
| Terbium | Tb | 65 | 159 | 158.925350 | 100 | 1 | 17 |
| Dysprosium | Dy | 66 | 156 | 155.924287 | 0.1 | 7 | 12 |
|  |  |  | 158 | 157.924412 | 0.1 |  |  |
|  |  |  | 160 | 159.925203 | 2.3 |  |  |
|  |  |  | 161 | 160.926939 | 19.0 |  |  |
|  |  |  | 162 | 161.926805 | 25.5 |  |  |
|  |  |  | 163 | 162.928737 | 24.9 |  |  |
|  |  |  | 164 | 163.929183 | 28.1 |  |  |
| Holmium | Но | 67 | 165 | 164.930332 | 100 | 1 | 19 |
| Erbium | Er | 68 | 162 | 161.928787 | 0.1 | 6 | 9 |
|  |  |  | 164 | 163.929211 | 1.6 |  |  |
|  |  |  | 166 | 165.930305 | 33.4 |  |  |
|  |  |  | 167 | 166.932061 | 22.9 |  |  |
|  |  |  | 168 | 167.932383 | 27.1 |  |  |
|  |  |  | 170 | 169.935476 | 14.9 |  |  |
| Thulium | Tm | 69 | 169 | 168.934225 | 100 | 1 | 15 |
| Ytterbium | Yb | 70 | 168 | 167.933908 | 0.1 | 7 | 7 |
|  |  |  | 170 | 169.934774 | 3.2 |  |  |
|  |  |  | 171 | 170.936338 | 14.4 |  |  |
|  |  |  | 172 | 171.936393 | 21.9 |  |  |
|  |  |  | 173 | 172.938222 | 16.2 |  |  |
|  |  |  | 174 | 173.938873 | 31.6 |  |  |
|  |  |  | 176 | 175.942576 | 12.6 |  |  |
| Lutetium | Lu | 71 | 175 | 174.940785 | 97.4 | 1 | 13 |
|  |  |  | $176(\mathrm{NR})$ | 175.942694 | 2.6 |  |  |
| Hafnium | Hf | 72 | 174(NR) | 173.940065 | 0.2 | 5 | 11 |


| Element | Symbol | Z | A | Relative <br> Atomic Mass (u) | Relative <br> Abundance (\%) | No. of Isotopes |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  | Stable | Unstable |
|  |  |  | 176 | 175.941420 | 5.2 |  |  |
|  |  |  | 177 | 176.943233 | 18.6 |  |  |
|  |  |  | 178 | 177.943710 | 27.1 |  |  |
|  |  |  | 179 | 178.945827 | 13.7 |  |  |
|  |  |  | 180 | 179.946561 | 35.2 |  |  |
| Tantalum | Ta | 73 | 180(NR) | 179.947489 | 0.01 | 1 | 14 |
|  |  |  | 181 | 180.948014 | 99.99 |  |  |
| Tungsten | W | 74 | 180 | 179.946727 | 0.1 | 5 | 12 |
|  |  |  | 182 | 181.948225 | 26.3 |  |  |
|  |  |  | 183 | 182.950245 | 14.3 |  |  |
|  |  |  | 184 | 183.950953 | 30.7 |  |  |
|  |  |  | 186 | 185.954377 | 28.6 |  |  |
| Rhenium | Re | 75 | 185 | 184.952977 | 37.4 | 1 | 15 |
|  |  |  | 187(NR) | 186.955765 | 62.6 |  |  |
| Osmium | Os | 76 | 184 | 183.952514 | 0.02 | 7 | 8 |
|  |  |  | 186 | 185.953852 | 1.6 |  |  |
|  |  |  | 187 | 186.955762 | 1.6 |  |  |
|  |  |  | 188 | 187.955850 | 13.3 |  |  |
|  |  |  | 189 | 188.958156 | 16.1 |  |  |
|  |  |  | 190 | 189.958455 | 26.4 |  |  |
|  |  |  | 192 | 191.961487 | 41.0 |  |  |
| Iridium | Ir | 77 | 191 | 190.960603 | 37.3 | 2 | 15 |
|  |  |  | 193 | 192.962942 | 62.7 |  |  |
| Platinum | Pt | 78 | 190(NR) | 189.959937 | 0.1 | 4 | 24 |
|  |  |  | 192(NR) | 191.961049 | 0.79 |  |  |
|  |  |  | 194 | 193.962679 | 32.9 |  |  |
|  |  |  | 195 | 194.964785 | 33.8 |  |  |
|  |  |  | 196 | 195.964947 | 25.3 |  |  |
|  |  |  | 198 | 197.967879 | 7.2 |  |  |
| Gold | Au | 79 | 197 | 196.966560 | 100 | 1 | 17 |
| Mercury | Hg | 80 | 196 | 195.965812 | 0.2 | 7 | 15 |
|  |  |  | 198 | 197.966760 | 10.0 |  |  |
|  |  |  | 199 | 198.968269 | 16.8 |  |  |
|  |  |  | 200 | 199.968316 | 23.1 |  |  |
|  |  |  | 201 | 200.970293 | 13.2 |  |  |
|  |  |  | 202 | 201.970632 | 29.8 |  |  |
|  |  |  | 204 | 203.973481 | 6.9 |  |  |


| Element | Symbol | Z | A | Relative Atomic Mass (u) | $\begin{gathered} \text { Relative } \\ \text { Abundance (\%) } \end{gathered}$ | No. of Isotopes |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  | Stable | Unstable |
| Thallium | Ti | 81 | 203 | 202.972336 | 29.5 | 2 | 18 |
|  |  |  | 205 | 204.974410 | 70.5 |  |  |
| Lead | Pb | 82 | 204 | 203.973037 | 1.4 | 4 | 17 |
|  |  |  | 206 | 205.974455 | 24.1 |  |  |
|  |  |  | 207 | 206.975885 | 22.1 |  |  |
|  |  |  | 208 | 207.976641 | 52.4 |  |  |
| Bismuth | Bi | 83 | 209 | 208.980388 | 100 | 1 | 16 |
| Uranium | U | 92 | 234(NR) | 234.040947 | 0.005 | 0 | 14 |
|  |  |  | 235(NR) | 235.043925 | 0.720 |  |  |
|  |  |  | 238(NR) | 238.050786 | 99.275 |  |  |

Source: Relative atomic masses are taken from J. H. E. Mattauch, W. Thiele, and A. H. Wapstra, Nuclear Physics 67, no. 1 (1965). Relative abundances are from the Chart of the Nuclides, 12th ed., General Electric Co, 1977. Number of ground state isotopes are from the Handbook of Chemistry and Physics, 64th ed., CRC Press, 1984.
Note: The symbol (NR) beside a mass number stands for Naturally Radioactive, and the symbol (R) stands for Radioactive (not found in nature).
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Note: numbers in bold type indicate the location for the definition of an item. Because many fundamental quanities (acceleration, momentum, Newton's second law, kinetic energy, etc.) are used so frequently, they are referenced by only the page number where they are originally introduced and defined.

Absolute probability density, 345, 385
Acceleration, 6
average translational, 6
instantaneous translational, 6
Algebraic series
binomial expansion, A-9
MacLaurin series, A-9
Taylor series, A-9
Alpha particle, 156, 233, 326
Angstrom, unit, 84, 182
Angular frequency, 186
Angular speed, instantaneous, 261
Area of a sphere, 224
Arithmetic mean, 28
Assembly, 443
Atom
Bohr model, 243-252
electron configurations,
nuclear model, 156
planetary model, 233, 237-240
plum-pudding model, 233
radius, 164
carbon, 164
copper, 178
hydrogen, 245, 257, 259
reduced mass model, 253-260
Rutherford's planetary model, 233, 237-240
volume, 163,164
Atomic energy levels, 252
Atomic mass,
molal, 161
relative, 160
Atomic mass unit, unified, 159
Atomic masses, table of, A-24-A-32
Atomic notation, 270
Atomic number, 157, 158

Atomic oscillator
emission quanta, Planck's, 208
energy quantization, Bohr's, 249
quantum hypothesis, Planck's, 208, 267
Atomic spacing, 195, 224
Atomic weight, chemical, 160
Atomic weights, table of, A-21-A-23
Average distribution, 452
Average energy,
classical oscillator, 533
conduction electron, 558
quantized oscillator, 535, 537
per degree of freedom, 487
per particle, 467, 476, 483
Average molecular momentum, ideal gas, 506
Average molecular speed, ideal gas, 483, 506
Avogadro, Amedeo, 131
Avogadro's number, 161
Bainbridge, K. T., 158
Balmer, J. J., 236, 237
Balmer's formula, 236
Beams, J. W., 207
Becquerel, H., 156
Bernoulli, Daniel, 131
Beta rays, 156
Binding energy,
deuterium, 166
hydrogen, 249, 259, 282
Binomial expansion, 108, A-9
Blackbody, ideal, 546
Blackbody radiation, 545-550
Bohr, Niels, 232, 242, 407
correspondence principle, 27, 407
theory, H-atom, 243-252
Bohr electron, infinite nuclear mass model
angular momentum quantization, 245, 262
radial quantization, 261
Bohr electron, reduced mass model
angular momentum quantization, 257, 262
radial quantization, 262
Bohr frequency, 247
Bohr model, H-atom, 243-252
electron's orbital, quantized,
energies, 248,305
frequencies, 247
radii, 245
velocities, 246
photon emission (or absorption), 250-251
energy of, 250
frequency of, 250
wavelength of, 251
postulates
modified, 244
original, 243
quantitative, 244-250
first, 244
fourth, 250
second, 245
third, 248
Bohr radius, 231, 245, 259
Bohr's quantization postulate, 244, 303
Bohr-Sommerfeld scheme, 270-271
Bohr velocity, 246
Boltzmann constant, 456, 479
Boltzmann distribution of
energy, continuous, 480

Boltzmann distribution of (cont.)
energy, discrete, 460, 471
momentum, 480
speed, 481
Boltzmann, L., 131
Born, Max, 345, 540
Bose-Einstein distribution, $\mathbf{5 2 5}$
Bose-Einstein statistics, 519-521
Bosons, 520
table of, 519
Brackett, F. S., 237
Bragg, William L., 195
Bragg planes, 195
Bragg's law, 196, 300
Brown, R. A., 452
Burns, M. L., 452
Canal rays, 151-156
Cartesian coordinates, 4, 9
Cathode rays, discovery of, 132-134
see electrons, J. J. Thomson
Cell-energy degeneracy, 448-450, 473-474,
Cell volume, 442
Cell volume, minimum, 442
Center of mass, 6, 7, 114, 253
acceleration, 7
velocity, 7
Centripetal force, 138
Chadwick, J., 157
Characteristic temperature, 446
Debye, 543
Einstein, 537
Chemical potential
classical, 464, 504
Maxwell-Boltzmann, 471
Classical distribution, 464
Classical limit, 528
Classical physics, subject areas of, 25
Classical principle of relativity, 24-25, 36
Classical statistics, 451
Classical wave equation, 290
Clausius, R. J., 131
Coefficient of elasticity, 263
Collision
photon-bound electron, 211-216
photon-free electron, 215, 230, 231
Commutator, 412
Complex conjugate, 345
Complexion (microstate), 443-447
Compton, Arthur H., 180, 211
Compton effect, 211-216
energy conservation, 214
momentum conservation, 213
Compton equation, 214

Compton wavelength, 214
Conduction electrons, 204-205, 361
average energy per electron, 558
density, 553-554
density of states, 362
one-dimensional, 363
three-dimensional, 421-422, 553
Fermi energy, 552, 553, 554
Fermi temperature, 555
Fermi velocity, $\mathbf{5 5 5}$
internal energy, total, 558
thermal capacity, molal specific, 559
quantum state, 362
Configuration, system, 443-444, 515
Conservative force, 263, 335
Conservation of
energy, 209, 214, 335, 442
mass-energy, 110
momentum, 100, 113, 213
particles, 442, 481
probability, 348
thermodynamic internal energy, 442
Correspondence principle, 27, 407
and linear momentum, 408, 414
and Newton's second law, 410, 436
Coulomb's law, 149
Countervailed atom, 157
Crookes, William, 132, 133
Crystallography, 193
atomic spacing, 195
face-centered cubic, 194
lattice point, 193, 194
primitive cell, 194
Curl, A-15
Dalton, John, 131
Davisson, C., 300
De Broglie's hypothesis, 300
consistency with
Bohr model, 301-305
Einsteinian relativity, 305-309
De Broglie, Louis, 300
frequency postulate, 300
wavelength postulate, 300
Debye, Peter, 540
Debye characteristic temperature, $\mathbf{5 4 3}$
for aluminum, 571
for copper, 572
for silver, 571
Debye specific heat formula, 544
Debye T ${ }^{3}$ law, 545
Degeneracy,
cell-energy, 448-450, 473-474, 514
energy level, 362, 418, 473, 514-515
Degrees of freedom, diatomic molecule, 490
monatomic molecule, 490
polyatomic molecule, 490
Del operator, 188, 339, A-15
Density of electronic states, $\mathbf{3 6 2}$
Density of phonon states, 542, 574
Density of photon states, 547, 573
Derivatives, table of common,
A-10-A-11
Deuterium, 158
binding energy, 166
rest mass, 166
Differential entropy, 463, 532
Differential Helmholtz function, 470
Differential operator (see also operator), A-11
Diffraction, electron, 301
x-ray, 196
Dirac, P. A. M., 378
Dirac delta function, 379
k-space, 380
$\mathrm{k}_{\mathrm{x}}$-space, 378,379
properties, 379-380
p-space, 379
$x$-space, 378,379
Displacement vector, 4, 9
Distribution function,
Boltzmann, 460, 471, 480, 481
Bose-Einstein, 525
classical, 464
Fermi-Dirac, 526
generalized, 527
Maxwell-Boltzmann, 459
Divergence, A-15
Doppler effect,
classical, 16-24
relativistic, 81-86, 217-219
blue shift, 85, 94, 95, 218
red shift, 84,218
transverse effect, 218
Dulong, P. L., 533
Dulong-Petit law, 490, 509, 533-534
Dyne, unit, 8

Effective mass, electron, 576-578
Eigenfunctions, 343
free particle, 350,352
generalized, $p$-space, 381, 382
generalized, $x$-space, 381
linear harmonic oscillator, 355-357, 395, 396
momentum operator, 392
particle in a box, 355-357, 360, 373, 395, 417
position operator, 329
vibrating string, 294

Eigenvalue equation,
energy, $355,372,373,405,416$
free particle, 350
linear harmonic oscillator, 402
momentum, 390, 392, 394
particle in a box, one-dimensional, 355
three-dimensional, 415, 416
two-dimensional, 372, 373
position, 391, 392
Schrodinger's, 343, 415
vibrating string, 292
Einstein, Albert, 2, 34, 62, 96, 111, 208, 535
characteristic temperature, $\mathbf{5 3 7}$
energy-mass equivalence, 109,114
energy-momentum equation, invariant, 112,120
general theory of relativity, 53
photoelectric equation, 209
photon concept, 111, 180
photon postulate, 209
relativistic mass equation, 103
special theory of relativity, 34-128
specific heat formula, 538
Einsteinian (relativistic) dynamics, 97-128
force, 106
inertial mass, 101
kinetic energy, 107-110, 125
momentum, 111, 125
relativistic mass, 101, 103
rest energy, 109
total energy, 109, 114
Einsteinian (relativistic) transformations
acceleration, 78-80
angular frequency, 306
displacement, 73
energy, 119-120, 307
frequency, 81-86, 217-219
length, 48,88
momentum, 117-119, 307
space coordinates, 63-65
space-time coordinates, 68, 69, 91
time coordinate, 65-67
time interval, 42
velocity, 72-75
wavelength, 81-86, 94
wave number, 306
Einstein's specific heat formula, 538
Elastic waves, 540
longitudinal, 542
speed of in
copper, 572
silver, 571
transverse, 542
Electrical potential, 139

Electric field intensity, 136
parallel plate capacitor, 137
Electromagnetic (light) waves
Doppler effect, 81-86, 217-219
blue shift, 85, 94, 95
red shift, 84
diffraction, 193-196
electric field pulse, 185
invariance, $26,37,81$
magnetic field pulse, 185
origin of, 181-188
plane polarized, 186-187, 189
amplitude, maximum, 186, 189, 224
B-field vector, 186
E-field vector, 186
energy-momentum relation, 200, 225
intensity, 191, 192
period of oscillation, 187
power, 193
time average energy, 200
time average momentum, 199
wavelength, 187
proper frequency, 95, 217
speed, $26,150,187$
transverse wave, 185
wave equation, 81
wavelength spectrum, table of, 181
Electron
angular momentum states, 269
charge, 147
density, 553
diffraction, 301
energy states, 269
gamma-rays, 156
quantum state, 273
radius, 150,151
rest mass, 148,159
shells, 269
specific charge, $138,140,142$
subshells, 269
wavelength, 301
Electron configurations of atoms
Bohr-Sommerfeld scheme, 270-271
Paschen scheme, 272
Electron volt, unit, 148
Empirical temperature, statistical system's, 462
Energy density, 190
spectral, 547
total radiant, 547, 550
Energy eigenvalues, 343
free particle, 350
linear harmonic oscillator, 403
particle in a box one-dimensional, 357
three-dimensional, 363
two-dimensional, 373
Energy level, 249, 418
degeneracy, $362,418,473,514-515$
Energy of thermal excitation, 537
Energy operator, differential
momentum space, 405
eigenvalue equation of, 405 eigensolution of, 405
position space, 404
eigenvalue equation of, 405 eigensolution of, 405
Ensemble average, 383, 443, 452
Ensemble of systems, 443
Entropy in statistical mechanics, 456
classical, 469
differential, 463, 532
Maxwell-Boltzmann, 469
monatomic ideal gas, 478
solid of atomic oscillators, 569
Equation of continuity, 369
Equation of state,
ideal gas, 478, 479
thermodynamic, statistical system, 470
Equipartition of energy, 485-488
Equipartition of energy principle, 487
Equipartition of internal energy, 488
Equipartition of particle energy, 488
Erg, unit, 8
Ergodic hypothesis, 443
Euler's relation, 355, 364, A-10
Even function, 398
Expectation value, 383-387
definition justification, 392
example in $x$ - and $p$-space, 397-401
momentum-dependent variable, 385, 386
position-dependent variable, 384, 386
Exponential operations, properties of, A-1, A-2

Face-centered cubic, 194
Factorial, A-9
Faraday, Michael, 132
Fermi-Dirac distribution, 526
Fermi-Dirac statistics, 521-523
Fermi energy, 552
for aluminum, 578
for copper, 576
for potassium, 555
for silver, 576
for sodium, 575
for zinc, 577
relation to,
density of states, 553
electron density, 554

Fermi energy (cont.)
electron velocity, 555
electronic temperature, 555
Fermi temperature, $\mathbf{5 5 5}$
Fermi velocity, 555
Fermions, 521
table of, 519
Fine structure constant, 246, 281
Fine structure in spectral lines, 267, 268, 272, 273
First and second laws of thermodynam-

$$
\text { ics, combined, } 464
$$

First law of thermodynamics, 488
Fizeau, A. H., 180
Foucault, J. B., 180
Fourier transform, 378, 382, 392, 399
Free particle, quantum theory of conservation of probability, 351,352
de Broglie energy-frequency, 300 de Broglie momentum-wavelength, 300
eigenfunction, 350, 352
group velocity, 313-314
momentum vector, 338
phase velocity, 350
position vector, 338
potential energy, 335, 338, 350
probability current, 351,352
relative probability density, 351,352
Schrödinger equation, 350
wave function
generalized, $p$-space, 382
generalized, $x$-space, $344,377,382$
one-dimensional, 336-337, 344, 350-353
three-dimensional, 339
Frequency spread, matter wave, 317
Galilean (classical) transformations
acceleration, 15
assumption of absolute time, 11, 35
displacement, 13
force, 15
frequency, 16-24
length, 12
mass, 15
space-time coordinates, 11, 68, 69
velocity, 14
wavelength, 16-24
Gamma rays, 156, 181
Gamma-space, 441
Gas constant, universal, 479
Gassendi, Pierre, 130
Gaussian integral, 374
Gay-Lussac, J. L., 131
Geissler, Heinrich, 132

Geissler tube, 132
Generalized distribution law, 527
Gerlach, W., 273
Germer, L., 300
Gibbs, J. Willard, 131, 382, 443
Goldstein, E., 151
Goldstein discharge tube, 151
Goudsmit, S. A., 273
Gradient, A-15
Ground state, 246, 248, 252
Group velocity, 310, 311, 328
interrelationship with
particle velocity, 313-314, 335
phase velocity, 313-314
Group waves, 310
angular frequency, 310
wave number, 310
Hallwachs, W., 201
Hamiltonian, 406
Hamiltonian operator, differential, 406
Heat radiation, 181
Heisenberg, W., 334
Heisenberg's uncertainty principle, 317
consistency with
Bohr radius, 331
energy, linear oscillator, 332
Helmholtz function, 470
classical, 470
Maxwell-Boltzmann, 470
relation to
chemical potential, 470
entropy, 470
pressure, 470
Hermitian property, 410
Hamiltonian operator, 410
momentum operator, 412, 435
Hertz, Heinrich, 201
Hittorf, Johann W., 133
Hooke, Robert, 130
Hooke's law, 263
Huygens, Christian, 180
Hydrogen
Bohr radius, 245, 259, 331
elliptical orbits, 268
energy level diagram, 252
energy levels, 249
energy quantization Bohr, 249
Bohr, reduced mass model, 258
Planck, 208
fine structure, 267, 268, 272
ground state, 246
ionization energy, 249, 259, 282
photon, emitted or absorbed, 250-251
energy, 250
frequency, 250
wavelength, 251
quantized states, electron, 249
rest mass, 162, 165
spectral lines, 236
spectral series, 237, 252
Ideal gas,
diatomic, 490
thermal capacity of, 490
monatomic, 472-485, 490
average molecular energy of, 476, 483
average molecular momentum of, 506
Boltzmann energy distribution of, 480
Boltzmann momentum distribution of, 481
Boltzmann speed distribution of, 481
degeneracy of, cell-energy, 473, 474
equation of state of, 478, 479
internal energy of, 476
Maxwell-Boltzmann entropy of, 478
molecular speed of,
average, 483, 506
most probable, 484
root-mean-square, 484
particle energy of, 473
partition function of, 475
speed of sound in, 507-508
thermal capacity of, 477
of electrons, 551-560 (see conduction electrons)
of phonons, 540-544
of photons, 545-550
polyatomic, 490
thermal capacity of, 490
Imaginary unit, 295, A-9
Improper functions
momentum-space eigenfunction, 392
position-space eigenfunction, 392
Index of refraction, $\mathbf{1 8 2}$
Inertial frame of reference, $\mathbf{1 0}$
Inertial mass, 101
chlorine atom, 194
cobalt atom, 175
deuterium atom, 166
electron, 148, 159
hydrogen atom, 162, 165
neutron, 157, 159
photon, 112, 212
proton, 156, 159
sodium atom, 194
Infeld, L., 34, 62

Infinite potential well, 354
Infrared radiation, 181
Integrals,
definite, table of, A-16
indefinite, table of, A-12
Intensity, 189
instantaneous, 190, 191
time average, 191, 192
Interaction potential, 338
Interference
constructive, 196
electrons,
light, 193, 196
Internal energy, molal specific, 489
of a solid
classical oscillators, 534
quantized oscillators, 538
quantized phonons, 544
of conduction electrons, 558
Ionization, 157
Isobars, 158
Isotones, $\mathbf{1 5 8}$
Isotopes, 158
Jeans, Sir James H., 546
Joule, J. P., 131
Joule, unit, 8
Kepler's third law, 279
Kinetic energy,
angular, relativistic, 107-109, 110, 125
translational, 8
Kinetic energy operator, differential, 406
Kinetic theory, $\mathbf{1 3 1}$
Kronecker delta, 325
Lagrange method of undetermined multipliers, 459,462
Lagrange undetermined multipliers, 459-464, 533, 567
Laplacian operator, 339, A-15
Lattice point, 193, 194
Laue, Max von, 193
Lavoisier, Antoine, 131
Lawrence, E. O., 207
Lenard, Philipp, 201
Length contraction, 48, 88
Lifetime, nuclear state, 330
Linear density, 288
Linear harmonic oscillator, 263
classical theory, 263-265
angular speed, 265
average energy, 533
coordinate solution, 264
equation of motion, 263, 264
frequency, 265
potential energy, 263
energy quantization, 266-267
Heisenberg uncertainty principle, 332
quantum theory, ground state, 397-403
average energy per, 535, 537
energy eigenvalue, 403
expectation value
momentum, 397
momentum squared, 398, 401
position, 400
position squared, 400
fractional number in ith level, 568
normalized eigenfunction momentum-space, 397
position-space, 399
standard deviation of
momentum, 433
position, 433
Linear superposition, example of, 308-309
principle of, 295
Logarithmic operations, properties of, A-3, A-4
Long waves, 181
Lorentz, H. A., 25, 65
Lorentz-Fitzgerald contraction, 48
Lorentz force equation, 134
Lorentz transformations
space coordinates, $40,64-65$
space-time coordinates, 68, 69, 91
time coordinate, 65-67
Lyman, T., 237
MacLaurin series, A-9
Macrostate, 444-447, 450, 514
average, 453
most probable, 453
Magnetic induction, 190
Magnetic quantum number, 273, 274
Mass density, 146
carbon atom, collapsed, 165
sodium chloride, 194
Mass number, 157, 158
Mass spectrograph, 152-156
B-field deflection of atoms, 155
E-field deflection of atoms, 153
mass of atom, 156, 178
specific charge of atom, 156
Matter (pilot) waves, 300, 307-310 frequency spread, 317
spatial spread, 317
time spread, 317
Maximizing distribution functions, 484, 507

Maxwell, J. C., 131
Maxwell-Boltzmann distribution, 459
Maxwell-Boltzmann statistics, 444-450, 517-519
Maxwell's equation, 188
Maxwell speed distribution, 481
Metric prefixes, A-4, A-5
Michelson-Morley experiment, 26
Microcanonical ensemble, 443
Microstate (complexion), 444-447
Microwaves, 181
Millikan, Robert A., 143, 210
oil-drop experiment, 143-148
droplet charge, 146, 147, 175
droplet radius, 147,175
electron charge, 147
electron mass, 148
photoelectric equation, confirmed, 210
Molal specific
internal energy, 489
thermal capacity, 489
volume, 489
Mole, 131, 161
Molecular mass, molal, 162
Molecule, 131, 157
Moment of inertia, 261
Momentum,
angular, 244
linear, 7, 408
relativistic, 111, 125
Momentum operator, differential
one-dimensional, 390
eigenvalue equation, 390,392
eigensolution, 392
three-dimensional, 390, 415
Most probable energy, ideal gas, 507
Most probable distribution, 457-459, 523-524
Most probable speed, ideal gas, 484, 507
Mu-space, 441
cell volume, 442
energy levels, degenerate, 516
minimum cell volume, 442
Muon (mu-meson), 44, 282
Muon paradox, 44, 48
Neutron, 156
rest mass, 157,159
Neutron number, 157, 158
Neutron star
mass density, 165
Newton, unit, 8
Newton, Sir Isaac, 1, 130, 179
laws of motion, 7
second law, quantitative, $8,104,410$

Normalization condition, eigenfunction, 356
statistical mechanics, 481, 504, 553
wave function, 346
Normalization preservation, 348
Nuclear binding energy, 166
carbon atom, 177
Nucleon, 156
neutron, 156
nucleon number, 158
proton, 156
Nucleus, 156
radius, 164
Nuclide, 158

Occupation index, 512, for
Boltzmann statistics, 513
Bose-Einstein statistics, 529
classical limit, 528
Fermi-Dirac statistics, 529, 556
Maxwell-Boltzmann statistics, 529
Occupation number, 383, 442, 450, 514
Odd function, 398
Old quantum theory, 181
Operator algebra, quantum theory, 410-414
Operator equation, generalized, 412, 413
Operator, quantum theory,
energy, momentum space, 405
energy, position space, 404
Hamiltonian, 406
kinetic energy, 406
momentum, one-dimensional, 390
momentum, three-dimensional, 390
position, 391
potential energy, 406
expectation value of, 393
Orbital quantum number, 268, 274
Oscillator (see Linear harmonic oscillator)

Partial derivative, 188
Particle characteristics, classical, 299
Particle in a box, quantum theory one-dimensional energy eigenfunctions, 355-357 boundary conditions, 354 normalized, 357, 360
energy eigenvalue equation, 355
energy eigenvalues, 357
examples, 370-371
ground state energy, 358
momentum eigenfunctions, normalized, 395, 396
momentum eigenvalue equation, 394
momentum eigenvalues, 395
momentum expectation value, 396
potential energy, 354
principal quantum number, 355
probability density, 360,361
standard deviation of position, 432
momentum, 432
wave function, 360
wave number quantization, 355
three-dimensional
energy eigenfunctions
boundary conditions, 416
normalized, 417
periodic boundary conditions, 419
separation of variables, 416
energy eigenvalue equation, 415,416
energy eigenvalues, 417
energy level degeneracy, 418
energy levels, 418
example, 421-422
wave number quantizations, 417,420
two-dimensional
energy eigenfunction
boundary conditions, 372
normalized, 373
separation of variables, 372
energy eigenvalue equation, 372,373
energy eigenvalues, 373
example, 373-374
wave number quantization, 373
Particle velocity, average, 5,311
interrelationship with
group velocity, 313-314, 335
phase velocity, 304, 314
Partition function,
continuous energy distribution, 475
discrete energy distribution, 460
monatomic ideal gas, 475
Partition function, relation to
average particle energy, 467
chemical potential,
classical, 504
Maxwell-Boltzmann, 471
entropy,
classical, 469
Maxwell-Boltzmann, 469
Helmholtz function,
classical, 470
Maxwell-Boltzmann, 470
occupation number, 468
pressure, 470, 503-504
total energy, 467
Paschen, F., 237, 272
Paschen scheme, 272
Paschen's triangle, 272

Pauli exclusion principle, 273, 362
Period of oscillation, 187
Periodic boundary conditions, 419
Permeability constant, 189
Permittivity of free space, 150
Perrin, Jean, 133
Petit, A. L., 533
Phase points, 442
Phase space, 441
gamma-space, 441
mu-space, 441 cell volume, 442
minimum cell volume, 442
Phase, traveling waves, 297
Phase velocity, 290, 297, 303, 310, 311, 327
interrelationship with particle velocity, 304, 314
group velocity, 313-314
Phase factor, 345
Phase waves, 310
Phonon, 540
energy, 541
momentum, 541
speed, 541
Photoelectric effect, 201
classical wave theory, 206, 207
conservation of energy, 209
liberation time, 207
quantum theory, 209
saturation current, 203
stopping potential, 202
threshold frequency, 204
threshold wavelength, 227
work function, 209
Photoelectric equation, 209
Photoelectron current, 201-202
Photoelectrons, 201
kinetic energy, 202, 227
velocity, 227, 228
Photon, 111
energy, 111, 200, 209, 212,
momentum, 212, 225-226
postulate, 209
rest mass, 112, 212
spectral energy density, 549
speed, 111
wavelength, $212,214,225,226$
Photon/Phonon statistics, 525
Photon postulate, 209
Pion (pi-meson), 58
Planck, Max, 2, 180, 208, 548
blackbody radiation, 548-549
emission quanta, 208
quantum hypothesis, 208, 267, 545
Plank radiation formula, 549

Planck's constant, 208, 245
Planck's quantum hypothesis, 208, 267
Plane polarized electromagnetic wave, 186-187, 189
B-field vector, 186
E-field vector, 186
energy-momentum relation, 200
intensity, 191, 192
period of oscillation, 187
power, 193
time average energy, 200
time average momentum, 199
wavelength, 187
Planetary model, Rutherford's, 233, 237-240
electron's
orbital frequency, 239
orbital period, 241
orbital radius, 240
orbital stability, 239
radiation power, 241
total energy, 240
velocity, 239
Plum pudding model, Thomson's, 233
Position operator, differential, 391
eigenvalue equation, 391, 392
eigensolution, 392
Potential energy,
elastic, 263
gravitational, 8
Potential energy operator, differential, 406
Power, instantaneous, 199
Poynting vector, 189
Primitive cell, 194
Principal quantum number, 208, 244, 274
Principal of equal apriori probability, 447, 474
Principle of linear superposition, 295
Probability amplitude, 345
Probability current, 348-349
Probability density, absolute, 345, 385 relative, 345
Probability density flux, 348-349
Probability of occurrence, 447
Probability, total, 347, 438
Proper frequency
light waves, 95, 217, 219
sound waves, 20
Proper length, $48,51,88$
Proper time, 43, 70, 72, 82
Proper volume, 57
Proton, 156
charge, 157
radius, 164
rest mass, 156, 159
Proust, J. L., 131

Quadratic formula, general solutions of, A-5
Quantization of electrical charge, 132, 143, 147
Quantization of electromagnetic radiation, 200, 209, 212
Quantization of matter, 130, 132
Quantization of wave number, 355
Quantum levels, 250
Quantum number, magnetic, 273, 274
orbital, 268, 274
principal, 208, 244, 274
spin, 273, 274
Quantum state,
bound electron, 273
free electron, 362
Quantum transition (jump), 250

Radioactivity, 156
alpha rays, 156
beta rays, 156
gamma rays, 156
Radiation pressure, 190
Radio waves, 181
Rayleigh, Lord J. W. S., 546
Rayleigh-Jeans formula, 548
Reduced Compton wavelength, 280
Reduced mass, 255
Reduced mass model, H-atom, 253-260
angular momentum electron's, 259 total, 256
atomic radius, 257, 259
Bohr's 1 st postulate, 256
Bohr's 2nd postulate, 257
electron's orbital radius, 254
energy states, quantized, 258
ground state energy, 259
nucleus' orbital radius, 253
Rydberg constant, calculated, 259
speed of electron, 255
speed of nucleus, 258
total kinetic energy, 257
Reduced Planck constant, 245
Relative probability density, $\mathbf{3 4 5}$
Relativistic kinetic energy, 107-110, 125
Relativistic mass, 101
Relativistic total energy, 109, 114
Relativity, 2
Rest energy, 109
Root-mean-square, 400
Root-mean-square speed, ideal gas, 484
Rutherford, Ernest, 156, 233
Rydberg, J. R., 236

Rydberg constant, 236, 251, 259, 285
Rydberg formula, 236

Saturation current, 203
Scalar product, A-14
Schrödinger, Erwin, 333
Schrödinger equation, position representation
one-dimensional
time-dependent, 337, 406
time-independent, 342, 407
three-dimensional
time-dependent, 340
time-independent, 343, 415
requirements of, 336
Schrödinger's energy postulate, 334
Separation of variables, 291, 341
Shell electrons, maximum, 270
Shells, electron, 269
Small angle approximation, 289
Sommerfeld, Arnold, 260, 267
Sound waves
Doppler effect, 16-24
proper frequency, 20
wave equation, 16,22
Space quantization, 273
Spatial speed, matter wave, 317, 328
Special theory of relativity, 34-128
concepts, 34-61
dynamics, 96-128
kinematics, 62-95
postulates, 36
Specific heat (see thermal capacity)
Spectral energy density, 547
Planck formula for, 549, 573
Rayleigh-Jeans formula for, 548
Wien formula for, 549
Spectral lines, hydrogen, 236
Balmer predicted, 236
Bohr predicted, 236
measured, 236
Spectral series, hydrogen, 237
Balmer, 237, 252
Brackett, 237, 252
Lyman, 237, 252
Paschen, 237, 252
Pfund, 237, 252
Spectrum, 235
continuous, 235
absorption, 235
emission, 235
line, 235
absorption, 235
emission, 235
Specular scattering, 196

Speed limitation, particle, 69, 76, 78, 104
Speed of light, 26, 150, 187
Speed of sound
in copper, 572
in ideal gas, 507-508
in silver, 571
Sphere
area, 225
volume, 146
Spin quantum number, 273, 274
Square integrable, 345
Standard conditions (STP), 513
Standard deviation, 400, 431
Statistical average, 481-483, 505
of molecular energy, 482-483
of molecular momentum, 506
of molecular speed, 506
Statistical mechanics, subject areas of, 440
Statistics,
Bose-Einstein, 519-521
classical, 451
Fermi-Dirac, 521-523
Maxwell-Boltzmann, 517-519
Photon/Phonon, 525
Stefan-Boltzmann law, 550
Stern, O., 273
Stirling's formula, 457
Stoke's law, 145
Stoney, G. J., 134
Stopping potential, 202
Subshell electrons, maximum, 270
Subshells, electron, 269
Synchronization correction, 51, 52
Synchrotron, 187
Taylor series, A-9
Terminal velocity, 143
Thermal capacity, 488
molal specific, $\mathbf{4 8 9}$
diatomic ideal gas, 490
electronic, 559
of aluminum, 578
equipartition of energy, 489
monatomic ideal gas, 490
of a solid
Debye formula, 544
Dulong-Petit law, 490, 533-534
Einstein's formula, 538
polyatomic ideal gas, 490
Thermodynamics, classical, combined first and second laws of, 464 first law of, 488
second law of, 491
zeroth law of, $\mathbf{4 6 2}$
Thermodynamic equation of state, 470
Thermodynamic probability, BoseEinstein, 521
classical, $\mathbf{4 5 1}$
Fermi-Dirac, 522
Maxwell-Boltzmann, 450, 519
Thomson, J. J., 129, 134, 143, 152, 201, 233
electron specific charge, $138,140,142$
mass spectrograph, 152
photoelectric effect, observed, 201
plum pudding atomic model, 233
Threshold frequency, 204, 227
Threshold wavelength, 227
Time average, 192, 443
Time dilation, $42,66,71,72,90$ paradox, 52-55
Time spread, matter wave, 317, 329
Time synchronization, 49-52, 66
Total derivative, A-12
Total Maxwell-Boltzmann microstates, 451
Total microstates of a
macrostate, 447, 517 system, 451
Total probability, $\mathbf{3 4 7}$
Total radiant energy density, 550
Townsend, J. S., 143
Transformations,
Einsteinian, (see Einstein transformations)
Galilean, 9-15
Lorentz, 40, 64-69, 91
translational-angular speed, 239
Traveling waves, generalized, 296-299
phase, 297
phase velocity, 297
wave equation, 299
Trigonometric functions, identities of, A-6-A-8
addition formulas, A-7
law of cosines, A-8
law of sines, A-8
Tritium, 158
Uhlenbeck, G. E., 273
Ultraviolet catastrophe, 548
Ultraviolet radiation, 181
Uncertainty in
energy, 317
momentum, 317, 330
position, 312, 317, 328, 330
speed, 330
time, 317
Unified atomic mass unit, 159

Units, fundamental, 3
acceleration, 6
energy, 8
force, 5
momentum, 7
SI system, 4
velocity, 5
viscosity coefficient, 174
work, 8
Unit vectors, orthonormal, 339, A-14
scalar products, A-14
vector products, A-14
Universal gas constant, 479

Valence electrons, 204
Vector product, A-14
Velocity,
average translational, 5
group, 310
instantaneous angular, 261
instantaneous translational, 5
particle, 5, 311
phase, 303
Vibrating string, 288-295
classical wave equation, 290
boundary conditions, 291
complex solution, 296
initial conditions, 291
general solution, 292, 294, 295
separation of variables, 291
condition for standing waves, 293
equation of motion, 289, 290
longitudinal force, 289
normal modes of vibration, 293, 294
phase velocity, 290
transverse force, 289
vibrating mode, 293
Viscosity coefficient, 145
Visible light
colors, wavelength, 182
wavelength range, 181
Volume,
molal specific, 489
sphere, 146
Von Karman, Theodor, 540

Wave characteristics, classical, 299
Wave function, 305
amplitude, general, 344
characteristics, general, 346
interpretation, 343-346
one-dimensional
free particle, 336-337, 344
general form, $p$-space, 382
general form, $x$-space, 344,377 , 382
linear harmonic oscillator, 397 particle in a box, 360
separation of variables, 341
three-dimensional free particle, 339
Wavelength
de Broglie, 300
electromagnetic spectrum, 184
electron, 301
Wave number, 186, 297, 328
quantization, 355

Wave-particle duality
atomic particles, 300, 307
electromagnetic radiation, 211
Weight, 8
White dwarf star
mass density, 165
Wien displacement law, 574
Wien formula, 549
Wien, Wilhelm, 151, 549
Wilson, H. A., 143
Wilson-Sommerfeld quantization rule, 260
Wilson, William, 260
Work, infinitesimal, 8, 107

Work-energy theorem, 29, 30, 106
Work function, 209

X-rays, 181, 196
scattering, 211
scattered wavelength, 214

Zeeman effect, 272
Zero point energy, 358, 514
linear harmonic oscillator, 403
particle in a box, 358
quantized oscillator, 537
Zeroth law of thermodynamics, $\mathbf{4 6 2}$

## FUNDAMENTAL CONSTANTS

| Quantity | Symbol | Value | Uncertainty <br> (ppm) |
| :---: | :---: | :---: | :---: |
| Permeability of Vacuum | $\mu_{0}$ | $\begin{aligned} & 4 \pi \times 10^{-7} \mathrm{~N} / \mathrm{A}^{2} \\ & =12.5663706144 \times 10^{-7} \mathrm{~N} / \mathrm{A}^{2} \end{aligned}$ |  |
| Speed of Light (vacuum) | c | $2.99792458(1.2) \times 10^{8} \mathrm{~m} / \mathrm{s}$ | 0.004 |
| Gravitational Constant | G | $6.6720(41) \times 10^{-11} \mathrm{~N} \cdot \mathrm{~m}^{2} / \mathrm{kg}^{2}$ | 615 |
| Avogradro Constant | $N_{o}\left(\right.$ or $\left.N_{A}\right)$ | $6.022045(31) \times 10^{23} \mathrm{~mole}^{-1}$ | 5.1 |
| Gas Constant | $R$ | 8.31441(26) J/mole $\cdot \mathrm{K}$ | 31 |
| Boltzmann Constant | $k_{\mathrm{B}}=R / N$ | $1.380662(44) \times 10^{-23} \mathrm{~J} / \mathrm{K}$ | 32 |
| Rydberg Constant | $R_{\infty}$ | $1.097373177(83) \times 10^{7} \mathrm{~m}^{-1}$ | 0.075 |
| Elementary Charge | e | $1.6021892(46) \times 10^{-19} \mathrm{C}$ | 2.9 |
| Planck Constant | $h$ | $6.626176(36) \times 10^{-34} \mathrm{~J} \cdot \mathrm{~s}$ | 5.4 |
| Reduced Planck Constan | $\hbar \equiv h / 2 \pi$ | $1.0545887(57) \times 10^{-34} \mathrm{~J} \cdot \mathrm{~s}$ | 5.4 |
| Atomic Mass Unit | $u$ | $1.6605655(86) \times 10^{-27} \mathrm{~kg}$ | 5.1 |
| Electron Rest Mass | $m_{e}$ | $\begin{aligned} & 9.109534(47) \times 10^{-31} \mathrm{~kg} \\ & 5.4858026(21) \times 10^{-4} u \end{aligned}$ | $\begin{gathered} 5.1 \\ 0.38 \end{gathered}$ |
| Muon Rest Mass | $m_{\mu}$ | $\begin{aligned} & 1.883566(11) \times 10^{-28} \mathrm{~kg} \\ & 0.11342920(26) u \end{aligned}$ | $\begin{aligned} & 5.6 \\ & 2.3 \end{aligned}$ |
| Proton Rest Mass |  | $\begin{aligned} & 1.6726485(86) \times 10^{-27} \mathrm{~kg} \\ & 1.007276470(11) u \end{aligned}$ | $\begin{gathered} 5.1 \\ 0.011 \end{gathered}$ |
| Neutron Rest Mass | $m_{n}$ | $\begin{aligned} & 1.6749543(86) \times 10^{-27} \mathrm{~kg} \\ & 1.008665012(37) u \end{aligned}$ | $\begin{gathered} 5.1 \\ 0.037 \end{gathered}$ |
| Ratio, Proton Mass to Electron Mass | $m_{p} / m_{e}$ | 1,836.15152(70) | 0.38 |
| Ratio, Muon Mass to Electron Mass | $m_{\mu} / m_{e}$ | 206.76865(47) | 2.3 |
| Specific Electron Charge | elme | $1.7588047(49) \times 10^{11} \mathrm{C} / \mathrm{kg}$ | 2.8 |

Data from CODATA Bulletin No. 11, ICSU CODATA Central Office, CODATA Secretariat: 51 Boulevard de Montmorency, 75016 Paris, France. Numbers in parenthesis are the standard deviation uncertainties in the last digits of the quoted value, computed on the basis of internal consistency.

## GREEK ALPHABET

| Alpha | A | $\alpha$ | Nu | N | $\nu$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Beta | B | $\beta$ | Xi | $\Xi$ | $\xi$ |
| Gamma | $\Gamma$ | $\gamma$ | Omicron | O | o |
| Delta | $\Delta$ | $\delta \partial^{*}$ | Pi | $\Pi$ | $\pi$ |
| Epsilon | E | $\epsilon$ | Rho | P | $\rho$ |
| Zeta | Z | $\zeta$ | Sigma | $\Sigma$ | $\sigma$ |
| Eta | H | $\eta$ | Tau | T | $\tau$ |
| Theta | $\Theta$ | $\theta \vartheta^{*}$ | Upsilon | Y | $v$ |
| Iota | I | $\iota$ | Chi | X | $\chi$ |
| Kappa | K | $\kappa$ | Psi | $\Psi$ | $\psi$ |
| Lambda | $\Lambda$ | $\lambda$ | Omega | $\Omega$ | $\omega$ |

METRIC PREFIXES

| Prefix | Abbreviation | Value |
| :---: | :---: | :---: |
| tera | T | $10^{12}$ |
| giga | G | $10^{9}$ |
| mega | $\mathbf{M}$ | $\mathbf{1 0}^{6}$ |
| kilo | $\mathbf{k}$ | $\mathbf{1 0}^{\mathbf{3}}$ |
| hecto | h | $10^{2}$ |
| deka | da | $10^{1}$ |
| deci | d | $10^{-1}$ |
| centi | $\mathbf{c}$ | $\mathbf{1 0}^{-2}$ |
| milli | $\mathbf{m}$ | $\mathbf{1 0}^{-3}$ |
| micro | $\boldsymbol{\mu}$ | $\mathbf{1 0}^{-6}$ |
| nano | n | $10^{-9}$ |
| pico | p | $10^{-12}$ |

## MATHEMATICAL SYMBOLS

$\equiv$ defined by
$=$ equal to
$\neq$ not equal to
$\approx$ approximately equal to
$\propto$ proportional to
$>$ greater than
$\gg$ much greater than
$<$ less than
$<$ much less than
$\geq$ greater than or equal to
$\leq$ less than or equal to
$\rightarrow$ implying, yielding, approaching
$\Delta$ change in
$\infty$ infinity

## COMMON DERIVATIVES

$$
\begin{array}{ll}
\frac{d x}{d x}=1 & \frac{d}{d x} e^{u}=e^{u} \frac{d u}{d x} \\
\frac{d}{d x} n u=n \frac{d u}{d x} & \frac{d}{d x} \ln |u|=\frac{1}{u} \frac{d u}{d x} \\
\frac{d}{d x}(u \pm v)=\frac{d u}{d x} \pm \frac{d v}{d x} & \frac{d}{d x} \sin u=\cos u \frac{d u}{d x} \\
\frac{d}{d x} u v=\frac{d u}{d x} v+u \frac{d v}{d x} & \frac{d}{d x} \cos u=-\sin u \frac{d u}{d x} \\
\frac{d f}{d x}=\frac{d f}{d u} \frac{d u}{d x} & \frac{d}{d x} \tan u=\sec ^{2} u \frac{d u}{d x} \\
\frac{d}{d x} u^{n}=n u^{n-1} \frac{d u}{d x} & \frac{d}{d x} \cot u=-\csc ^{2} u \frac{d u}{d x}
\end{array}
$$

## COMMON INDEFINITE INTEGRALS

$$
\begin{aligned}
& \int d u=u \\
& \int n u d x=n \int u d x \\
& \int(u+v) d x=\int u d x+\int v d x \\
& \int u d v=u v-\int v d u \\
& \int x^{n} d x=\frac{x^{n+1}}{(n+1)}, \quad(n \neq-1) \\
& \int \frac{1}{x} d x=\ln |x| \\
& \int e^{x} d x=e^{x} \\
& \int \ln x d x=x \ln x-x \\
& \int \sin x d x=-\cos x \\
& \int \cos x d x=\sin x \\
& \int \tan x d x=\ln |\sec x| \\
& \int \cot x d x=\ln |\sin x|
\end{aligned}
$$

## COMMON DEFINITE INTEGRALS

$$
\begin{aligned}
& \int_{-\infty}^{+\infty} e^{-a u} d u=\frac{2}{a} \\
& \int_{-\infty}^{+\infty} e^{-a u^{2}} d u=\sqrt{\frac{\pi}{a}} \\
& \int_{-\infty}^{+\infty} u^{2 n} e^{-a u^{2}} d u=\sqrt{\frac{\pi}{a}}\left(\frac{1}{2} \cdot \frac{3}{2} \cdot \frac{5}{2} \cdots \frac{2 n-1}{2}\right) a^{-n} \\
& \int_{-\infty}^{+\infty} e^{-a u^{2}} e^{c u} d u=\sqrt{\frac{\pi}{a}} e^{c^{2} / 4 a}
\end{aligned}
$$

$$
I_{n}(\mathrm{a}) \equiv \int_{0}^{\infty} u^{n} e^{-a u^{2}} d u
$$

| $n$ | $I_{n}(\mathrm{a})$ |
| :--- | :--- |
| 0 | $\frac{1}{2} \sqrt{\frac{\pi}{\mathrm{a}}}$ |
| 1 | $\frac{1}{2 \mathrm{a}}$ |
| 2 | $\frac{1}{4} \sqrt{\frac{\pi}{\mathrm{a}^{3}}}$ |
| 3 | $\frac{1}{2 \mathrm{a}^{2}}$ |
| 4 | $\frac{3}{8} \sqrt{\frac{\pi}{\mathrm{a}^{5}}}$ |
| 5 | $\frac{1}{\mathrm{a}^{3}}$ |


[^0]:    Orbital QN

[^1]:    Wave Number Quantization
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    Distribution

