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Abstract. We identify a class of 2D flat tori Tω, quotients of the plane by certain
lattices, on which the Laplace operator has spectrum contained in the set of integers
Z, as a sparse subset, i.e., a subset of density 0.

1. Introduction

The ring of Gaussian integers forms a nice lattice in the complex plane:

(1.1) Z[
√−1] = {j√−1 + k : j, k ∈ Z}.

The problem of counting how many elements of Z[
√−1] lie in a disk DR = {z ∈

C : |z| ≤ R} is an old problem, whose mysteries have by no means been exhausted.
The following two phenomena indicate some of the subtleties involved. Set

(1.2) N (k) = #{ζ ∈ Z[
√−1] : |ζ|2 = k}.

The phenomena are
(A) High multiplicity:

(1.3) sup
k
N (k) = ∞,

and
(B) Sparseness:

(1.4) N (k) = 0 except for a set of integers k of density zero.

It is easy to see that (1.4) ⇒ (1.3), since
∑

k≤K

N (k) ∼ πK, as K →∞.

Actually (1.3) has a very short and simple proof, which extends to a broad class
of lattices in C. It goes like this. Take m ∈ Z+ large and consider

(1.5) ζ = m +
√−1 ∈ Z[

√−1].

Then ζ =
√

m2 + 1eiθ with θ ∈ (0, π/κ), where the integer κ = κ(m) → ∞ as
m → +∞. Hence

(1.6) ζjζ
κ−j

, 0 ≤ j ≤ κ,
1
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are distinct elements of Z[
√−1] with the same square norm, so N ((m2 + 1)κ) ≥ κ.

This gives (1.3).
The proof of (1.4) makes use of more structure, including the fact that

(1.7) Z[
√−1] is a Unique Factorization Domain (UFD).

For this proof, take k ∈ N and factor it into prime integers,

(1.8) k = pj1
1 · · · pjM

M ,

with p1, . . . , pM distinct primes in Z. If ζ ∈ Z[
√−1] and k = |ζ|2, factor ζ into

primes in Z[
√−1],

(1.9) ζ = γi1
1 · · · γiL

L , so k = |γ1|2i1 · · · |γL|2iL .

It is readily established that

(1.10) γ ∈ Z[
√−1] =⇒ |γ|2 not congruent to 3, mod 4.

Now when the integer primes in (1.8) are factored into primes in Z[
√−1], the

associated factorization of k into primes in Z[
√−1] must agree with (1.9), up to

units, and we deduce that

(1.11) N (k) = 0 unless jν is even in (1.8) whenever pν ≡ 3 mod 4.

Dirichlet’s theorem on primes in an arithmetic progression implies that the set of
primes ≡ 3 mod 4 has density 1/2 in the set of all primes, so (1.11) implies (1.4).

Our goal here is to establish analogues of (1.3) and especially (1.4), for a larger
class of lattices, generated by 1 and ω ∈ C \ R:

(1.12) Lω = {jω + k : j, k ∈ Z},

using

(1.13) Nω(k) = #{ζ ∈ Lω : |ζ|2 = k}.

The lattices we study will have the property that |ζ|2 ∈ Z+ for all ζ ∈ Lω. Whenever
Lω is a ring,

(1.14) Lω = Z[ω],

we have

(1.15) sup
k
Nω(k) = ∞.
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This again has a short, simple proof, which we give in §2. In such a case, we can
take either

(1.16) ω =
√−m, m ∈ N,

or

(1.17) ω =
1
2

+
1
2

√
−D, D ≡ 3 mod 4.

(We review this well known result in §2.) The major goal of this paper is to identify
lattices Lω for which

(1.18) Nω(k) = 0 except for a set k of integers of density zero.

When (1.18) holds, we say Lω is sparse. We will show that (1.18) holds whenever
Lω is a ring Z[ω] and Z[ω] is a UFD. These lattices are classified as follows.

Theorem A. The lattice Lω is a UFD provided either

(1.19) ω =
√−1,

√−2,

or

(1.20) ω =
1
2

+
1
2

√
−D, D = 3, 7, 11,

or

(1.21) ω =
1
2

+
1
2

√
−D, D = 19, 43, 67, 163.

We divide the cases above because in cases (1.19)–(1.20) the rings Z[ω] are
actually Principal Ideal Domains (PIDs), and the demonstration of this is fairly
elementary. The demonstration that Z[ω] is a UFD for ω in (1.21) is harder. Final
results are due to H. Stark; see [HW] and Chapter 6 of [MM] for further references.
Our main result is the following.

Theorem B. In all cases of ω covered by Theorem A, the sparseness result (1.18)
holds.

The results (1.15) and (1.18), when they hold, can be cast as results about the
spectrum of the Laplace operator on flat 2D tori. In fact, given a lattice Lω as in
(1.12), we can form the dual lattice

(1.22) L′ω = {z ∈ C : Re zζ ∈ Z,∀ ζ ∈ Lω},
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and the associated torus

(1.23) Tω = C/2πL′ω.

If ∆ω denotes the Laplace operator on Tω, it has eigenfunctions

(1.24) eζ(z) = e
√−1 Re zζ , ζ ∈ Lω,

satisfying

(1.25) ∆ωeζ = −|ζ|2eζ .

The functions (1.14) form an orthogonal basis of L2(Tω). Hence

(1.26) Spec(−∆ω) = {|ζ|2 : ζ ∈ Lω},

i.e.,

(1.27) k ∈ Spec(−∆ω) ⇐⇒ Nω(k) > 0.

Furthermore,

(1.28) multiplicity of k in Spec(−∆ω) = Nω(k).

Thus, for example, Theorem B implies that for each ω in (1.19)–(1.21), −∆ω has
sparse spectrum in Z+.

Such sparse spectral results appear in [P] for the Laplace operator on an equilat-
eral triangle, with Dirichlet or Neumann boundary conditions, where arithmetic in
Z[eπi/3] is used to specify these spectra. The paper [P] stimulated our work here.

This paper proceeds as follows. Section 2 gives background on lattices in C
that are rings and records a simple proof of (1.15), parallel to the proof of (1.3)
given above. In §3 we specialize to the UFDs listed in Theorem A, and in §4
prove Theorem B. This proof is somewhat parallel to the proof of (1.4) sketched
above, but a number of details require elaboration. In particular, we need the
following variant of (1.9). For each ω in (1.19)–(1.21), there are numbers L ∈ N
and ` ∈ {1, . . . , L− 1}, relatively prime to L, such that

(1.29) ζ ∈ Z[ω] =⇒ |ζ|2 not congruent to ` mod L.

As mentioned above, for ω =
√−1, this holds with L = 4, ` = 3. A straightforward

approach to this is to let j and k run independently over {0, 1, 2, . . . , L − 1}, set
ζ = jω + k, calculate |ζ|2 and reduce mod L, and see if the set of residue classes is
exhausted. Such an approach can be readily carried out by hand for ω =

√−2 and
for ω = (1+

√−3)/2. For other values of ω in (1.20)–(1.21), such a hand calculation
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becomes very laborious. We have written a C program to do the calculation. The
program verifies (1.29) for all ω in (1.20)–(1.21), with

(1.30) L = D.

In Appendix A we present the C program and discuss how it works.
In turn, the output from this program allowed me to see phenomena that led to

a non-computer proof of (1.29). This proof is also presented in §4.
In §5 we mention some unanswered questions.

Acknowledgments. Thanks to Rafe Mazzeo for interesting conversations on
the topic of this paper, for for relaying conversations with Brian Conrad on these
matters. This work was begun while I was visiting MSRI and was supported by
NSF grant DMS-0758320.

2. Lattices in C that are rings

Let ω ∈ C \ R and let Lω be the lattice generated by 1 and ω:

(2.1) Lω = {jω + k : j, k ∈ Z}.

The set Lω is a ring provided ω2 ∈ Lω, i.e., provided

(2.2) ω2 = bω + c, for some b, c ∈ Z.

Standard notation for Lω in this case is Z[ω]. Given b, c ∈ Z, the solutions to (2.2)
are

(2.3) ω =
b

2
± 1

2

√
b2 + 4c.

To say ω /∈ R is to say b2 + 4c < 0. In such a case

(2.4) |ω|2 =
b2

4
+
|b2 + 4c|

4
=

b2

4
− b2 + 4c

4
= −c,

which is an integer. More generally,

(2.5)
|jω + k|2 = |ω|2j2 + k2 + jk(ω + ω)

= |ω|2j2 + k2 + bjk,

which is an integer.
From here on we assume ω ∈ C \ R satisfies (2.2). Note that for each j ∈

Z, {1, ω − j} generates the same lattice as {1, ω}, and Z[ω − j] = Z[ω]. (Also
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note:(2.2) ⇒ (ω− j)2 = (a− 2j)ω +(b+ j2) = (a− 2j)(ω− j)+ (b− j2 +aj).) Also
there exists j such that ω0 = ω − j has the property

(2.6) Reω0 = 0 or
1
2
.

Such ω0 has the property

(2.7) |ω0| = min {|ζ| : ζ ∈ Z[ω] \ R}.
Without loss of generality, we can relabel ω0 as ω and hence arrange that ω has
this length-minimizing property. In case Re ω = 0, ω (or ω) is as in (1.16), and in
case Re ω = 1/2, ω (or ω) is as in (1.17), with

(2.8) D = −4c− b2 = 4|ω|2 − 1,

in light of (2.3)–(2.4), since now b = 1. Hence

(2.9)
D + 1

4
= |ω|2 = a

is an integer, and (2.5) becomes

(2.10) |jω + k|2 = aj2 + k2 + jk.

Here is one easy consequence of these calculations.

Proposition 2.1. If there exists ζ ∈ Z[ω] \ R such that |ζ| = 1, then Z[ω] = Z[ζ],
and

(2.11) ζ = ±i, ±e±πi/3, or ± e±2πi/3.

Here is another.

Proposition 2.2. If ζ ∈ Z[ω], then ζ ∈ Z[ω].

Proof. It suffices to show that ω0 ∈ Z[ω], with ω0 = ω − j as in (2.10). Indeed,
Re ω0 = 0 ⇒ ω0 = −ω0 and Reω0 = 1/2 ⇒ ω0 = −ω0 + 1.

We can now prove (1.15).

Proposition 2.3. Whenever Lω is a ring,

(2.12) sup
k
Nω(k) = ∞.

Proof. Take m ∈ Z+ large and consider

(2.13) ζ = m + ω ∈ Z[ω].

Then ζ = reiθ with r > 0 and either θ ∈ (0, π/κ) or θ ∈ (−π/κ, 0), where the
integer κ = κ(m) →∞ as m → +∞. Hence (via Proposition 2.2)

(2.14) ζjζ
κ−j

, 0 ≤ j ≤ κ,

are distinct elements of Z[ω] with the same square norm, so we have (2.12).

Remark. Brian Conrad has shown me an elegant proof of the following very strong
converse to Proposition 2.3.
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Theorem C. (Conrad) Let Lω be a lattice in C of the form (1.12), and assume

(2.15) sup
k
Nω(k) ≥ 5.

Then Lω contains a lattice of this form that is a ring.

Note that supk Nω(k) ≥ 4 whenever ω is purely imaginary.
We recall that a lattice L ⊂ C is said to admit complex multiplication provided

there exists γ ∈ C \ R such that

(2.16) ζ ∈ L =⇒ γζ ∈ L.

If 1 ∈ L, this implies γ ∈ L, and furthermore,

(2.17) Z[γ] ⊂ L.

Hence L contains a lattice that is a ring.

We next discuss factorization of elements of Lω = Z[ω] into primes. First, some
definitions. We say ζ ∈ Z[ω] is a unit if also ζ−1 ∈ Z[ω]. Note that in such a case
|ζ| ≥ 1 and |ζ−1| ≥ 1, so in fact if ζ is a unit we must have |ζ| = 1. The numbers
±1 are always units in Z[ω]. Clearly ±i are units in Z[i]; also ±ω are units in Z[ω]
in the other cases of (2.11), as one sees from

(2.18)
ω2 = ±ω − 1 =⇒ ω = ±1− ω−1

=⇒ ω−1 = ±1− ω.

These are all the cases where one has units other than ±1. To see this, we note the
following.

Proposition 2.4. An element ζ ∈ Z[ω] is a unit if and only if |ζ| = 1.

Proof. The only point to examine is the consequence of having ζ ∈ Z[ω] \ R with
|ζ| = 1. For this we can just apply Proposition 2.1.

Next, given ζ ∈ Z[ω], we say ζ is prime provided ζ is not a unit and one has the
implication

(2.19) ζ = ζ1ζ2, ζj ∈ Z[ω] =⇒ ζ1 or ζ2 is a unit.

The following is an extension from Z to Z[ω] of half of the Fundamental Theorem
of Arithmetic.
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Proposition 2.5. Given ζ ∈ Z[ω], not a unit, we can write

(2.20) ζ = γ1 · · · γn, γj primes in Z[ω].

Proof. If ζ is prime, we are done. If not, write

(2.21) ζ = ζ1ζ2, ζj ∈ Z[ω], not units.

By Proposition 2.4, |ζj | > 1, so each |ζj | < |ζ|. The proof now follows by induction
on |ζ|2 ∈ N.

Remark. A byproduct of this argument is the implication

(2.22) ζ ∈ Z[ω], |ζ|2 prime in Z =⇒ ζ prime in Z[ω].

The other half of the Fundamental Theorem of Arithmetic (in Z) is that the
factorization of an element m ∈ Z into primes (in Z) is unique, up to units. This
property might or might not hold in Z[ω]. If Z[ω] has this property, we say it
is a unique factorization domain (UFD). We will wait until §3 to discuss special
properties of lattices in C that are UFDs. We continue to deal with general lattices
in C that are rings.

The following describes how a prime in Z might factor in Z[ω].

Proposition 2.6. Let p be a prime in Z. Then either p is prime in Z[ω] or

(2.23) p = |ζ|2, ζ ∈ Z[ω] prime.

Proof. Assume p is not prime in Z[ω]. Then write

(2.24) p = ζη, ζ, η ∈ Z[ω], not units.

We have

(2.25) p2 = |ζ|2|η|2,

and hence

(2.26) |ζ|2 = |η|2 = p.

By (2.22) this implies both ζ and η are primes in Z[ω]. Also (2.24) implies η is a
positive real multiple of ζ, say η = rζ, and (2.26) implies |r| = 1; hence r = 1. This
gives (2.23).
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3. Lattices in C that are UFDs

Throughout this section (except in the statements of Propositions 3.1 and 3.2)
we assume Lω is a lattice of the form (2.1) such that Lω = Z[ω] is a UFD. As stated
in Theorem A, ω could have the form

(3.1)
√−1,

√−2,

or

(3.2)
1
2

+
1
2

√
−D, D = 3, 7, 11,

or

(3.3)
1
2

+
1
2

√
−D, D = 19, 43, 67, 163.

As we mentioned in §1, in cases (3.1)–(3.2), Z[ω] is actually a PID, i.e., each ideal
I ⊂ Z[ω] is of the form

(3.4) (α) = {(jω + k)α : j, k ∈ Z},

for some α ∈ I. This can be seen by applying the following criterion.

Proposition 3.1. Let Lω = Z[ω] be a lattice in C of the form (2.1) that is a ring.
If

(3.5) dist(ζ,Z[ω]) < 1, ∀ ζ ∈ C,

then Z[ω] is a PID.

Proof. Given an ideal I ⊂ Z[ω] = Lω, pick α ∈ I \ 0 to minimize |α|. If (α) 6= I,
there must exist β ∈ I, β /∈ (α). Given such β, pick α1 ∈ (α) to minimize |β−α1|.
Thus β1 = β−α1 ∈ I\(α). We necessarily have |β1| ≥ |α|. We have a contradiction
if the following property holds:

(3.6) ∀ ζ ∈ C, dist(ζ, (α)) < |α|,

which in turn follows from (3.5).

The reader can verify that (3.5) holds for all ω in (3.1)–(3.2). For the reader’s
convenience, we record the standard proof of the following.

Proposition 3.2. If Z[ω] is a PID, then it is a UFD.

Proof. Uniqueness follows readily once one has the following property.

(3.7) p, a, b,∈ Z[ω], p prime, p|ab =⇒ p|a or p|b.
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Here p|ab (p divides ab) means

(3.8) ab = pc for some c ∈ Z[ω].

To prove (3.7), assume p does not divide a, and let I = (p, a) to be the ideal
in Z[ω] generated by p and a. If Z[ω] is a PID, I = (q) for some q ∈ Z[ω], hence
p = qd for some d ∈ Z[ω], so either q or d is a unit.

If d were a unit, we could take q = p, d = 1. We also have a = qe for some
e ∈ Z[ω]. If q = p, then p|a, which we are assuming is not the case. Hence q must
be a unit. This implies I = Z[ω], hence

(3.9) ζp + ηa = 1 for some ζ, η ∈ Z[ω].

Hence

(3.10) ζpb + ηab = b.

Since p divides the left side of (3.10), it must divide the right side. This gives (3.7).

Remark. We mention that

(3.11) Z[
√−5] is not a UFD.

In fact, 2 and 3 are prime in Z[
√−5] (exercise), but

(3.12)
2 · 3 = 6 = (1 +

√−5)(1−√−5),

3 · 3 = 9 = (2 +
√−5)(2−√−5).

Thus (3.7) fails for Z[
√−5].

We now establish some further results about prime factorization for lattices in
C that are UFDs. The following result complements Proposition 2.6.

Proposition 3.3. Assume Lω = Z[ω] is a UFD. Let γ be a prime in Z[ω]. Then
either γ (times a unit) belongs to Z and is a prime in Z, or |γ|2 is a prime in Z.

Proof. Set p = |γ|2. If p is not a prime in Z, we have

(3.13) γγ = p = q1 · · · qK , qj ∈ Z primes, K ≥ 2.

In turn, each qj has a factorization into primes in Z[ω]. If γ is a prime in Z[ω], so
is γ. Given that Z[ω] is a UFD, this forces K = 2 and qj primes in Z[ω]. This in
turm forces γ = q1, up to a unit.

We are now in a position to establish the following, which will play a key role in
§4.
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Proposition 3.4. Assume Lω = Z[ω] is a UFD. Let k ≥ 2 be an integer, and set

(3.14) k = pj1
1 · · · pjM

M ,

Where p1, . . . , pM are distinct primes in Z. Then there exists ζ ∈ Z[ω] such that

(3.15) k = |ζ|2

if and only if each pν for which jν in (3.14) is odd is composite in Z[ω].

Proof. If the stated conditions hold in (3.14), the fact that k has the form (3.15)
(whether or not Z[ω] is a UFD) follows readily from Proposition 2.6. It remains to
establish the converse. Thus, suppose k has the form (3.15). Factor ζ into primes
in Z[ω]:

(3.16) ζ = γi1
1 · · · γiL

L .

Then

(3.17) k = |γ1|2i1 · · · |γL|2iL .

By Proposition 3.3, for each ν, either |γν |2 is a prime pν in Z (which is then
composite in Z[ω]), or γν times a unit is a prime in Z, so |γν |2 is the square of a
prime in Z. This yields the stated conditions on the factorization of k in (3.14).

Remark. The conclusion of Proposition 3.4 fails for Z[
√−5], as illustrated by

(3.18)
6 = 2 · 3; 6 = |1 +

√−5|2,
21 = 3 · 7; 21 = |1 + 2

√−5|2.

4. Sparseness

Our goal here is to prove Theorem B, i.e., whenever ω is of the form (3.1)–(3.3),
the lattice Lω has the property that

(4.1) Λω = {|ζ|2 : ζ ∈ Lω}

has density 0 in Z+. In light of Proposition 3.4, what we need to know is that lots
of primes in Z are also primes in Z[ω]. The following result moves toward that goal.
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Proposition 4.1. Assume Lω = Z[ω] is a UFD. If there exist L ∈ Z+, ` ∈
{1, . . . , L− 1}, relatively prime to L, such that

(4.2) ζ ∈ Z[ω] =⇒ |ζ|2 6= ` mod L,

then Λω has density 0 in Z+.

Proof. By Proposition 3.4, if k ∈ Z+ has the form

(4.3) k = pj1
1 · · · pjM

M ,

with p1, . . . , pM distinct primes in Z, and if k ∈ Λω, then each pν satisfying

(4.4) pν ≡ ` mod L

must have an even exponent in (4.3). By Dirichlet’s theorem on primes in an
arithmetic progression, the set of primes satisfying (4.4) has positive density (>
1/L) in the set of all primes. This implies Λω has density 0 in Z+, if (4.2) holds.

As mentioned in the introduction, when ω =
√−1, (4.2) holds with L = 4, ` = 3.

When ω =
√−2, we have

(4.5) ζ = j
√−2 + k =⇒ |ζ|2 = 2j2 + k2.

Letting j and k run over Z/(8), one can check that

(4.6) ζ ∈ Z[
√−2] =⇒ |ζ|2 6= 5 or 7 mod 8.

This covers ω in (3.1). The cases (3.2)–(3.3) are covered by the following.

Proposition 4.2. If ω is given by (3.2)–(3.3), we can take

(4.7) L = D,

and there exists ` ∈ {1, . . . , L−1} (necessarily relatively prime to L) such that (4.2)
holds.

As we have seen in §2, given D = −1 mod 4,

(4.8) ω =
1
2

+
1
2

√
−D =⇒ |jω + k|2 = aj2 + k2 + jk,

where

(4.9) a =
D + 1

4
∈ Z+.



13

When ω is given by (3.2)–(3.3), we have

(4.10)
D = 3, 7, 11, 19, 43, 67, 163, hence
a = 1, 2, 3, 5, 11, 17, 41, respectively.

A straightforward approach to Proposition 4.2 would be to let j and k run indepen-
dently through {0, 1, . . . , L − 1} (with L = D), compute aj2 + k2 + jk, and mark
off its residue class mod L. After doing this for each such j and k, check whether
any elements of Z/(L) are left. For D = 3, this involves computing j2 + k2 + jk
for 9 pairs (j, k). The reader is invited to do this by hand, and verify that, for
ζ ∈ Z[ω], ω = (1 +

√−D)/2,

(4.11) D = 3 ⇒ |ζ|2 6= 2 mod 3.

For larger L = D listed in (4.10), the task of making such calculations by hand
would range from tedious (for D = 7) to way over the top (for D = 163). Fortu-
nately, it is easy enough to write a C program to do these calculations. We present
such a program in Appendix A. Running the program shows that we have, for
ζ ∈ Z[ω], ω = (1 +

√−D)/2, the following complements to (4.11):

(4.12)

D = 7 ⇒ |ζ|2 6= 3, 5, 6 mod 7,

D = 11 ⇒ |ζ|2 6= 2, 6, 7, 8, 10 mod 11,

D = 19 ⇒ |ζ|2 6= 2, 3, 8, 10, 12, 13, 14, 15, 18 mod 19,

D = 43 ⇒ |ζ|2 6= 2, 3, 5, 7, . . . , 34, 37, 39, 42 mod 43,

D = 67 ⇒ |ζ|2 6= 2, 3, 5, 7, . . . , 58, 61, 63, 66 mod 67,

D = 163 ⇒ |ζ|2 6= 2, 3, 5, 7, . . . , 154, 157, 159, 162 mod 163.

Once we have the sparse lattices Lω for ω in (3.1)–(3.3), we can produce others.
If L ⊂ C is any lattice such that

(4.13) ζ ∈ L =⇒ |ζ|2 ∈ Z+,

and L̃ ⊂ L is a sublattice, then clearly

(4.14) L sparse =⇒ L̃ sparse.

The next result shows that these lattices all have large multiplicities.

Proposition 4.3. If L ⊂ C is a lattice satisfying (4.13), then

(4.15) L sparse =⇒ sup
k
NL(k) = ∞,
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where, for k ∈ Z+,

(4.16) NL(k) = #{ζ ∈ L : |ζ|2 = k}.

Proof. This is straightforward from the asymptotic result

(4.17)
∑

k≤K

NL(k) ∼ πK

Area(C/L)
, as K →∞.

While Proposition 4.2 is adequate to complete the proof of Theorem B, it is
actually a special case of a more general result, which we prove next, without use
of a computer program. We were led to this by staring at the results displayed
in (4.12) and noticing that the numbers listed as not congruent to |ζ|2 mod D
are precisely those that are not squares in Z/(D). This suggested the following
generalization.

Proposition 4.4. Let D ∈ Z+ be = 3 mod 4, and set ω = (1 +
√−D)/2. Then

for each ζ ∈ Z[ω], there exists ` ∈ {0, 1, . . . , D − 1} such that

(4.18) |ζ|2 = `2 mod D.

Proof. We have ζ = jω + k, with j, k ∈ Z, and hence 2ζ = j
√−D + (j + 2k), so

(4.19) |2ζ|2 = (j + 2k)2 mod D.

Pick ν ∈ {1, . . . , D − 1} such that

(4.20) 2ν = 1 mod D.

Then, since |ζ|2 = aj2 + jk + k2 and a = (D + 1)/4 is an integer, we have

(4.21)
|ζ|2 = |2νζ|2 mod D

= ν2(j + 2k)2 mod D,

giving (4.18).

5. Further questions

The results presented above leave unanswered a number of questions. For exam-
ple, consider Lω = Z[ω] with

(5.1) ω =
√−5.
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It follows from Proposition 2.3 that Lω has high multiplicities. On the other hand,
as we have seen, Proposition 3.4 fails spectacularly in this case, and we have no
proof that Lω is sparse. We also have no proof that Lω is not sparse. Is it? It
would be interesting to know the answer to this and related questions, such as
sparseness of Lω when ω =

√−D, D = 13, 17, 23, etc. Note that sparseness for
D = 3, 7, 11, 19 follows from (4.14).

Another mystery has to do with the existence of ` ∈ {1, . . . , L− 1} such that

(5.2) ∀ j, k ∈ Z/(L), aj2 + k2 + jk 6= `, mod L.

Guided by our computer program, we were led to show in Proposition 4.4 that this
holds whenever

(5.3) L = 4a− 1.

On the other hand, numerous runs indicate that (5.2) never holds when

(5.4) L = 4a− 3, or L = 4a + 1, or L = 4a + 3.

Is this true? What is the general result here?

A. The C program

The C program presented below performs the following task. A positive integer
a is given, and we set

(A.1) L = 4a− 1.

In the example below, we take a = 41, so L = 163, but one can modify the line
specifying a and take another value. The output from the program is a printed list
of all the integers ` ∈ {1, . . . , L− 1} such that

(A.2) ∀ j, k ∈ Z/(L), aj2 + k2 + jk is not congruent to ` (mod L).

(If no such ` exists, the list is empty.)
This task is accomplished as follows. We set up an integer array with 180 ele-

ments, using

(A.3) int f [180];

The elements are f [0], f [1], . . . , f [179]. We initially set

(A.4) f [j] = 1, 0 ≤ j ≤ L− 1.
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For this to work, we need L ≤ 180. For larger L, we would need to alter (A.3)
accordingly.

Then we let j and k run independently through {0, 1, . . . , L−1}, and we compute

(A.5) aj2 + k2 + jk mod L,

by setting

(A.6)
m = aj2 + k2 + jk,

n = m− L(m/L).

Integer arithmetic in C yields n ∈ {0, . . . , L− 1} congruent to (A.5). For each pair
(j, k) ∈ {0, 1, . . . , L− 1} × {0, 1, . . . , L− 1}, we obtain such a number n, and then
we set

(A.7) f [n] = 0.

Finally, we run through j ∈ {0, 1, . . . , L− 1}, and execute the command

(A.8) print j ⇐⇒ f [j] = 1.

This accomplishes the stated task. Here is the C program:

/* moduloL.c */

#include <stdio.h>

long j,k,L,a,m,n;
int f[180];

main()
{

a=41;
L=4*a-1;
for (j=0;j<=L-1;j++) {

f[j]=1;
}
for (j=0;j<=L-1;j++) {

for (k=0;k<=L-1;k++) {
m=a*j*j+k*k+j*k;
n=m-L*(m/L);
f[n]=0;

}
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}
for (j=0;j<=L-1;j++) {

if (f[j]==1) printf("%ld ",j);
}

printf(" \n");
}
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