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Abstract

While human behavior models based on repeated Stack-
elberg games have been proposed for domains such as
“wildlife crime” where there is repeated interaction be-
tween the defender and the adversary, there has been
no empirical study with human subjects to show the
effectiveness of such models. This paper presents an
initial study based on extensive human subject exper-
iments with participants on Amazon Mechanical Turk
(AMT). Our findings include: (i) attackers may view the
defender’s coverage probability in a non-linear fashion;
specifically it follows an S-shaped curve, and (ii) there
are significant losses in defender utility when strategies
generated by existing models are deployed in repeated
Stackelberg game settings against human subjects.

Introduction
Algorithms based on Stackelberg security games (SSGs)
have been deployed across multiple domains over the past
decade and are currently in use by major security agencies
such as the US Coast Guard (USCG), the Federal Air Mar-
shal Service (FAMS) and the Los Angeles Airport (LAX)
police (Tambe 2011). In most of these applications, the in-
teraction between the defender (the security agency) and the
attacker (terrorist) has been represented as a one-shot game
where the attacker was defined as a perfectly rational player.
The idea was to represent a generic terrorist attack, whereby
a single target is attacked, thus generating terrible social and
economic consequences.

Recent research in SSGs have started to tackle new do-
mains such as (i) “wildlife security” where rangers and
poachers are engaged in a repeated tussle and (ii) “fish-
eries protection” where defending agencies like the USCG
are constantly trying to protect fish stocks from illegal
fishermen. Here the defender and the adversary are en-
gaged in repeated interactions where the defender deploys
new patrolling strategies periodically and the adversary ob-
serves these strategies and acts accordingly. Models and
algorithms have been proposed to address repeated SSGs
against boundedly rational adversaries (Yang et al. 2014;
Haskell et al. 2014). The key idea in this literature is to
use behavioral models such as quantal response (QR) (Yang
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et al. 2011) and subjective utility quantal response (SUQR)
(Nguyen et al. 2013) to model human adversaries. Unfortu-
nately, these algorithms have not yet been evaluated against
human subjects in repeated games. Therefore, it is unclear
as to how these models will perform in repeated games
where a defender repeatedly encounters a group of human
adversaries. This is also a key requirement since human
subjects experiments (HSE) on AMT have become a stan-
dard test-bed to determine the quality of behavioral models
and algorithms (Pita et al. 2010; 2012; Nguyen et al. 2013;
Yang et al. 2013).

To address this challenge, our work presents an empirical
study whereby we compare the state-of-the-art behavioral
models for SSGs in a number of human subjects experiments
on repeated SSGs. To run our experiments, we designed and
deployed a “Wildlife Poaching Game” in which human par-
ticipants played the role of poachers to collect data and use
it to estimate their behavior. Whereas this study is still on-
going, we identified two interesting findings.

The first observation is that attackers do not necessar-
ily view probabilities in a linear fashion. In light of this,
we show that the direct application of existing models such
as QR (Yang et al. 2011) and SUQR (Nguyen et al. 2013)
which assume a linear probability model, provide results that
would be extremely detrimental to defender performance.
To address this shortcoming, we incorporate a 2-parameter
probability weighting function in existing human behavior
models. This function accounts for the attacker’s actual per-
ception of coverage probabilities. We present an algorithm
to learn the attacker’s true perception of probability along
with the weights of the behavior models from empirical data.
Surprisingly, our results show that people behave following
a probability weighting function which is the inverse of the
well-known prospect theoretic function (Tversky and Kah-
neman 1992), i.e. it is an S-shaped function. The second
finding is that, results from our human subject experiments
show that existing models perform poorly in terms of the
defender utility in the initial rounds. Here, one round indi-
cates the deployment of a particular defender strategy in a
repeated SSG. In the domain of wildlife poaching, such ini-
tial round losses would mean a lot of animals killed, thus
adding to the importance of addressing these initial rounds
in repeated SSGs.



Background and Related Work
Models for predicting the behavior of human adversaries
were developed in order to address bounded rationality in
the human decision making process. Below we introduce a
few solution concepts and some of these human behavior
models along with the key parameters of these models.

Maximin MAXIMIN is a robust game-theoretic solution
concept that would generate a defender strategy against an
attacker who will attack the target which will minimize the
defender utility the most.

Quantal Response (McFadden 1976; McKelvey and Pal-
frey 1995) It is a stochastic choice model which attributes
a probability distribution of attacks over each target, thus
introducing randomness in the adversary’s decision mak-
ing process. This model is based on the notion of Quantal
Response Equilibrium (QRE) . It is assumed that, instead
of strictly maximizing their expected utility, individuals re-
spond stochastically in games, i.e. the adversary will attack a
target having higher expected utility with higher probability.

Subjective Utility Quantal Response One variant of
the QR model is the Subjective Utility Quantal Response
(SUQR) model (Nguyen et al. 2013), which proposes a
new utility function called the Subjective Utility. This func-
tion is a linear combination of key features that are consid-
ered to be the most important factors for the adversary at
each decision-making process. Nguyen et al. (2013) experi-
mented with 3 features: the defender’s coverage probability,
the adversary’s reward and penalty at each target. According
to this model, the probability that the adversary will attack
target t is given by:

qt(ω|x) =
eλ∗SU

a
t (x)∑

t∈T
eλ∗SU

a
t (x)

(1)

where SUat (x) is the Subjective Utility (SU) of an attacker
for attacking target t when the defender employs strategy x
and is given by:

SUat (x) = ω1xt + ω2R
a
t + ω3P

a
t (2)

The reward and penalty for the attacker for attacking target
t are Rat and P at respectively. xt is the coverage probability
for target t. The vector ω = (ω1, ω2, ω3) encodes informa-
tion about the behavior of the adversary and each component
of ω indicates how much importance is given by the attacker
to each attribute in his decision making process. The weights
are computed by performing Maximum Likelihood Estima-
tion (MLE) on available attacker behavior data.

Bayesian SUQR SUQR assumes that there is a homoge-
neous population of adversaries and hence there is a single ω
used to represent an attacker in (Nguyen et al. 2013). How-
ever, in the real-world we face an entire population of het-
erogeneous adversaries. Therefore Bayesian SUQR is pro-
posed to learn a particular value of ω for each attack (Yang et
al. 2014). The most recent deployed application which uses
the Bayesian SUQR framework is Protection Assistant for
Wildlife Security (PAWS), which is an application deployed
at the Queen Elizabeth National Park in Uganda to generate
optimal anti-poaching patrols for park rangers.

Figure 1: Game Interface for our simulated online SSG

Prospect Theory Prospect Theory is a framework for
decision-making under uncertainty that captures (i) varia-
tions in how people perceive probabilities through a proba-
bility weighting function, and (ii) people’s risk preferences.
The probability weighting function captures the tendency
for individuals to overestimate low probabilities and under-
estimate high probabilities (Tversky and Kahneman 1992).
Yang et al.(2011) proposed two models of human behavior
based on Prospect Theory.

Robust SUQR Making a reasonable hypothesis about the
distribution of ω may not always be possible due to lack of
data in domains like “wildlife crime” and hence, perform-
ing updates to improve our estimate of the true probability
distribution as proposed by (Yang et al. 2014) will not al-
ways be accurate. Robust SUQR (Haskell et al. 2014) com-
bines both data-driven learning and robust optimization into
a single framework by computing the worst-case expected
utility over all previously seen SUQR models of the adver-
sary and hedging against the adversary type that reduces the
defender’s utility the most.

Our Contributions
We developed a “Wildlife Poaching Game” to simulate the
‘wildlife poaching’ scenario and to conduct human subject
experiments on repeated games. In this game, the strategies
generated by various algorithms are essentially strategies
for rangers to protect animals from poachers in a protected
wildlife park. The game interface is shown in Fig. 1. Human
subjects play the role of a poacher who is looking to place a
snare to hunt a hippopotamus. Overlaid on the Google Maps
view of the park is a heat-map, which represents the rangers’
mixed strategy, i.e., a randomized allocation of security re-
sources at each target i, which is represented by xi. As the
subjects play the game, they are given detailed information
about the reward, penalty and coverage probability of a par-
ticular region of the park. However, they do not know the
exact location of the rangers. The targets to be protected by
the rangers in a particular game are drawn randomly from
the coverage probability distribution shown on the game in-
terface. A player is said to succeed if he places a snare in a
region which is not protected by a ranger, else he is said to
be unsuccessful. The reward for successfully placing a snare



in a region is calculated by taking into account: 1) number
of animals in the region and 2) the distance the poacher has
to cover from his starting location to go to that region.

Probability Weighted SUQR (PW-SUQR )
While performing human subject experiments with the
SUQR model, we found that the weights generated for the
SUQR model were sometimes unintuitive, given the data
from our experiments. More specifically, the learned weight
for coverage probability was sometimes found to be posi-
tive, even when it was evident by observing the data that a
significantly higher number of people have attacked targets
with low coverage probability as compared to the number
of attacks on targets with high coverage. We also propose
a theorem (Theorem 1) to show that, when the weight on
the coverage probability in the SUQR model (ω1 in Eqn. 2)
is greater than zero, the optimal defender strategy is a pure
strategy. Employing a pure strategy is not in the defender’s
best interest as it would lead to a lower expected utility as
compared to the case where the defender employs a mixed
strategy. The proof of the theorem can be found here1.

Theorem 1. When ω1 > 0, the optimal defender strategy
is a pure strategy.

This led us to hypothesize that the SUQR model may
not be considering people’s actual perception of probabil-
ity. SUQR assumes that people view probabilities of events
in a linear fashion, while prior work on Prospect Theory sug-
gests that people have a non-uniform perception of probabil-
ity. The empirical form of the probability weighting func-
tion π(pi), where pi is the actual probability, from their
paper (Kahneman and Tversky 1979; Tversky and Kahne-
man 1992) is shown in Fig. 2. Prospect theory indicates
that people tend to be risk averse when making decisions
about low probability events but risk seeking with respect
to events occurring with high probabilities. In our work,
it would mean that targets with low to medium probabili-
ties will not be attacked by a significantly large number of
people as they would view low coverage probabilities to be
higher than they actual are. Similar arguments can be used
to infer about attacks on targets with higher coverage prob-
abilities. However, we observed the opposite trend in our
data: a significantly higher number of individuals were at-
tacking targets with low to medium coverage probabilities,
indicating that they are risk seeking when making decisions
about low probability events but risk averse with respect to
events occurring with high probabilities. Therefore, our ob-
servations about the attack data indicate that the probabil-
ity weighting function may be S-shaped in nature, and not
inverse S-shaped as prospect theory suggests. Recent stud-
ies have also found S-shaped probability curves (Etchart-
Vincent 2009) which contradict the inverse S-shaped obser-
vation of prospect theory.

In order to address this issue, we augment the Subjective
Utility function with a two-parameter probability weighting
function (Equation 3) (Gonzalez and Wu 1999), that can be
either inverse S-shaped (concave near probability zero and

1http://onlineappendixrsg.weebly.com/

Figure 2: Probability Weighting
Function (Prospect Theory)

Figure 3: Probability Weighting
Function (Gonzalez & Wu, 99)

convex near probability one) or S-shaped. The two parame-
ters δ and γ control the elevation and curvature of the func-
tion respectively. Intuitively, δ and γ can be interpreted as
the attacker’s sensitivity to dispersion and skewness of the
outcome of the attack. γ < 1 results in a prospect theoretic
curve while γ > 1 results in an S-shaped curve.

f(p) =
δpγ

δpγ + (1− p)γ
(3)

The SU of an attacker denoted by ‘a’ can be computed as:

SUat (x) = ω1f(xt) + ω2R
a
t + ω3P

a
t (4)

where f(xt) for a particular coverage probability xt is com-
puted as per Eqn. 3. We will henceforth refer to this as
the PW-SU (Probability Weighted Subjective Utility) func-
tion and the models (SUQR, Bayesian SUQR and Robust
SUQR) augmented with PW-SU will be referred to as PW-
SUQR, PW-BSUQR and PW-RSUQR respectively. We will
use these models in our experiments.

Now, unlike previous work in (Nguyen et al. 2013) where
the targets were laid out in a single row, our game is based
on a 2-D setting where distance from the starting point may
have an impact on the poacher’s behavior. Therefore, we
considered several variations of PW-SU with different com-
binations of features and found that the performance of Eqn.
5 is statistically significant as compared to the other models.
ADt refers to the animal density at target t.

SUat (x) = ω1f(xt) + ω2ADt + ω3P
a
t + ω4Dt (5)

So we now have to learn the values of 6 behavioral pa-
rameters (b =< δ, γ, ω1, ω2, ω3, ω4 >) from available data.
Learning these values is non-trivial due to the non-convexity
of Eqns. 1 and 3. Although a non-linear solver may be ap-
plied directly to learn the 6 parameter tuple altogether, it
would be inefficient and may lead to high degradation in
solution quality due to the high dimensions of the search
space and the need for large amounts of data. Therefore, we
propose an algorithm (Algorithm 1) based on Repeated Ran-
dom Sub-sampling Validation to learn b in an effective way.
For SUQR, we learn a single b, while for PW-BSUQR and
PW-RSUQR we learn a set of b ∈ B for each attack.

Empirical Validation
We conducted experiments with human workers on Ama-
zon Mechanical Turk to evaluate the effectiveness of current



Algorithm 1 Algorithm to learn the weights of the PW-
SUQR and its variations
OUTPUT: Learned weights (δf , γf , ω1, ω2, ω3, ω4).

1: Randomly divide the collected data D into 1 training
(Tr) and 1 test (Te) set.

2: Take the training samples (Tr) and randomly divide it
into K training (Trv) and validation (V al) splits.

3: Consider a range of values for both δ and γ in Eqn. 3.
4: Discretize each range and consider all possible {δ , γ}

pairs in that range. Let there be M such pairs.
5: for i=1 to M do
6: for j=1 to K do
7: Given training split Trvj , learn the weights

ωj=(ωj1, ωj2, ωj3, ωj4) of Eqn. 5.
8: Predict using the learned weights ωj on the corre-

sponding validation split V alj .
9: Calculate the prediction error Errj on the valida-

tion set V alj .
10: end for
11: Calculate the average of all K prediction errors Errj

(j=1 to K) and let that be denoted by AvgErri.
12: end for
13: Let p be the index of the {δ , γ} pair with the mini-

mum AvgErri (i=1 to M ). Then choose {δp , γp} as
the parameter values of the probability weighting func-
tion that best describes the probability perception of the
adversary population.

14: Given training set Tr and {δp , γp}, learn the weights
ω=(ω1, ω2, ω3, ω4) of Eqn. 5 by performing MLE. The
final learned weight set is then (δf , γf , ω1, ω2, ω3, ω4).

behavioral models in repeated Stackelberg game settings us-
ing our “Wildlife Poaching Game”. We recruited a set of
participants who played each of 5 rounds of the game, with
the initial round being MAXIMIN and the subsequent round
strategies were generated based on human behavior mod-
els learned from the aggregated data till the previous round.
However, as mentioned before, applying SUQR directly re-
sults in inappropriate learned weights for the model. An ex-
ample of the learned weights for SUQR from data collected
from the first round deployment of the game for 48 human
subjects is (ω1, ω2, ω3)=(2.876, -0.186, 0.3). The most im-
portant aspect to note here is that the weight on coverage
probability is positive which according to Theorem 1 will
generate a pure strategy and is hence harmful to the de-
fenders. Therefore, we learned the weights of PW-SUQR on
the same dataset and obtained the following behavioral pa-
rameters b = (δ, γ, ω1, ω2, ω3) = (0.6, 3,−2.72, 0.27, 0.3),
which is also consistent with our observation of the at-
tack data. Fig. 5 shows people’s perception of probability in
rounds 1 to 4 when they were exposed to PW-SUQR based
strategies. Note that each of these curves is S-shaped. We
also conducted experiments with human subjects data from
(Nguyen et al. 2013) on one-shot games. The probability
perception curves learned from the data is shown in Fig. 7.

In Fig. 6 we show actual defender utilities obtained over
5 rounds for PW-SUQR, PW-BSUQR, PW-RSUQR and

Figure 4: Animal
Density Structure

Figure 5: Probability Curves for our
wildlife game from round 1 to round 4

Figure 6: Defender Utilities

Figure 7: Probability Curves for 8-target and 24-target games on
dataset in (Nguyen et al. 2013)

MAXIMIN on the animal density structure shown in Fig. 4.
The middle most cell has the highest animal density of 10.
The most important observation based on the performance
of the models is that there is significant loss in defender util-
ity in the initial rounds for all the behavioral models. While
PW-SUQR and PW-RSUQR recover from the initial round
losses and perform better than Maximin as rounds progress,
it takes 4 rounds of play to recover from the initial round
losses and beat Maximin in terms of the cumulative defender
utility. PW-BSUQR performs the worst over all the 5 rounds.

Conclusion
We observe that the attacker in an SSG may view probabil-
ities in a non-linear way and it should be incorporated in
human behavior models to predict the attacker’s behavior
more accurately. We show through extensive human subject
experiments that modeling it using a 2-parameter probabil-
ity weighting function (i) results in an S-shaped probabil-
ity curve which contradicts the inverse S-shaped observa-
tion of prospect theory, and (ii) the weights learned for the
SUQR model are consistent with the observed attack data,
specifically it does not generate positive weights for cover-
age probability which is otherwise detrimental to defender
performance. We also present experimental results with the
probability weighted human behavior models on a repeated
Stackelberg game setting and show that most of these mod-
els perform significantly worse in the initial rounds, thus
adding to the importance of addressing these initial rounds
in such repeated game settings.
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