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The evidence is now good that different memory systems mediate the learning of different
types of category structures. In particular, declarative memory dominates rule-based (RB)
category learning and procedural memory dominates information-integration (II) category
learning. For example, several studies have reported that feedback timing is critical for
II category learning, but not for RB category learning—results that have broad support
within the memory systems literature. Specifically, II category learning has been shown
to be best with feedback delays of 500 ms compared to delays of 0 and 1000 ms, and
highly impaired with delays of 2.5 s or longer. In contrast, RB learning is unaffected
by any feedback delay up to 10 s. We propose a neurobiologically detailed theory of
procedural learning that is sensitive to different feedback delays. The theory assumes that
procedural learning is mediated by plasticity at cortical-striatal synapses that are modified
by dopamine-mediated reinforcement learning. The model captures the time-course of the
biochemical events in the striatum that cause synaptic plasticity, and thereby accounts for
the empirical effects of various feedback delays on II category learning.

Keywords: feedback timing, procedural learning, striatum, computational modeling, category learning, synaptic

plasticity, dopamine

INTRODUCTION
Learning, by definition, is a process of laying down a new mem-
ory trace, or of strengthening an existing trace. For this reason,
learning and memory are inextricably related. It is now widely
accepted that humans have multiple memory systems (Cohen
et al., 1985; Squire et al., 1993; Schacter and Wagner, 1999), and
not surprisingly, evidence is also building that humans have mul-
tiple learning systems (Sloman, 1996; Ashby et al., 1998; Erickson
and Kruschke, 1998). The different learning and memory systems
that have been identified are mostly mediated by separate neural
systems and have qualitatively different properties.

One major difference among learning and memory systems
concerns the role of feedback. For example, procedural learning
appears impossible without trial-by-trial feedback (e.g., Ashby
et al., 1999), whereas the perceptual representation memory sys-
tem does not depend on feedback for learning. Instead, simple
repetition is sufficient (e.g., Schacter, 1994; Wiggs and Martin,
1998). In contrast, in declarative memory systems, feedback plays
a facilitative role in the sense that it often improves learning,
but is sometimes not necessary at all (e.g., Ashby et al., 1999).
Procedural and declarative memory systems also differ with
respect to their sensitivity to the timing of feedback. Learning in
tasks that depend on declarative memory is flexible with regards
to feedback timing, in the sense that long timing delays often
have no detrimental effect on learning. In contrast, for procedural

learning, the timing of feedback is critical. Learning is best when
feedback immediately follows the behavior. The importance of
immediate feedback has been documented in many operant con-
ditioning studies in the animal literature. One of the earliest
and most influential of these showed a deficit in conditioning
to lever-press with delayed reinforcement (Skinner, 1938; pp.
72–74).

Perhaps the best known example of procedural learning is
the learning of motor skills (Willingham, 1998). Even so, the
evidence is good that some cognitive skills are acquired procedu-
rally, including certain types of categorization (Ashby et al., 1998;
Maddox and Ashby, 2004; Ashby and Maddox, 2005, 2010). One
categorization task that is known to depend on procedural learn-
ing is the information-integration (II) task. In II tasks, stimuli
are assigned to categories in such a way that accuracy is maxi-
mized only if information from two or more non-commensurable
stimulus dimensions is integrated at some predecisional stage
(Ashby and Gott, 1988). Typically, the optimal strategy in II tasks
is difficult or impossible to describe verbally. II tasks are often
contrasted with rule-based (RB) categorization tasks. In RB tasks,
the categories can be learned via some explicit reasoning process.
Frequently, the rule that maximizes accuracy is easy to describe
verbally (e.g., as when only a single separable dimension is rele-
vant). A large literature implicates declarative memory systems,
and especially working memory and executive attention, in RB
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tasks (Waldron and Ashby, 2001; Maddox et al., 2004; Zeithamova
and Maddox, 2006, 2007).

Figure 1 shows examples of RB and II category-learning tasks.
In both tasks each stimulus in the two contrasting categories is
a sine-wave grating. All stimuli have the same size, shape, and
contrast and differ only in bar width and bar orientation. In a
typical application, a single stimulus is shown on each trial and
the participant’s task is to assign the stimulus to its correct cate-
gory. Feedback about the accuracy of the response is then given
after some delay.

Several studies have shown that RB learning is unaffected by
feedback delays as long as 10 s (Maddox et al., 2003; Maddox and
Ing, 2005), which fits well with the theory that declarative and
working memory systems are recruited. For example, when an
explicit rule is used to make a categorization response, it can be
maintained in working memory during feedback delays. In con-
trast, II categorization, which is thought to depend on procedural
learning, is highly impaired with delays of 2.5 s or longer (Maddox
et al., 2003; Maddox and Ing, 2005; Dunn et al., 2012). In these
experiments, a mask that was visually similar to the stimulus was
presented during the delay period (i.e., during the time between
response and feedback) in order to prevent visual imagery from
maintaining a trace of the stimulus during the delay. When a
mask is used that is visually dissimilar to the stimulus, II learn-
ing remains compromised by feedback delays, but by a reduced
amount (10% instead of the 20% accuracy deficit with a similar
mask; Dunn et al., 2012). This may be because the visual imagery
during the delay period lends itself to an additional declara-
tive memorization strategy. A full feedback procedure (when the

FIGURE 1 | Two category structures used in the experiments, along

with sample stimuli from each category. (A) A one-dimensional
rule-based structure, and (B) a two-dimensional information-integration
structure.

correct category is indicated after an incorrect response) has a
similar effect of reducing the feedback delay deficit on II learn-
ing (Dunn et al., 2012, Experiments 3 and 4). This may also be
because additional declarative mechanisms may be recruited dur-
ing learning, because full feedback has been shown to facilitate the
use of verbal rules in both RB and II tasks (Maddox et al., 2008).
However it is beyond the scope of this paper to discuss experimen-
tal manipulations in which multiple learning mechanisms might
be operating. Therefore we will focus on experiments in which
feedback is minimal (simply “correct” or “incorrect”), as opposed
to a full feedback procedure. In an experiment without masks and
with minimal feedback, II learning was best with feedback delays
of 500 ms and slightly worse with delays of 0 or 1000 ms (Worthy
et al., 2013). This complex pattern of results suggests that there is
an optimal time frame for feedback to arrive after a response. This
article describes a biologically detailed computational model of
procedural learning that accounts for the effects of these various
feedback delays.

Much evidence suggests that procedural learning is mediated
largely within the striatum, and is facilitated by a dopamine
(DA) mediated reinforcement learning signal (Knopman and
Nissen, 1991; Grafton et al., 1995; Jackson and Houghton, 1995;
Badgaiyan et al., 2007). The well-accepted theory is that posi-
tive feedback that follows successful behaviors increases phasic
DA levels in the striatum, which has the effect of strengthening
recently active synapses, whereas negative feedback causes DA
levels to fall below baseline, which has the effect of weakening
recently active synapses. In this way, the DA response to feedback
serves as a teaching signal for which successful behaviors increase
in probability and unsuccessful behaviors decrease in probability.
According to this account, synaptic plasticity (long term poten-
tiation, LTP, or long term depression, LTD) can only occur when
the visual trace of the stimulus and the post-synaptic effects of DA
overlap in time.

The cortical excitation induced by the visual stimulus results
in glutamate release into the striatum, which initiates several
post-synaptic intracellular cascades that alter the cortical-striatal
synapse (e.g., Rudy, 2014). One such cascade, which seems
especially important for cortical-striatal synaptic plasticity, is
mediated by NMDA receptor activation and results in the phos-
phorylation of calcium/calmodulin-dependent protein kinase II
(CaMKII; e.g., Lisman et al., 2002). During a brief period of time
(thought to be several seconds), when CaMKII is partially phos-
phorylated, a chemical cascade1 that is initiated when DA binds to
D1 receptors can potentiate the LTP-inducing effects of CaMKII
(e.g., Lisman et al., 2002). Thus, the effects of feedback should be
greatest when the peak effects of the DA-induced cascade overlap
in time with the period when CaMKII is partially phosphorylated.
We know of no data as to the exact time-course of these events,
but it must take some time (on the order of milliseconds) for both
cascades to escalate to a peak and then gradually to decline. The

1The critical step in this DA induced cascade may be the phosphorylation
of DARPP-32 (Dopamine and cAMP-Regulated Phosphoprotein) because
the phosphorylated version of DARPP-32 deactivates proteins (e.g., PP-1)
that reduce the LTP effects of CaMKII. Thus, when dopamine binds to D1
receptors an important LTP inhibiting action is reduced.
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further apart in time these two cascades peak, the less effect DA
will have on synaptic plasticity. This model provides a biological
constraint on the time of optimal feedback delivery. In summary,
the theory proposed here assumes that optimal procedural learn-
ing occurs when stimulus and feedback driven events within the
striatum peak simultaneously, which can only happen if feed-
back is given several hundred milliseconds (i.e., 500 ms) after a
response to the stimulus has been made.

THEORETICAL ANALYSIS
This section describes a computational cognitive neuroscience
model of procedural category learning that we developed to for-
mally test hypotheses about various feedback delays. There are
two components to the model, (1) a procedural category-learning
network, and (2) a reward-learning algorithm that predicts DA
release.

PROCEDURAL CATEGORY-LEARNING MODEL
The basic architecture of the category learning portion of our
model, shown in Figure 2, is a simplified version of a model pro-
posed by Ashby and Crossley (2011). For more details, see the
Supplementary Material, but briefly, the model is a distributed
network of spiking neurons generated from differential equations.
The model of the striatal medium spiny neurons (MSNs) was
adapted from a model proposed by Izhikevich (2007; p. 312). The
key inputs to the MSNs include excitatory inputs from sensory
cortex and inhibitory input from other MSNs. For all other units
in the network, we model the membrane potential with the stan-
dard quadratic integrate-and-fire model (Ermentrout, 1996). The
globus pallidus internal segment (GPi) units receive inhibitory
inputs from the MSNs, which release the thalamus from GPi’s
tonic inhibition, freeing the thalamus to send excitatory inputs to
the premotor units, which laterally inhibit each other. The pre-
motor unit that passes an activation threshold first selects the
category response. If neither unit crosses the threshold or if the
units are equally active, the response is randomly selected.

The Figure 2 model assumes that category learning is medi-
ated via synaptic plasticity at cortical-striatal synapses. Following
standard models, we assume that synaptic plasticity at all cortical-
striatal synapses is modified according to reinforcement learning
that requires three factors: (1) strong presynaptic activation, (2)
postsynaptic activation that is strong enough to activate NMDA
receptors, and (3) DA levels above baseline (Calabresi et al., 1996;
Arbuthnott et al., 2000; Reynolds and Wickens, 2002). If any of
these conditions are absent then the synapse is weakened. More
specifically, let wK,J(n) denote the strength of the synapse on trial
n between cortical unit K and striatal unit J. Following Ashby and
Crossley (2011), our reinforcement learning model assumes:

wK,J (n + 1) = wK,J (n) + αwIK (n)[SJ D(n) − Dbase]+[1 − wK,J (n)]
− βwIK (n)[Dbase − SJ D(n)]+wK,J (n)

− γwIK (n)[θNMDA − SJ (n)]+[SJ (n) − θAMPA]+wK,J (n)

(1)

The function [g(n)]+ = g(n) if g(n) > 0, and otherwise g(n) = 0.
IK is the input activation from cortical unit K, the constant Dbase

FIGURE 2 | Procedural category learning network. Dopamine release
from the substantia nigra pars compacta (SNPC ) leads to synaptic
strengthening of cortical-striatal synapses activated by presentation of a
visual stimulus, Si . (GPi, internal segment of the globus pallidus; VA/VL,
ventral anterior/ ventral lateral nuclei of the thalamus; SMA, supplementary
motor area).

is the baseline DA level, the product, SJD(n), is the magnitude of
DA’s postsynaptic potentiating effect [D(n)] on the unit J MSN
(SJ) on trial n, and αw, βw, γw, θNMDA, and θAMPA are all con-
stants. The first three of these (i.e., αw, βw, and γw) operate like
standard learning rates because they determine the magnitudes of
increases and decreases in synaptic strength. The constants θNMDA

and θAMPA represent the activation thresholds for postsynap-
tic NMDA and AMPA (more precisely, non-NMDA) glutamate
receptors, respectively. The numerical value of θNMDA > θAMPA

because NMDA receptors have a higher threshold for activation
than AMPA receptors. This is critical because NMDA recep-
tor activation is required to strengthen cortical-striatal synapses
(Calabresi et al., 1992).

The first line in Equation 1 describes the conditions under
which synapses are strengthened (i.e., striatal activation above the
threshold for NMDA receptor activation and DA above baseline)
and lines two and three describe conditions that cause the synapse
to be weakened. The first possibility (line 2) is that postsynaptic
activation is above the NMDA threshold but DA is below base-
line (as on an error trial), and the second possibility is that striatal
activation is between the AMPA and NMDA thresholds. Note that
synaptic strength does not change if postsynaptic activation is
below the AMPA threshold.

REWARD LEARNING MODEL
Note that Equation 1 requires a model that specifies exactly how
much DA is released on each trial. We model DA neuron firing as
we did the MSNs, except with constants selected by Izhikevich
(2007) to mimic a regular spiking neuron. The other differ-
ence is in the input. For DA neurons, the input comes from
a complex and widely distributed network that likely includes
areas in frontal cortex, the amygdala, the ventral striatum, and
the pedunculopontine tegmental nucleus. Models of this net-
work exist (e.g., Brown et al., 1999), but we make no attempt
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to model this network in a biologically detailed way. Our goal
is to understand how procedural learning occurs under a variety
of feedback delays. So we provide a detailed model of the proce-
dural learning network, but not of the reward-learning network
that provides the feedback-based input to the procedural-learning
network. However, we will model the processing that occurs in the
reward-learning network at a more abstract level.

Much evidence suggests that the DA response to the feedback
increases with the reward prediction error (RPE), and the DA
response to cues that predict reward increase with the probabil-
ity of future reward (reward prediction, RP; Schultz, 1998, 2002,
2006; Schultz et al., 1998). RPE is defined as the value of obtained
reward (R, 1 if correct, and 0 if incorrect) minus the value of the
predicted reward (i.e., the RP) on trial n:

RPEn = Rn − RPn

We used the single-operator learning model (Bush and Mosteller,
1951) to update RPn for each trial:

RPn = RPn + αpr(RPEn)

The learning rate, αpr was set to 0.075. This model predicts that
RPn will converge exponentially to the true expected reward value
and then fluctuate around this value until reward contingencies
change.

RPn and RPEn serve as the inputs in the DA spiking equa-
tions. The effects of DA on synaptic plasticity however, are not due
directly to the firing of DA neurons, but instead to the interaction

between post-synaptic effects produced by firing in the cortical
glutamate and DA neurons. Following glutamate release due to
cortical excitation, various slow postsynaptic biochemical events
are initiated in the MSN. One important example occurs when
glutamate activates postsynaptic NMDA receptors. As mentioned
earlier, this initiates several chemical cascades within the MSN,
which result in partial phosphorylation of CaMKII. When fully
phosphorylated, CaMKII initiates structural changes that have
the effect of strengthening the cortical-striatal synapse. DA can
potentiate the phosphorylation of CaMKII (by a cascade of events
that follow D1 receptor binding), but only if the DA levels increase
at the appropriate time—that is, when the CaMKII is partially
phosphorylated (Hemmings et al., 1984; Halpain et al., 1990).
We model the postsynaptic effects of DA and glutamate via the
alpha function (see Supplementary Material). More specifically,
the postsynaptic effects of excitation in either the DA neurons
or the sensory cortical neurons are delayed and smeared out in
time via this function. The time-course of these two alpha func-
tions is critical because DA can only potentiate the post-synaptic
effects of glutamate. Thus, synaptic modification can only occur
when the DA alpha function (i.e., the DA trace) and the glutamate
alpha function (i.e., the glutamate trace) overlap. The amount of
overlap is specified by the term SJD(n) in Equation 1.

The top left panel of Figure 3 shows spikes (action poten-
tials) from the glutamate activated MSN and the postsynaptic
effects of glutamate (which we hereafter refer to as the glutamate
trace; i.e., modeled via alpha functions). The top right panel of
Figure 3 shows spikes from a substantia nigra DA neuron and
the postsynaptic effects of DA. Our model of the glutamate-trace

FIGURE 3 | Top: MSN spikes and postsynaptic effects of stimulus
presentation (response terminated after 700 ms; left), and DA spikes and
postsynaptic effects for a correct feedback (delayed 500 ms post
response/stimulus, right). The x-axis indicates the time from response (set to
0): negative values are before response, and positive values are after

response in milliseconds. Bottom: the overlap of the MSN and DA effects is
greatest when feedback is delayed 500 ms (middle) compared to 0 (left) and
1000 ms (right). The larger the overlap, the larger the product of these two
curves. The integral under the product curve is proportional to the change in
synaptic weight for the stimulus given a specific delay.
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included a 550 ms lag (with decay, λ, set to 200). This lag was a
free-parameter in the model, and was fixed to this value because
it yielded optimal accuracy for conditions in which feedback was
delayed by 500 ms. In contrast, the DA-trace included no lag and a
quicker decay (i.e., λ = 100). The glutamate-trace may be delayed
because of the time it takes for MSN dendrites to be depolarized,
which must occur before induction of synaptic plasticity is possi-
ble. Evidence suggests that the glutamate trace may be slower to
rise than the DA trace, either because of the contribution of back-
propagating action potentials and/or the generation of a plateau
potential (up-states) due to convergent synaptic inputs (Surmeier
et al., 2009). Note that the overlap between the glutamate and the
DA traces (alpha functions) is greatest when feedback-induced
DA release starts at 500 ms after the response terminated stimulus
display (bottom panels of Figure 3; time of response is marked by
0). The greater the overlap, the greater the product of the gluta-
mate and DA traces. We assume that SJD(n) equals the area under
the product curve, and therefore that this area determines how
much the synaptic weight is changed on each trial.

METHODS AND RESULTS OF THE BEHAVIORAL
EXPERIMENTS MODELED
In each condition of all experiments, participants learned two
categories composed of Gabor patches (sine wave gradients mod-
ulated by a circular Gaussian function) that varied across trials
in spatial frequency and spatial orientation. The RB and II cat-
egory structures and examples of some stimuli are shown in
Figure 1. The basic trial design was the following: the stimulus
was displayed on each trial until the participant responded with
a category label (i.e., “A” or “B”), which was followed by correc-
tive feedback. The delay between response and feedback varied
across conditions and experiments. We define the feedback delay
as the time between the response/stimulus offset and the feed-
back display. To analyze the data, the accuracy, and the best-fitting
decision strategy in each of the 80-trial blocks were determined
for each participant of all experiments.

Decision-bound modeling was used for the strategy analysis
(Maddox and Ashby, 1993). The results indicate whether each
participant’s responses are more consistent with an explicit, rule-
based strategy, with a procedural strategy, or with random guess-
ing. As expected, more participants appeared to use procedural
strategies in the shorter delay conditions than when the feedback
delay was long. Even so, many participants who failed to adopt
a procedural strategy showed strong evidence of rule use rather
than guessing, perhaps because even simple one-dimensional
rules lead to higher accuracy than guessing.

MADDOX ET AL. (2003)
In the “immediate feedback” conditions, the feedback delay was
500 ms, and in the “delayed feedback” conditions the feedback
delay was much longer; 2.5, 5, or 10 s. A visual mask was presented
during the feedback delay in order to minimize visual imagery.
The solid lines in Figure 4A display the mean accuracies in the
immediate and delayed conditions in each of the 4 blocks (ignore
the dashed lines for now). Note that accuracy increased with prac-
tice when the delay was 500 ms, but there was no evidence of
learning with the long delay.

WORTHY ET AL. (2013; EXPERIMENT 1)
The feedback delay was 0, 500, or 1000 ms, depending on the con-
dition. There was no visual mask presented during the feedback
delay in this experiment because there would have been no way to
present a mask in the 0ms feedback condition. Figure 4B shows
that accuracy increased in all conditions, but performance was
best when the delay was 500 ms condition.

WORTHY ET AL. (2013; EXPERIMENT 2)
This experiment used delays of random duration, but with a mean
of 500 ms. In the low variance condition the feedback delays had
a standard deviation of 75 ms, and in the high variance condi-
tion the standard deviation was 150 ms. A larger proportion of
the trials are around the optimal 500 ms feedback delay in the
low compared to the high variance condition. Figure 4C shows
that accuracy increased for both conditions, but performance was
better in the low than the high variance condition.

GENERAL MODELING METHODS
Visual cortex was modeled as a rectangular grid of units, each
maximally sensitive to a specific spatial frequency and orienta-
tion. On each trial, one stimulus from the Figure 1 categories was
sampled and presented to the model. Visual receptive fields were
modeled with a Gaussian filter that was centered on the unit tuned
to the stimulus. The filter had a height of 600 and a spread of
0.8. The height of the filter at each unit determined its activation
level. Thus, units tuned to perceptually similar stimuli were also
activated. All differential equations were solved numerically using
Euler’s method.

The model responded A or B depending on whether the output
from premotor unit A or premotor unit B first crossed a thresh-
old of 5. If the output from neither premotor unit crossed the
threshold, or both units crossed the threshold at exactly the same
time, then the model randomly selected between A and B. All
activated weights were updated on each trial by the learning equa-
tions. Predicted accuracy was computed for each block based on
the proportion of correct responses of the model.

As mentioned above, some participants used explicit, rule-
based strategies rather than procedural strategies, and a few
participants randomly guessed. Furthermore, the number of par-
ticipants who did not use a procedural strategy varied across
experiments and conditions. The model is constrained to always
use a procedural strategy, so predicted accuracy from the model
was used to account for the responses of all participants whose
data were best fit by a decision bound model that assumed a
procedural strategy. We assumed that the accuracy of guessers
was 0.5, and that the accuracy of rule users was equal to the
best possible accuracy of a one-dimensional rule in the pres-
ence of perceptual and criterial noise2. In other words, suppose
the decision bound modeling indicated that 15 participants in
some condition used a procedural strategy, 4 participants used

2We chose the noise standard deviation to be 10% of the stimulus range on
each dimension, since this value was typical of the parameter estimates found
during decision bound modeling. Including this amount of noise reduces the
accuracy of the best possible rule by about 2–4%. We did not explore any other
noise variance values because increasing or decreasing the noise standard
deviation even by 50% changes our overall predictions only negligibly.
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FIGURE 4 | Dynamic procedural category learning model results from 50

simulations of: (A) 2003 Experiment: feedback delay of 500 ms yields much
better learning than that of 2.5 s. (B) 2013 Experiment 1: learning is best at

500 ms feedback delay, and worse at 0 s and 1 s delays. (C) 2013 Experiment
2: with a mean of 500 ms feedback delay, low variance around the mean
yields better learning than high variance.

an explicit rule, and 1 guessed randomly. Then the average accu-
racy across all participants predicted by our modeling approach
for this condition was

(0.75 × accuracy of procedural model)

+(0.20 × accuracy of best 1D rule) + (0.05 × 0.50).

Note that using this method to model the accuracy of par-
ticipants who failed to use a procedural strategy adds no free
parameters to our overall model. Another possible approach is
to delete the data of participants who did not use a proce-
dural strategy, and therefore exclude them from the modeling3

. The weakness of this approach is that the number of par-
ticipants remaining may be very small in some conditions
and early in learning, and individuals may switch strategies
from block to block even late in learning. The number of
participants who adopt a procedural strategy increases with
training; therefore it is most meaningful to model their accu-
racy in the last block. The data from the three experimental

3Unfortunately, the individual participant data from Maddox et al. (2003) are
no longer available, so this approach is not possible.

results were each modeled with the mean of 50 independent
replications.

The numerical values of all parameters in the category-
learning model were set to the values used by Izhikevich (2007; p.
312) and Ashby and Crossley (2011). Thus, the only parameters
that were manipulated for the simulations described in this article
were parameters from the learning equations (Equation 1), the lag
for generating the MSN alpha function, and the noise variance in
the premotor units (σC, to account for noise from a mask in the
2003 experiment). Except for σC, all free parameters were held
constant across all three experiments. The parameters were esti-
mated via a course grid search of the parameter space (values are
given in Table A1). No attempt was made to optimize goodness-
of-fit. However, it is important to note that similar models are
highly insensitive to small or moderate changes in parameter val-
ues (Ashby and Crossley, 2011; Helie et al., 2012a,b). This makes
it highly likely that results from an optimized search would not
differ significantly from the results presented here.

MODELING RESULTS
Figure 4 shows the predictions of the model (dashed lines) along
with the corresponding behavioral data (solid lines). Note that
the model nicely captures the qualitative properties of the data.
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First, both the model and humans learn best when the feedback
delay is 500 ms. Second, neither shows any evidence of learn-
ing at the longest delay (i.e., 2.5, Figure 4A). Third, the model
correctly predicts that immediate feedback (0 ms) comes too
soon and feedback at a 1s delay is too late for optimal learn-
ing (Figure 4B). Finally, when the feedback delay is random, the
model and humans both learn better with the smaller variance
than with the larger variance (Figure 4C). The quantitative fit
is also impressive. In fact, the model successfully accounts for
96.5, 97.2, and 93.5% of the variance in the data in Figures 4A–C,
respectively.

Note that accuracy in the 500 ms delay condition (2003
Experiment) is lower (73%) than in the 2013 experiments (80%).
This is likely because the 2003 Experiment included a mask (a
visually similar stimulus) during the delay between response and
feedback to minimize visual imagery of the categorized stimulus.
Adding the mask most likely resulted in an additional source of
noise, which we modeled by increasing the noise variance in the
premotor (response) unit (σC in Equation A.6, see Table A1 in the
Supplementary Material). By allowing this additional free param-
eter, the prediction matched the 500 ms delay data in the 2003
Experiment (Figure 4A).

Figure 5 further explores the 2013 Experiment 1 data, based
on strategies. Figure 5A shows the block 5 accuracies in the 0,
500, and 1000 ms delay conditions for all participants (in pur-
ple), and these same data broken down into two groups based on
whether the best-fitting decision bound model assumed explicit
rule use or a procedural strategy. Note that the accuracy of proce-
dural participants (in red) is greatest when the delay is 500 ms,
but the accuracy of rule users (blue) is unaffected by feedback
delay. Therefore whether the task is II or RB, and whether rule
use is suboptimal or optimal, respectively, learning appears to be
unaffected by the length of the feedback delay when participants
use rules. Figure 5B shows the number of participants whose
responses were best fit by a procedural strategy (in red), explicit
rule (in blue), and guessing (in green). More participants used
a procedural strategy when the feedback delay was 500 ms com-
pared to 0 or 1000 ms. Even so, note that the number of rule
users is small for any strong conclusions to be drawn about their
insensitivity to feedback delays. On the other hand, the number
of participants using a procedural strategy may be sufficient for
modeling. Figure 5C shows the model predictions alongside the
data of participants who used a procedural strategy in the 5th
block across the 3 delay conditions. As when the data from all

FIGURE 5 | 2013 Experiment 1 strategies: (A) feedback delay of 500 ms
yields better learning than that of 0 and 1000 ms for a group of participants
using a procedural strategy (in red), but not for those using rules (in blue). The
combined accuracies for these two groups are in purple. (B) The numbers of

participants in these two groups and an additional group of guessers (in
green). (C) The model predictions from 50 simulations and the corresponding
data of participants using the procedural strategy in the 5th block of the 0,
500, and 1000 ms feedback delay conditions.
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participants were modeled together (Figure 4B), the model nicely
accounts for the empirical effects of feedback delay (Figure 5C).
The only misprediction is that the model is slightly more accurate
than the participants for all delays. But recall that the model used
a procedural strategy on every trial of the experiment, whereas the
participants presumably began with explicit strategies and only
switched to a procedural strategy sometime before the last block.

GENERAL DISCUSSION
We developed a neurobiologically-detailed computational model
that successfully accounts for the effects of varying the feedback
delay on procedural category learning. In line with the results
from three behavioral experiments (Maddox et al., 2003; Worthy
et al., 2013), we show that the model predicts that learning is best
with a 500 ms feedback delay, somewhat worse for 0 and 1 s delays,
and completely absent with long (i.e., 2.5 s) delays. The successful
fits suggest that the temporal dynamics of our model provide a
good estimate of the time course of the postsynaptic events that
lead to synaptic plasticity in the striatum during procedural learn-
ing. To our knowledge, this is the first model that accounts for the
effects of feedback delays on procedural learning.

The model outlined in this article is a computational cognitive
neuroscience (CCN) model (Ashby and Helie, 2011). CCN mod-
els are similar to traditional cognitive models in the sense that a
fundamental goal is to model behavior. However, CCN models
account for behavior with an architecture that is constrained by
known neuroanatomy and with dynamics that are constrained by
known neurophysiology. Furthermore, learning in CCN models
is constrained by the current literature on synaptic plasticity (e.g.,
LTP, LTD). In fact, a good CCN model makes no assumptions
that are known to contradict the current neuroscience literature
(i.e., the neuroscience ideal) and should provide a good fit of
behavioral data and at least some neuroscience data. The model
outlined in this article meets these criteria. The numerical values
of all parameters in the category-learning model were set to the
values used by Izhikevich (2007) and Ashby and Crossley (2011),
and the neural architecture was constructed in accordance with
a large body of neuroscience data. Thus, only a small number or
additional parameters were estimated (e.g., Equation 1 learning
parameters; the lag for generating the MSN alpha function, and
the variance of the white noise in the premotor units), and all
but the variance of motor noise was held fixed across all three
experiments. Thus, the model is highly constrained yet provides
an excellent account of the behavioral feedback delay data.

The current model is a model of the procedural learning
system, which is the optimal system for learning II categories.
According to the neurobiologically inspired COVIS model of cat-
egory learning (Ashby et al., 1998), two systems operate during
category learning. One is an explicit system that tests explicit
hypotheses about category membership. The explicit system relies
on working memory and executive attention and is mediated by
the anterior cingulate, prefrontal cortex, the head of the cau-
date nucleus, and the hippocampus. The second system is the
procedural-learning system modeled in this article. According
to this account, both systems depend on the perceptual rep-
resentation memory system, since both rely critically on input
from visual cortical areas. COVIS assumes that these two systems

compete on a trial-by-trial basis and that there is an initial bias
toward the explicit system that can be overcome in cases when no
explicit strategies yield adequate accuracy. A CCN model of the
explicit system has not been fully implemented but much progress
on many aspects of this model have been made (Ashby et al., 2005;
Hélie and Ashby, 2009). Future work should complete a CCN
model of the explicit system and combine that model with the
current procedural-learning model.

This article proposes a neurobiologically detailed theory
of procedural learning that is sensitive to varying feedback
delays. The theory assumes that procedural learning is medi-
ated by plasticity at cortical-striatal synapses that are modified by
dopamine-mediated reinforcement learning. The model captures
the time-course of the biochemical events in the striatum that
cause synaptic plasticity, and thereby accounts for the empirical
effects of various feedback delays on II category learning.

AUTHOR NOTES
This research was supported in part by AFOSR grant FA9550-12-
1-0355 to W. Todd Maddox and F. Gregory Ashby.

SUPPLEMENTARY MATERIAL
The Supplementary Material for this article can be found online
at: http://www.frontiersin.org/journal/10.3389/fpsyg.2014.

00643/abstract

REFERENCES
Arbuthnott, B. W., Ingham, C. A., and Wickens, J. R. (2000). Dopamine and synap-

tic plasticity in the neostriatum. J. Anat. 196, 587–596. doi: 10.1046/j.1469-
7580.2000.19640587.x

Ashby, F. G., Alfonso-Reese, L. A., Turken, A. U., and Waldron, E. M. (1998). A neu-
ropsychological theory of multiple systems in category learning. Psychol. Rev.
105, 442–481. doi: 10.1037/0033-295X.105.3.442

Ashby, F. G., and Crossley, M. J. (2011). A computational model of how cholin-
ergic interneurons protect striatal-dependent learning. J. Cogn. Neurosci. 23,
1549–1566. doi: 10.1162/jocn.2010.21523

Ashby, F. G., Ell, S. W., Valentin, V. V., and Casale, M. B. (2005). FROST: a dis-
tributed neurocomputational model of working memory maintenance. J. Cogn.
Neurosci. 17, 1728–1743. doi: 10.1162/089892905774589271

Ashby, F. G., and Gott, R. E. (1988). Decision rules in the perception and cate-
gorization of multidimensional stimuli. J. Exp. Psychol. Learn. Mem. Cogn. 14,
33–53. doi: 10.1037/0278-7393.14.1.33

Ashby, F. G., and Helie, S. (2011). A tutorial on computational cognitive neu-
roscience: modeling the neurodynamics of cognition: J. Math. Psychol. 55,
273–289. doi: 10.1016/j.jmp.2011.04.003

Ashby, F. G., and Maddox, W. T. (2005). Human category learning. Annu. Rev.
Psychol. 56, 149–178. doi: 10.1146/annurev.psych.56.091103.070217

Ashby, F. G., and Maddox, W. T. (2010). Human category learning 2.0. Ann. N.Y.
Acad. Sci. 1224, 147–161. doi: 10.1111/j.1749-6632.2010.05874.x

Ashby, F. G., Queller, S., and Berretty, P. M. (1999). On the dominance of unidimen-
sional rules in unsupervised categorization. Percept. Psychophys. 61, 1178–1199.
doi: 10.3758/BF03207622

Badgaiyan, R. D., Fischman, A. J., and Alpert, N. M. (2007). Striatal
dopamine release in sequential learning. Neuroimage 38, 549–556. doi:
10.1016/j.neuroimage.2007.07.052

Brown, J., Bullock, D., and Grossberg, S. (1999). How the basal ganglia use parallel
excitatory and inhibitory learning pathways to selectively respond to unexpected
rewarding cues. J. Neurosci. 19, 10502–10511.

Bush, R. R., and Mosteller, F. (1951). A mathematical model for simple learning.
Psychol. Rev. 58, 313–323. doi: 10.1037/h0054388

Calabresi, P., Maj, R., Pisani, A., Mercuri, N. B., and Bernardi, G. (1992). Long-
term synaptic depression in the striatum: physiological and pharmacological
characterization. J. Neurosci. 12, 4224–4233.

Frontiers in Psychology | Cognitive Science June 2014 | Volume 5 | Article 643 | 8

http://www.frontiersin.org/journal/10.3389/fpsyg.2014.00643/abstract
http://www.frontiersin.org/journal/10.3389/fpsyg.2014.00643/abstract
http://www.frontiersin.org/Cognitive_Science
http://www.frontiersin.org/Cognitive_Science
http://www.frontiersin.org/Cognitive_Science/archive


913

914

915

916

917

918

919

920

921

922

923

924

925

926

927

928

929

930

931

932

933

934

935

936

937

938

939

940

941

942

943

944

945

946

947

948

949

950

951

952

953

954

955

956

957

958

959

960

961

962

963

964

965

966

967

968

969

970

971

972

973

974

975

976

977

978

979

980

981

982

983

984

985

986

987

988

989

990

991

992

993

994

995

996

997

998

999

1000

1001

1002

1003

1004

1005

1006

1007

1008

1009

1010

1011

1012

1013

1014

1015

1016

1017

1018

1019

1020

1021

1022

1023

1024

1025

1026

Valentin et al. Feedback timing model

Calabresi, P., Pisani, A., Centonze, D., and Bernardi, G. (1996). Role of Ca²+ in
striatal LTD and LTP. Semin. Neurosci. 8, 321–328. doi: 10.1006/smns.1996.0039

Cohen, N. J., Eichenbaum, H., Deacedo, B. S., and Corkin, S. (1985).
Different memory systems underlying acquisition of procedural and declara-
tive knowledge. Ann. N.Y. Acad. Sci. 444, 54–71. doi: 10.1111/j.1749-6632.1985.
tb37579.x

Dunn, J. C., Newell, B. R., and Kalish, M. L. (2012). The effect of feedback delay and
feedback type on perceptual category learning: the limits of multiple systems.
J. Exp. Psychol. Learn. Mem. Cogn. 38, 840. doi: 10.1037/a0027867

Erickson, M. A., and Kruschke, J. K. (1998). Rules and exemplars in category
learning. J. Exp. Psychol. Learn. Mem. Cogn. 127, 107–140. doi: 10.1037/0096-
3445.127.2.107

Ermentrout, B. (1996). Type I membranes, phase resetting curves, and synchrony.
Neural Comput. 8, 979–1001. doi: 10.1162/neco.1996.8.5.979

Grafton, S. T., Hazeltine, E., and Ivry, R. B. (1995). Functional mapping of
sequence learning in normal humans. J. Cogn. Neurosci. 7, 497–510. doi:
10.1162/jocn.1995.7.4.497

Halpain, S., Girault, J. A., and Greengard, P. (1990). Activation of NMDA recep-
tors induces dephosphorylation of DARPP-32 in rat striatal slices. Nature 343,
369–372. doi: 10.1038/343369a0

Hélie, S., and Ashby, F.G. (2009). “A neurocomputational model of automatic-
ity and maintenance of abstract rules,” in Proceedings of the International Joint
Conference on Neural Networks (Atlanta, GA), 1192–1198.

Helie, S., Paul, E. J., and Ashby, F. G. (2012a). A neurocomputational account of
cognitive deficits in Parkinson’s disease. Neuropsychologia 50, 2290–2302. doi:
10.1016/j.neuropsychologia.2012.05.033

Helie, S., Paul, E. J., and Ashby, F. G. (2012b). Simulating the effects of dopamine
imbalance on cognition: from positive affect to Parkinson’s disease. Neural Netw.
32, 74–85. doi: 10.1016/j.neunet.2012.02.033

Hemmings, H. C. Jr., Greengard, P., Tung, H. Y., and Cohen, P. (1984). DARPP-32,
a dopamine-regulated neuronal phosphoprotein, is a potent inhibitor of protein
phosphatase-1. Nature 310, 503–505. doi: 10.1038/310503a0

Izhikevich, E. M. (2007). Dynamical Systems in Neuroscience: The Geometry of
Excitability and Bursting. Cambridge, MA: MIT Press.

Jackson, S., and Houghton, G. (1995). Sensorimotor Selection and the Basal Ganglia:
A Neural Network Mode. Cambridge: MIT Press.

Knopman, D., and Nissen, M. J. (1991). Procedural learning is impaired
in Huntington’s disease: evidence from the serial reaction time task.
Neuropsychologia 29, 245–254. doi: 10.1016/0028-3932(91)90085-M

Lisman, J., Schulman, H., and Cline, H. (2002). The molecular basis of CaMKII
function in synaptic and behavioural memory. Nat. Rev. Neurosci. 3, 175–190.
doi: 10.1038/nrn753

Maddox, W. T., and Ashby, F. G. (1993). Comparing decision bound and
exemplar models of categorization. Percept. Psychophys. 53, 49–70. doi:
10.3758/BF03211715

Maddox, W. T., and Ashby, F. G. (2004). Dissociating explicit and procedural-
learning based systems of perceptual category learning. Behav. Processes 66,
309–332. doi: 10.1016/j.beproc.2004.03.011

Maddox, W. T., Ashby, F. G., and Bohil, C. J. (2003). Delayed feedback effects
on rule-based and information-integration category learning. J. Exp. Psychol.
Learn. Mem. Cogn. 29, 650–662. doi: 10.1037/0278-7393.29.4.650

Maddox, W. T., Ashby, F. G., Ing, A. D., and Pickering, A. D. (2004).
Disrupting feedback processing interferes with rule-based but not information-
integration category learning. Mem. Cogn. 32, 582–591. doi: 10.3758/BF031
95849

Maddox, W. T., and Ing, A. D. (2005). Delayed feedback disrupts the procedural-
learning system but not the hypothesis-testing system in perceptual category
learning. J. Exp. Psychol. Learn. Mem. Cogn. 31, 100–107. doi: 10.1037/0278-
7393.31.1.100

Maddox, W. T., Love, B. C., Glass, B. D., and Filoteo, J. V. (2008). When more is
less: feedback effects in perceptual category learning. Cognition 108, 578–589.
doi: 10.1016/j.cognition.2008.03.010

Reynolds, J. N., and Wickens, J. R. (2002). Dopamine-dependent plasticity
of corticostriatal synapses. Neural Netw. 15, 507–521. doi: 10.1016/S0893-
6080(02)00045-X

Rudy, J. W. (2014). The Neurobiology of Learning and Memory. Sunderland, MA:
Sinauer.

Schacter, D. L. (1994). Priming and Multiple Memory Systems: Perceptual
Mechanisms of Implicit Memory. Cambridge, MA: MIT Press.

Schacter, D. L., and Wagner, A. D. (1999). Perspectives: neuroscience.
Remembrance of things past. Science 285, 1503–1504. doi: 10.1126/science.285.
5433.1503

Schultz, W. (1998). Predictive reward signal of dopamine neurons. J. Neurophysiol.
80, 1–27.

Schultz, W. (2002). Getting formal with dopamine and reward. Neuron 36,
241–263. doi: 10.1016/S0896-6273(02)00967-4

Schultz, W. (2006). Behavioral theories and the neurophysiology of reward. Annu.
Rev. Psychol. 57, 87–115. doi: 10.1146/annurev.psych.56.091103.070229

Schultz, W., Tremblay, L., and Hollerman, J. R. (1998). Reward prediction in pri-
mate basal ganglia and frontal cortex. Neuropharmacology 37, 421–429. doi:
10.1016/S0028-3908(98)00071-9

Skinner, B. F. (1938). The Behavior of Organisms: an Experimental Analysis. Oxford:
Appleton-Century.

Sloman, S. A. (1996). The empirical case for two systems of reasoning. Psychol. Bull.
119, 3–22. doi: 10.1037/0033-2909.119.1.3

Squire, L. R., Knowlton, B., and Musen, G. (1993). The structure and organiza-
tion of memory. Annu. Rev. Psychol. 44, 453–495. doi: 10.1146/annurev.ps.44.
020193.002321

Surmeier, D. J., Plotkin, J., and Shen, W. (2009). Dopamine and synaptic plasticity
in dorsal striatal circuits controlling action selection. Curr. Opin. Neurobiol. 19,
621–628. doi: 10.1016/j.conb.2009.10.003

Waldron, E. M., and Ashby, F. G. (2001). The effects of concurrent task interference
on category learning: evidence for multiple category learning systems. Psychon.
Bull. Rev. 8, 168–176. doi: 10.3758/BF03196154

Wiggs, C. L., and Martin, A. (1998). Properties and mechanisms of percep-
tual priming. Curr. Opin. Neurobiol. 8, 227–233. doi: 10.1016/S0959-4388(98)
80144-X

Willingham, D. B. (1998). A neuropsychological theory of motor skill learning.
Psychol. Rev. 105, 558–584. doi: 10.1037/0033-295X.105.3.558

Worthy, D. A., Markman, A. B., and Maddox, W. T. (2013). Feedback and stimulus-
offset timing effects in perceptual category learning. Brain Cogn. 81, 283–293.
doi: 10.1016/j.bandc.2012.11.006

Zeithamova, D., and Maddox, W. T. (2006). Dual task interference in perceptual
category learning. Mem. Cogn. 34, 387–398. doi: 10.3758/BF03193416

Zeithamova, D., and Maddox, W. T. (2007). The role of visuo-spatial and verbal
working memory in perceptual category learning. Mem. Cogn. 35, 1380–1398.
doi: 10.3758/BF03193609

Conflict of Interest Statement: The authors declare that the research was con-
ducted in the absence of any commercial or financial relationships that could be
construed as a potential conflict of interest.

Received: 05 March 2014; accepted: 06 June 2014; published online: xx June 2014.
Citation: Valentin VV, Maddox WT and Ashby FG (2014) A computational model
of the temporal dynamics of plasticity in procedural learning: sensitivity to feedback
timing. Front. Psychol. 5:643. doi: 10.3389/fpsyg.2014.00643
This article was submitted to Cognitive Science, a section of the journal Frontiers in
Psychology.
Copyright © 2014 Valentin, Maddox and Ashby. This is an open-access article dis-
tributed under the terms of the Creative Commons Attribution License (CC BY). The
use, distribution or reproduction in other forums is permitted, provided the original
author(s) or licensor are credited and that the original publication in this jour-
nal is cited, in accordance with accepted academic practice. No use, distribution or
reproduction is permitted which does not comply with these terms.

www.frontiersin.org June 2014 | Volume 5 | Article 643 | 9

http://dx.doi.org/10.3389/fpsyg.2014.00643
http://dx.doi.org/10.3389/fpsyg.2014.00643
http://dx.doi.org/10.3389/fpsyg.2014.00643
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://www.frontiersin.org
http://www.frontiersin.org/Cognitive_Science/archive

	A computational model of the temporal dynamics of plasticity in procedural learning: sensitivity to feedback timing
	Introduction
	Theoretical Analysis
	Procedural Category-Learning Model
	Reward Learning Model

	Methods and Results of the Behavioral Experiments Modeled
	Maddox et al. (2003)
	Worthy et al. (2013; Experiment 1)
	Worthy et al. (2013; Experiment 2)

	General Modeling Methods
	Modeling Results
	General Discussion
	Author Notes
	Supplementary Material
	References




